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Abstract 

The existing NIDSs involve various mechanisms in order to identify the patterns related to the network 
problems. In this paper we described the implementation of genetic algorithm using steady-state selection 
mechanism. We have performed various test cases in order to analyze the effect of varying iterations and 
varying initial chrome length along with different fitness functions.  

The analyzed result would be helpful to have quicker generation of reliable rule sets for Network Intrusion 
Detection System using less/more number of iterations, depending on the varying initial chrome length. 
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1. Introduction 
Intrusion Detection System is the process of monitoring the events occurring in a computer system or network 
and analyzing them for signs of possible incidents, which are violations or imminent threats of violation of 
computer security policies, acceptable use policies, or standard security practices. Incidents have many causes, 
such as malware (e.g., worms, spyware), attackers gaining unauthorized access to systems from the Internet, 
and authorized users of systems who misuse their privileges or attempt to gain additional privileges for which 
they are not authorized. Although many incidents are malicious in nature, many others are not; for example, a 
person might mistype the address of a computer and accidentally attempt to connect to a different system 
without authorization. 

There exist a number of mechanisms in order to identify the patterns related to the network problems. One of 
them is Genetic Algorithm, in which some basic operations are performed in order to generate the patterns 
(also termed as Chromosomes or RULE SETS). These generated patterns can be used along with the audit 
dataset as input into the Network Intrusion Detection System, in order to achieve the kind of intruder in the 
audit dataset. 

2. Network Intrusion Detection System 
2.1 Introduction 

An intrusion detection system (IDS) is software that automates the intrusion detection process. An intrusion 
prevention system (IPS) is software that has all the capabilities of an intrusion detection system and can also 
attempt to stop possible incidents. This section provides an overview of IDS and IPS technologies as a 
foundation for the rest of the publication. It first explains how IDS and IPS technologies can be used. Next, it 
describes the key functions that IDS and IPS technologies perform and the detection methodologies that they 
use. Finally, it provides an overview of the major classes of IDS and IPS technologies. 

2.2 Components of NIDS 

An intrusion detection system normally consists of three functional components: 

The first component of an intrusion detection system, also known as the event generator, is a data source. Data 
sources can be categorized into four categories namely Host-based monitors, Network-based monitors, 
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Application-based monitors and Target-based monitors.  

The second component of an intrusion detection system is known as the analysis engine. This component 
takes information from the data source and examines the data for symptoms of attacks or other policy 
violations. 

The analysis engine can use one or both of the following analyzing approaches: 

2.2.1 Misuse/Signature-Based Detection 

This type of detection engine detects intrusions that follow well-known patterns of attacks (or signatures) that 
exploit known software vulnerabilities. The main limitation of this approach is that it only looks for the known 
weaknesses and may not care about detecting unknown future intrusions. 

2.2.2 Anomaly/Statistical Detection 

An anomaly based detection engine will search for something rare or unusual. They analyses system event 
streams, using statistical techniques to find patterns of activity that appears to be abnormal. The primary 
disadvantages of this system are that they are highly expensive and they can recognize an intrusive behavior 
as normal behavior because of insufficient data. 

The third component of an intrusion detection system is the response manager. In basic term, the response 
manager will only act when inaccuracies (possible intrusion attacks) are found on the system, by informing 
someone or something in the form of a response. 

2.3 Types of Network Attacks 

2.3.1 Denial of Service (DoS) 

 A DoS attack is a type of attack in which the hacker makes a computing or memory resources too busy or too 
full to serve legitimate networking requests and hence denying users access to a machine e.g. apache, smurf, 
neptune, pingof death, back, mail bomb, UDP storm etc. are all DoS attacks. 
2.3.2 Remote to User Attacks (R2L) 

A remote to user attack is an attack in which a user sends packets to a machine over the internet,    which s/he 
does not have access to in order to expose the machines vulnerabilities and exploit privileges which a local 
user would have on the computer. 
2.3.3 User to Root Attacks (U2R) 

These attacks are exploitations in which the hacker starts off on the system with a normal user account and 
attempts to abuse vulnerabilities in the system in order to gain super user privileges. 
2.3.4 Probing 

Probing is an attack in which the hacker scans a machine or a networking device in order to determine 
weaknesses or vulnerabilities that may later be exploited so as to compromise the system. This technique is 
commonly used in data mining. 
2.4 Types of NIDS  

2.4.1 Host Based Intrusion Detection (HIDS) 

HIDSs evaluate information found on a single or multiple host systems, including contents of operating 
systems, system and application files. 

2.4.2 Network Based Intrusion Detection (NIDS) 

NIDSs evaluate information captured from network communications, analyzing the stream of packets which 
travel across the network. 

3. Genetic Algorithm (GA) 
Genetic algorithm is a family of computational models based on principles of evolution and natural selection. 
This algorithm converts the problem specific domain into a model, using a chromosome-like data structure. 
Chromosome-like data structure is evolved by performing selection, recombination, and mutation operators 
over the various chromosomes. 

3.1 Components of GA 

There are mainly 6 components in Genetic Algorithm System.  

3.1.1 Evaluation function (or fitness function) 

A fitness function is a particular type of objective function that is used to summarize, as a single figure of 
merit, how close a given design solution is to achieving the set aims. 
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3.1.2 Population size, Crossover Rate & Mutation Rate 

Population size: Good population size is about 20-30, however sometimes sizes 50-100 are reported as best. 
Some research also shows that best population size depends on encoding, on size of encoded string. It means, 
if you have chromosome with 32 bits, the population should be say 32, but surely two times more than the best 
population size for chromosome with 16 bits. 

Crossover rate: Crossover rate generally should be high, about 80%-95%. (However some results show that 
for some problems crossover rate about 60% is the best.)  

Mutation rate: On the other side, mutation rate should be very low. Best rates reported are about 0.5%-1%.  

3.1.3 Encoding Mechanism 

Binary Encoding: In binary encoding every chromosome is a string of bits, 0 or 1. 

Permutation Encoding: In this encoding mechanism, every chromosome is a string of numbers, which 
represents number in a sequence 

Value Encoding: In value encoding, every chromosome is a string of some values. Values can be anything 
connected to problem, form numbers, real numbers or chars to some complicated objects. 

Tree Encoding: In tree encoding every chromosome is a tree of some objects, such as functions or commands 
in programming language. 

3.1.4 Parent Selection Mechanism 

Roulette Wheel Selection: Parents are selected according to their fitness. The better the chromosomes are, the 
more chances to be selected they have. 

Rank Selection: Rank selection first ranks the population and then every chromosome receives fitness from 
this ranking. 

Steady-State Selection: For every generation a few (good - with high fitness) chromosomes are selected for 
creating a new offspring. Then some (bad - with low fitness) chromosomes are removed and the new offspring 
is placed in their place. The rest of population survives to new generation. 

Elitism: Elitism is name of method, which first copies the best chromosome (or a few best chromosomes) to 
new population. The rest is done in classical way. 

3.1.5 Variation Operators (crossover and mutation) 

Crossover selects genes from parent chromosomes and creates a new offspring.  

Mutation changes randomly the new offspring. 

There are various ways to perform cross-over & mutation, as per the kind of encoding implementation listed 
using a table(ref. Table 1) 

3.1.6 Survivor Selection Mechanism (replacement) 

The survivor selection mechanism is normally based on the type of “parent selection mechanism” been 
selected. This operation is basically used for deciding which of the existing chromosome should be replaced 
with the new generated (off-spring) chromosome. 

4. Proposed System 
We have chosen Genetic Algorithm to make our own intrusion detection system. This section gives an 
overview of the algorithm and the system. These algorithms convert the problem in a specific domain into a 
model by using a chromosome-like data structure and evolve the chromosomes using selection, 
recombination, and mutation operators. The range of the applications that can make use of genetic algorithm is 
quite broad. In computer security applications, it is mainly used for finding optimal solutions to a specific 
problem. 

The process of a genetic algorithm usually begins having a randomly selected set of chromosomes of a 
specific size, acting as an input. These chromosomes are representations of the problem to be solved. 
According to the attributes of the problem, different positions of each chromosome are encoded as bits, 
characters, or numbers. These positions are referred to as genes and are changed randomly within a range 
during evolution. The set of chromosomes during a stage of evolution are called a population. An evaluation 
function is used to calculate the “goodness” of each chromosome. During evaluation, two basic operators, 
crossover and mutation, are used to simulate the natural reproduction and mutation of species. The selection of 
chromosomes for survival and combination is biased towards the fittest chromosomes. 

Figure 1 shows the structure of a simple genetic algorithm. It starts with a randomly generated population, 
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evolves through selection, recombination (crossover), and mutation. Finally, the best individual (chromosome) 
is picked out as the final result once the optimization criterion is met (ref. Fig.1). 

Proposed Algorithm 

Algorithm: 

1. Input  the value for population size and Iteration 
Count 

2. Initialize the new generated chromosome as per 
binary encoding 

3. Set the genes (chg, gb) to the value “false”. 

4. Calculate fitness value for each generated initial 
chromosome 

5. Now start on a loop for specified iteration. 

6. For each iteration perform below operations: 

� Sorting: Sort the chromosome set as per fitness 
value 

� Selection: Select the 2 chromosomes such that they 
have the highest fitness value 

� Crossover: Generate new off-spring using the 
combination of the selected chromosomes (single 
point crossover is performed, selecting the 
crossover point randomly) 

� Assign the new generated chromosome, replacing 
the chromosome having least fitness value in the 
chromosome set 

� Set the gene(chg) value to “true”, for  this 
chromosome, indicating that the chromosome has 
been modified (not as initial) 

� Mutation: Change the value for any single gene for 
the generated  off-spring (randomly) 

� Calculate fitness value for the new off-spring  

� Set value for gene(gb), if its fitness value is at least 
half the highest fitness value in the set 
chromosome 

7. Display the chromosome set obtained after the 
specified iterations, once sorted again. 
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Experiment 

For a sample test, we have taken a chromosome structure as below: 

� 6 genes representing the network data 

� 1 gene representing the change in chromosome (1=changed, 0=unchanged) 

� 1 gene representing the chromosome satisfying the condition : fitness value > (highest fitness value)/2 
(1=satisfied, 0=unsatisfied) 

We have under gone two fitness functions (x^2-5x and x^2+12x-5), along with the population size of 4 & 15. 

We have performed up to 14 iterations for each population size, each fitness functions.(ref. Table 2) 

The resultant output is as shown in classified into 2 groups depending on the iteration cycle: Group-1: 1-7 
iteration, Group-2:8-14 iterations. 

Above table, provides the total number of changed chromosomes for each chromosome size (4 & 15), depending 
on the each classified group. 

Ref.figures5-8 shows the experiments. 

Conclusion 

From the above experiment, we have finally reached to two different conclusions, for the case of genetic 
algorithm being implemented using steady–state selection mechanism.  

Conclusion-1 

If there are less number of initial chromosomes, the no. of iteration to be performed in order to have new reliable 
chromosomes, will be less. 

Similarly, for higher number of initial chromosomes, it requires more number of iterations to be performed to 
have new reliable chromosomes (ref. Table 3). 

Conclusion-2 

If there is less number of iterations, then the no. of new reliable chromosomes being generated goes on 
decreasing with an increase in length of initial chromosomes being given. 

Similarly, if we keep on increasing the iterations then the resultant new reliable chromosomes scope is not much 
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affected due to varying chromosome length. 

 

 

 

 

Figure. 1.  Coding in GA 

 

Table. 3.  Conclusion Table 

Population 
Size 

Total Number of Iterations (% change) 

Group-1 Group-2   

4 55.36% 75% 

Likely 
Similar 

C
onclusion 1 

15 27.14% 69.05% 

Much 
Differing 

 Nearly Half Slightly 
changed 

 

 

Table. 2. Outcome of the Experiment 
 

Population Size 
Total Number of Iterations 

Group-1 Group-2 
4 31 42 
15 57 145 

 

Table. 1.  Variation Operators Table 

Encoding  
Type Cross-Over Type Mutation Type 

Binary 

Single Point Cross-
Over 
Two Point Cross-Over 
Uniform Cross-Over 
Arithmetic Cross-Over 

Bit Inversion 

Permutation 
Single Point Cross-
Over 

Order Changing 

Value Same as for Binary  
Add/Subtract or 
Replace by Random 
number 

Tree Tree Cross-Over 
Changing Operator, 
number 
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Figure. 3. Experiment Run Screen 1 

 

Figure. 2. Flow Chart for the proposed Algorithm 
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Figure. 6. Experiment Run Screen 4 

 

Figure. 5. Experiment Run Screen 3 

 

Figure. 4. Experiment Run Screen 2 
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