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Abstract An input buffer type optical switch is one of the most important switching systems. 

Conventionally an FIFO read-out procedure is used for the input buffer type optical switch, however, the 
FIFO procedure gives a head of line limit to its switching performances. The purpose of this paper is to 
introduce a parallel read-out procedure to the input buffer type optical switch, and to show that transferring 
performances of the input buffer type are improved drastically by the parallel read-out procedure. The 
parallel read-out structure for an optical switch is configured by wave length multiplexing, star couplers, 
and NOLM buffer memories. The performance evaluations have been done by computational simulation 
based on arrival, buffering, and transferring of variable size IP packets. 
 
1. Introduction 

An optical packet switch is regarded as a fundamental factor to support high speed and large capacity 
optical networks in future, and is researched actively from various points of view [1][2]. However, there 
are many difficult problems which have to be solved to archive an all optical networks with a high 
reliability and flexibility for practical use. For the purpose, high speed all-optical label switching [3], 
optical buffering [4]. Nonlinear Optical Loop Mirror (NOLM) for optical switching [5], Wavelength 
Division Multiplexing (WDM) technologies and application to switching [6]-[8] were reported. 
For a procedure design, improvement by a two-way reservation [9], time-slot assignment for a cross point 

switch [10], high-speed buffer management [11], economical consideration on transition from an electrical 
technology to an optical technology for switching [12], traffic statistics and performance evaluation [13], 
an introduction of hybrid buffer structure [14] were considered. 
However, considerations about optical switching traffic characteristics based on a variable packet size 

simulation [15] have not been sufficiently done yet. Conventionally there is a tendency to regard the 
variable packet size traffic characteristics are similar to Asynchronous Transfer Mode (ATM) 
characteristics. However, some accurate simulation should be done on a basis of variable size packet 
switching. 
In this paper, a parallel read-out procedure is presented for an input buffer type optical switch for a 

variable size packet. The parallel read-out switch is configured by wave length multiplexing, star couplers, 
and NOLM buffer memories. The performance evaluations are done by simulations based on variable size 
packet switching.  The concept of parallel read-out procedure was previously presented for ATM by the 
author’s group [16]. The performance improvements of the input buffer switches by parallel read-out are 
examined in comparison with First In First Out (FIFO) switch. 
 
2. Input buffer type optical switch 
  2.1. FIFO input buffer type switch 

An optical input buffer type switch model is shown in Fig.1. In this system, a star coupler of the size 
N×N is used for main switching, and one of the wave lengths λ0,…,λN is assigned to a packet read-out from 
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an input buffer to indicate a destination of the packet. A packet is selected to an appropriate output line by a 
wave length filter implemented to the output line according to the assigned wave length.  

 

Fig.1. Input buffer type optical switch. 

Fig.2 shows a buffer memory structure for FIFO type. In the FIFO selection procedure, the packet at a 
head of line is selected as a candidate to transfer. If two or more packets exist for a same destination in the 
system, the largest packet (or one of the largest packets) is selected. For an each memory, a slot size 
NOLM is implemented, and a write-in gate for the memory next of the written area is opened for write-in. 

 

 
Fig.2. Optical buffer structure for FIFO read-out. 
 

2.2. Parallel read-out input buffer type switch 
In FIFO read-out, if packets of two or more than two toward a same destination exist, one of the packets 

can only be transferred to the destination and other packets are waited. It is known that there is a head of 
line blocking and gives a serious inefficiency to a transferring performance. Therefore it is necessary to 
introduce an efficient new read-out procedure. 

Now a parallel read-out procedure that can transfer packets of two or more than two at same time from 
an input buffer is introduced. Fig.3 shows a logical model of a parallel read-out input buffer type switch. 
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Any buffer has N read-out lines and offers a capacity that N packets can be read-out in parallel. 

 
Fig.3. Logical switch model for parallel read-out input 

buffer.  

 

Fig.4. Optical input buffer structure to achieve  

parallel read-out.

A buffer memory structure to achieve the parallel read-out procedure in an optical switch system is 
shown in Fig.4. The parallel read-out is done by multiple opening of read-out gates, and new wave lengths 
by wave length converters C are assigned to the packets outgoing to different destinations. The packets are 
transferred into a star coupler of the size M×1 according to the manner of wave length multiplexing. 
 
3. Performance Evaluations and Simulation Conditions 

A packet loss probability and a packet waiting time are conveniently used for performance evaluation 
parameters. The packet loss probability Bp is given by 

 

packets arriving ofnumber  The
packets loss ofnumber  They probabilit Loss = .  

 
Simulation conditions to evaluate performances of the switches are as follows; A packet size and a space 

time interval are given randomly by negative exponential distributions with average time lengths. A 
simulation running time takes 1 billion slot times, and a computer equipped two CPUs of 64bits type is 
used. The switch size is taken to be 2, 4, 8, 16, 32 and 64, and the load is taken to be 0.1 to 0.9, and 0.95 
for an overload. 

For packet loss probabilities, each loss and waiting times are computed for each input and output lines, 
and averaging at all of input lines and all of output lines are done. To shorten a simulation time to obtain a 
packet waiting time, the Little’s formula is used. The Little’s formula rigorously can not be applied, 
however, it is useful as an approximate evaluation. 

To the parallel read-out procedure, two queue controls of a random selection and a maximum queue 
selection are introduced to examine transferring performances in detail. The parallel read-out random 
(PROR) selection is that a packet is read-out a queue selected from queues for a same output, and the 
parallel read-out maximum (PROM) queue selection is that a packet is read-out from the maximum queue 
among all queues for a same output in all buffers.  
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4. Simulation results 
4.1. The characteristics of FIFO 

Fig.5 shows characteristics of a packet loss probability Bp on the FIFO read-out input buffer type switch 
in the case where a switch size N=8 and an average packet size Lpkt=10. The vertical axis represents the 
packet loss probability and the horizontal axis represents the buffer size. As shown in the figure, the loss  

 
Fig.5. Packet loss probability on FIFO input buffer 

switch. 

 
Fig.6. Packet waiting time on FIFO input buffer 

switch. 

probability to the load between 0.1 and 0.4 can be suppressed to zero by increasing the buffer size, however, 
the loss probability to the load over 0.5 can not be suppressed to zero even if the buffer size is increased 
infinitely. This characteristics show a strong performance limitation on the FIFO read-out switching. 

Fig.6 shows characteristics of a packet waiting time to the same traffic conditions as given in Fig.5. The 
waiting time to the load over 0.5 has large value and an increasing of the value can not be suppressed by 
increasing the buffer size. 

 
4.2. The characteristics of Parallel read-out 

Fig.7 shows characteristics of the packet loss probability on a parallel read-out input buffer type switch 
with a random selection. The horizontal axis and vertical axis represent the buffer size and the packet loss 
probability respectively. As shown in the figure the loss probability is suppressed by the buffer size 
increasing even if the load takes a heavy load 0.95. 

 
Fig.7. Packet loss probability on parallel read-out 

input buffer switch controlled by random selection. 

 
Fig.8. Packet loss probability on parallel read-out 

input buffer switch controlled by maximum queue 

selection. 
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 Fig.8 shows packet loss performances for the maximum queue selection. As shown in the figure, 
suppression efficiency by the buffer size increasing is further enhanced. Therefore, the performance 
limitation in the FIFO read-out switch is dissolved by introducing the parallel read-out procedure. 

Furthermore, lower limits to the loss probabilities are seen for lowering of the load from 0.6 to 0.1 in 
Fig.7, 8. This limitation is caused by the discarding of packets of sizes over the buffer free area which is 
almost equal to the buffer size for a light load. 

 
Fig.9. Acceptable packet size bound in parallel read-out input buffer switch. 

The lower limit property is analyzed in detail, and the characteristics are shown in Fig.9. The vertical 
axis represents the loss probability and the horizontal axis represents the decreasing load. The buffer sizes 
are fixed to 20, 40, 60, and 80, and the loss probabilities to a lower load than 0.1 does not decrease even if 
the load is lighten. The limitation value for the buffer size M is given by 

                             e LM pkt/−
 

This is an arrival probability of the packet which has a size over the buffer size M in the case of average 
packet size Lpkt. It is referred to the property of the input buffer type that a packet over the buffer size can 
not be accepted.  

An output buffer type is also useful for an optical switch [15]. Therefore it is necessary to compare the 
performances of the input buffer type and the output buffer type. Fig.10 shows the loss probabilities for the  

 
Fig.10. Packet loss probability of parallel read-out 

input buffer switch in comparison with output type. 

 
Fig.11. Packet loss probabilities of random and 

maximum queue selections. 
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case where a switch size N=8, an average packet size Lpkt=10, and load ρ=0.8. It is shown that both the loss 
probabilities of PROR and PROM for the input buffer type switch take the values significantly lower than 
the output buffer type. 

 
Fig.12. Packet waiting time of random and maximum selections.  

Fig.11 shows loss probability dependencies on the load for the random selection and the maximum 
selection. As shown in the figure, a small difference is seen in the case of load 0.2, however, a loss 
probability for the maximum selection takes a value lower than that for the random selection in the case of 
load 0.8. 

Fig.12 shows the packet waiting times of PROR and PROM. A remarkable point in the characteristics is 
that the waiting time for the random selection takes a value shorter than that for the maximum selection. An 
explanation for this property is given as below. 

Because the PROR selects a packet independently from sizes of queues in buffers, a short queue is 
selected with a probability equivalent to that for a long queue. Therefore queues in the buffers with PROR 
are made to have various lengths as shown in a left part of Fig.13. On the other hand, in the PROM, a 
packet in the maximum queue is selected first of all. As a result of the selection and read-out by the 
maximum queue selection, queue lengths in the buffers are flattened, and all buffers are almost filled up 
effectively by long packet queues as shown in a right part of Fig.13. This leads increasing of a waiting time 
in the buffer with PROM selection.  

 
Fig.13. Flattering of queuing sizes in input 
buffers by the maximum read-out 

 

Fig.14. Switch size dependency of packet loss on random 
selection 
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Fig.14 and Fig.15 show the loss probability variation by increasing of the switch size. For the figure, the 
average packet size of 10 and the load 0.8 are assumed. Although a loss probability for a small switch size 
takes value lower than that for a large switch size in a small buffer size area (smaller than 150), the 
tendency is inversed in a large buffer size area.  

 

Fig.15. Switch size dependency of packet loss on maximum selection 

Fig.16 and Fig.17 show loss probability variations according to the packet size increasing. Even if an 
average packet size is large, the loss probability can be suppressed by increasing of the buffer size. 

 
Fig.16. Packet loss dependency on average packet 
size (random selection) 

 

Fig.17. Packet loss dependency on average packet 
size (maximum selection) 

 
5. Conclusion 

In this paper the parallel read-out procedure is introduced to improve transferring performances of the 
input buffer type optical switch, and a random selection and a maximum selection are also introduced for a 
read-out control. The simulation results based on variable size packets demonstrate that performances of 
the input buffer type optical switch are improved drastically by the parallel read-out procedure. 
Furthermore, it is shown that the input buffer type optical switch has performances higher than output 
buffer switch. 

Improvement of Input Buffer Optical IP Switch by Introducing Parallel Read-Out 17 



ACADEMIC REPORTS Fac. Eng. Tokyo Polytech. Univ. Vol. 32 No.01 (2009) 

REFERENCES 
[1] K. Habara, H. Sanjo, H. Nishizawa, Y. Yamada, S. Hino, I. Ogawa, and Y. Suzaki “Large-Capacity Photonic Packet Switch 

Prototype Using Wavelength Routing Techniques” IEICE Trans. Commun., vol.E83-B, no.10, Oct. 2000. 
[2] Watanabe, K. Noguchi, K. Shimano, T. Kawai, E. Yoshida, A. Sahara, T. Takahashi, S. Okamato, T. Goh, Y. Takigawa, M, Koga, 

and K. Sato “Photonic MPLS Router to Create Bandwith-Abundant IP Network” IEEE J. Lightwave technol., vol.21, no.11, 
Nov. 2003. 

[3] W. Wang, L. Rau, and D. Blumenthal “160 Gb/s Variable Length Packet/10 Gb/s-Label All-Optical Label Switching With 
Wavelength Conversion and Unicast/Multicast Operation” IEEE J. Lightwave Technil., vol.23, no.1, Jan. 2005. 

[4] D. Hunter, M. Chia, and I. Andonovic “Buffering in Optical Packet Switches” IEEE J. Lightwave Technol., vol.16, no.12, Dec. 
1998. 

[5] J. Yu, G. Chang, and O. Akanbi “Label Erasure Using an Imbalanced NOLM and Its Application in a 40-Gb/s Label Switching 
Optical Network” IEEE J. lightwave Technol., IEEE J. Lightwave Technol., vol.24, no.1, Jan. 2006. 

[6] M. Boroditsky, N. Frigo, C. Lam, K. Dreyer, D. Ackerman, J. Johnson, L. Ketelsen, A. Chen, and A. Smiljanic “Experimental 
Demonstration of Composite-Packet-Switched WDM Network” IEEE J. Lightwave Technol., vol.21, no.8, Aug. 2003. 

[7] Chawdhury, J. Yu, and G. Chang ”Same Wavelength Packet Switching in Optical Label Switched Networks” IEEE J. 
Lightwave Technol., vol.24, no.12, Dec. 2006. 

[8] P. Lin, A. Narula-Tam “Cell-Sorting Device for Creating Synchronous Variable-Length Optical Packet Switchies” IEEE J. 
Lightwave Technol., vol.21, no.4, Apr. 2003. 

[9] J. Angelopoulos, K. Kanonakis, H. Leligou, C. Linardakis, I. Pountourakis, and A. Stavdas ”Slotted Optical Switching With 
Pipelined Two-Way Reservations” IEEE J. Lightwave Technol., vol.24, no.10, Oct. 2006. 

[10] Z. Wang, N. Chi, and S. Yu “Time-Slot Assignment Using Optical Buffer With a Large Variable Delay Range Based on AVC 
Crosspoint Switch” IEEE J. Lightwave Technol., vol.24, no.8, Agu. 2006. 

[11] H. Hirai and M. Murata “High-Speed Buffer Management for 40 Gb/s-Based Photonic Packet switches” IEEE/ACM Trans. 
Netw., vol.14, no.1, Feb. 2006. 

[12] R. Caenegem, J. Martinez, D. Colle, M. Pickavet, P. Demeester, F. Ramos, and J. Marti “From IP Over WDM to All-Optical 
Packet Switching: Economical View” IEEE J. Lightwave Technol., vol.24, no.4, Apr. 2006. 

[13] X. Yu, J. Li, X. Cao, Y. Chen, and C. Qiao “Traffic Statistics and performance Evaluation in Optical Burst Switched Networks” 
IEEE J. Lightwave Technol. vol.23, no.12, Dec., 2004. 

[14] H. Lim and C. Park “Performance Evaluation of the Optical Packet Switch with Hybrid Buffer Structure for the Contention 
Resolution of Asynchronous Variable Length Packets” IEICE Trans. Commun., vol.E87-B, no.5, May 2004. 

[15] M. Kimura, T. Inage, K. Maezawa and C. Fujihashi “Effective Management of Output Buffer Type Optical Switch by 
Over-Size Packet Accepting Write-In Procedure” IECE Technical Report NS2007-2, pp.7-11, Vol.107, No.6, Apr. 2007. 

[16] C. Fujihashi and H. Hikita “Speed-Up of Input Buffer Asynchronous Transfer Mode Switch by Introducing Parallel Read-Out 
Structure” IEEE. Global Telecommunications Conference, 1996. 

18




