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An Elementary Proof of the Generalized Laplace Expansion Formula

Yoshiaki UENO"! and Kazuhisa MAEHARA

In this article, we generalize Laplace expansion formula to arbitrary partitions of the row and column of
a square matrix. Also, we prove a determinantal formula including the minor determinants of rectangular
matrices which generalize the multiplicative law of the determinant. Finally, the adjoint matrix law is
generalized in this setting. The essential part lies in the definition of the sign function on the (marked) set
of bijections between two finite sets. Using this ‘generalized’ signature, the proof is straightforward, without
relying on induction. Though the subject is rather elementary, both the method and the results seem to be
new.

1 Preparations

Let S,, be the symmetric group of degree n.

Definition 1.1. Let A be a square matriz of degree n. The determinant of A is defined by
Al = sgn| . . a1.5,02 5, Ap i s
|4 . Z ' g (]1 Jo e jn> 1,j1 42,52 Jn

(41, d2, 5 dn)

where the summation is taken over all permutations of the column indices 1, 2, ... , n, and sgn is the signature
homomorphism from the symmetric group Sy to {£1}.

Now, let I = (i1,i2, -+ ,i,) and J = (j1,J2, - ,Jn) be two permutations of n numbers which are not
necessarily 1,2, ..., n. In the following, we put I7 = (is(1),%(2), " sio(n)), Where 0 € S,, and ar sy =
@i, j, Qi jo *** Gi, j,- LThen, one can define a signature function on the set of bijections between two sets with

the same number of elements as follows:

Definition 1.2. Let I and J be permutations of distinct n numbers which are not necessarily 1, 2, ..., n. Let
o and T be elements of S,,. Then the sign of the map §T ) is defined by

I° I
sgn( ;- ) =sgnosgnrsgn( ;).

Note that sgn < §T > is defined modulo the value of sgn ( § ), which, in case the two permutations I and

J coincide, is naturally defined to be the unity, but otherwise there is no canonical way of definition 1.
Consider the n-term expansion

n!
n _ T 81 %2 0n
(1 +22+ -+ 2p) _Zallazl---an!ml x5 xom,
where the sum is taken over all sequences (a1, as, - -+, a,) of non-negative integers with a; +as+---+a, = n.
There are ,H,, = 2,-1C,, = ((ffl_)})rl, distinct terms on the right-hand side. Furthermore, one has

(z1 422+ 4x,)" =nlzyze -+ Ty

modulo the ideal (z?,23,--- ,x2) in the ring Z[x1, 9, - ,Tp)].
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Proposition 1.1. Let I = (1,2,---,n) and o be a fized element in S,,. Then
|A] = Z sgupar e = Z sgn( f.i )ap’p.
pPES, TESH
Proof. Since as(1),7(1) *** Qo (n), r(n) = @1, 76-1(1) " * On, ro-1(n), We have
I1° 3} -1
Z sgn (- Jare = Z SENTSENO T Q) .o-1 = Z sgnpar, 1o = |A|,
TESH TESR pPESH
where we put p =707 L. O

Now, let A; ; designate the minor determinant of a (not necessarily square) matrix A determined by taking
the n rows and n columns corresponding to the number indices in I and J, respectively, both in arbitrary order,

i.e., AI‘J = E sgnpar je.

PESH
. oo I
Proposition 1.2. Assigning sgn 7= 1,

I I°
AI,J = Z sgn( e )04],]9 = Z sgn( Jr )04]07‘]77

PESR TES,

where o € S, is a fized permutation.

Proposition 1.3. If {1, Is, ---, I,} and {Jy, Ja, - -+, Js} are two sets of element-wise distinct permutations,
and if |I| = |Jx| = ni and o, Tk € Sp, fork=1,2, ..., s, then

sgn I nEee I = sgn Lo Lo I Ssna sgn T,

g J{l Jérz .. J;'b =5g 7 U a1 g O SEN T«
2 Results

It is well-known that a determinant allows Laplace expansion formula. Note that, in our notation, it states that

I I
|Al = (J%; )Sgn ( J11 JZ ) A g AL g
1 2

where (I1|I5) is a fixed partition of {1,2,--- ,n} of size (n1, n2), and (Ji|J2) runs through all the partitions of
{1,2,--- ,n} of size (n1, na). Essencially, it comes from the equality n! = ,Cp X p! x ¢! for n =p+q.

Similarly, from the formula for the multinomial coefficient n! = ,Cy,, n,, ..., n, X 1! X na! X -+ X n,!, where
n=mny +mng + -+ ng, one can derive the following new expansion formula for the determinant.

Theorem 2.1. Let (ny, na, -+, ns) be any sequence of positive integers with ny +ng + -+ +ns =n, and A a
square matrixz of degree n. Then one obtains the following formula:
L I, - I
|A| = Z sen < Jll Jo e JZ ) AIlJl AI2,J2 AI&,Jsv
(J1lJ2]-+|Js)
where (I1| L] - - - |Is) is a fized partition of {1,2,--- ,n} of size (ny, na, -+, ns), and (J1|J2|-- - |Js) runs through
all the partitions of {1,2,--- ,n} of size (n1, na, -~ , ng) Bl

Proof. From Definition 1.1 one has

Lo I
Z Z Z Sgn JOU o ay, gev-c-ag, ges

(J1|-+|Js) 1€Sny On€Sn,

L - I
> Sgn( S Js> > senoag pcs Y senoar, .

(J1l-+1Js) 01€Sn, 0s€Sn,

14

Here we have used Proposition 1.3. O
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For a > n, consider an a-term development

|
(1 +z2+- - +x)" = me;blx'g2,,,$ga7
where the sum is taken over all the sequences (nq, na, -« - , n,) of non-negative integers with ny +ns+---+n, =
n. There are ,H, distinct terms on the right-hand side. One has, furthermore, up to an ideal (x%, z%, cee ,zi
in Z[mh T2, "y .’Ea},
(z1 422+ +2o)" = Z nla;, Ty, -+ Ty

1<i1 <ip <+ <ip <o

where there are ,C,, distinct terms on the right-hand side.

Theorem 2.2. Theorem 2.2. Let A, B, ---, D be matrices of types (n,a), (a,B), -+, (v,n), respectively.
Then one has
[AB--- D| = ZZ”'ZAI,JBJ,K -+ Dpy,
J K L
where I = (1,2, .-+, n) and J, K, -+, L run through all the combinations of sizen of {1, 2, --- , a}, {1, 2, ---, B},
o, {1, 2, -+, ), respectively 3l

Proof. From Definition 1.1, one has

|AB-- D|

Il
]
™
-
M
]

E a[“]obJa,K‘r"'de\’Iu>

€S, TES, AES,

Il
Ny
7
-4
N
N

I
sgn( I*® > aI'JabJo'KT "'de’I[.L

Si I o il 0---0 L = I s
ince { o KT )=\ gu ) wehave
I

DD IS N

oc€S, TESH AES, HESH

In ) ar,gobye o - dpx u
DD ngn( I

J? I
go ) argesen{ byo k= - sgn I dpx 1u
oES, TESK AESy HESR

1 J? I
Z Sgn( Je > arg,je Z Sgn( KT ) bJ”,K"”' Z Sgn( I+ ) dLA,I#

gESy TESH HES,
=ArsByk - Dry,

hence one obtains the consequence. O

Definition 2.1. Let A be a square matriz of degree n, and Ay ; the minor determinants of degree r. The square
matriz (Ary) of degree ,C, is said to be the ‘derived matriz’ of A of rank r and denoted by derA.

Theorem 2.3. Let A be a square matriz of degree n, and let der A = (Ayp, j,) be the derived matriz of A of
rank r. Then

(1)  ‘tadj(der A) = (sgn( 511 i )AIQ,Jz)a and

(2) der Aadj(der A) = adj(der A)der A = |A| 1, ¢,,
where adj(-) means the adjoint matriz.

The proof is left out.

Comments
[1] In what follows, it is convienient to define sgn < J > = 0 if either I or J contains repeated elements.
n!
2] There are Cny, g, ,n. = — ' 7 distinct terms on the right-hand side in this expansion.
Nyt X Ngt X+« X Ng!

[3] There are oCy, x gCp, X -+ x ,C,, distinct terms on the right-hand side in this expansion.



