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Similarity measures based on inner products are popular measures in NLP and other machine learning tasks.
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kNN does not work well for high-dimensional data.
[Radovanovic et al. 2010] pointed out that hubs emerge in high-dimensional space.
A Hub is a sample which is similar to many other samples in a dataset.

The presence of hubs can deteriorate the accuracy of kNN-based classification.
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[Radovanovic et al. 2010] showed that samples close to / similar to the data centroid tend to become hubs.
We show that simple “Data Centering” technique can reduce hubs and improve kNN based classification performance.
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Classification based on kNN What is a hub?
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* is a hub sample which appears in many other samples’ (queries) kNN
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X . n . A sample which is similar to the data centroid tends to become a hub
A label of a test sample is predicted by labels of k training samples which are most

similar to the test sample. Synthetic dataset
500 samples with 10 and 50 dimensions
t Cosine similarity is used to measure similarity between samples
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—Data Centering X =X— i Evaluate Ny, value for each sample in a dataset
N, is the number of times a sample appears in other samples’ kNN
N, Value is large for hub samples
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_ . _ _ Reuters Transcribed data. . (a), (d): scatter plot of the Nyg value of objects and their similarity to
E’_(h -X,x- X>J— EKI -X,x-%) J= El (h.x) _|— |_ _| |_ 7,x) J+ El _|= 0 centroid. (b), (¢): KNN matrices. The points are colored according to the Nio vlue of object x; warmer colors indicate

_ _ _ higher Ny values. (c), (f): the number of times (y-axis) an object (whose ID is on the x-axis) appears in the 10 nearest
.. The mean of two distributions are not different : E[<h X,X- x>]= E[</ -X,X- x>] ‘neighbors of objects of the same cluster (black bars), and those of different clusters (magenta).
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