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The EC FP7 RemoveDebris is a mission whose goal is to demonstrate Active Debris Removal (ADR) key technologies.
Among these technologies a vision-based navigation (VBN) experiment was carried out in October 2018. VBN is
considered as a tool to observe and quantify the relative dynamics between an uncooperative debris and the platform
preparing for its capture and retrieval. To test VBN, the RemoveDebris spacecraft released a CubeSat. The VBN
experiment goal was to localize the CubeSat. The experiment validated the vision-based navigation algorithm (along
with VBN hardware) validated through ground-based processing of actual images acquired in flight.
keywords: VBN, RemoveDebris, Visual tracking, Detection, Localization,

1. INTRODUCTION

Since the beginning of the space era in 1957, the num-
ber of missions has incredibly increased. Unfortunately,
it has also progressively generated a huge amount of de-
bris that are still orbiting Earth. Today, space agencies
feel more and more concerned about Earth orbital envi-
ronment cleaning since they realize those debris represent
a big threat due to the high risk of collision that could,
among safety issues, damage operational satellites [3]. To
investigate solutions to this issue, various projects aim to
actively remove debris objects by catching them. Among
these projects, is the RemoveDebris project co-funded by
the European Union and members of European space in-
dustry. In a first stage, the RemoveDebris mission aimed
at catching two miniaturized satellites (CubeSats DSat-1
and DSat-2 produced by the Surrey Space Centre) pre-
viously ejected from a microsatellite called RemoveSat,
itself released from the International Space Station (ISS).
The CubeSats were used as targets instead of actual de-
bris. This debris removal demonstration included net cap-
ture, harpoon capture and vision-based navigation using
standard camera and LiDAR [9, 1].

In this paper we describe the results of the Vision-
based navigation experiments. Along with the develop-
ment of VBN Harware [5, 9], it consists in tracking and
localizing the DSat-2 using two model-based tracking al-
gorithm provided by Inria and Airbus, and using the Lidar
provided by CSEM.

In the literature, several works propose approaches
based on active sensors, such as LiDAR, for space ren-
dezvous and docking missions [10]. Those approaches
have proved to be efficient in situations where lighting
conditions can be tricky due to directional sunlight re-
sulting in high specularities and shadows. So far, Li-
DAR were known to be generally expensive and rather
heavy sensors. Lidar has a limited range and accuracy,
and it cannot take the advantage of using potential tex-
ture information available on the target surface in order
to improve the navigation process. Based on the knowl-
edge of the 3D model of a target and from the images
acquired by the camera, estimating the pose (i.e., the 3D
position and orientation) between the camera and the tar-
get has always been an ongoing issue in computer vision
and robotics [14]. For instance, regarding space applica-
tions, [15, 17] use model-based tracking approaches for
space rendezvous with space target or debris. More gen-
erally, common approaches address this problem by using
either texture [2], edge features [8, 7, 17, 15] or color and
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intensity features [16, 20, 18].
In this paper, we focus on the vision-based navigation

part of the RemoveDEBRIS mission using a single stan-
dard B&W or RGB camera on one hand, and a LiDAR on
the other hand.

The paper is organized as follow: in a first stage, the
model-based tracking methods developed by Inria and
Airbus are recalled. Then, we shortly give an overview
of the Lidar experiment. Finally, results are presented,
first on synthetic image sequences to assess the proposed
methods, then on the actual data acquired during the VBN
experiment achieved in October 2018. A comparison of
these results is then proposed.

2. 3D MODEL-BASED TRACKING

Within the Removedebris projet, two localization algo-
rithms have been proposed by Inria and by Airbus respec-
tively. Both are model-based methods, as described in the
next subsections and have been tested on various space
robotics scenarii. They consist in determining the pose
that minimizes the error between observations in the im-
age and the forward-projection of the model of the target
in this image (see Fig. 1 for an overview of the localiza-
tion process). The applications are miscellaneous, from
debris removal to in-orbit servicing or air-to-air re- fuel-
ing (see [18, 11]). Airbus and Inria’s approaches are very
similar. The main differences lay in their implementa-
tion. Indeed, Airbus version of the tracking is compatible
with space missions (HW limitations, trajectories, back-
ground,...). Furthermore, Airbus method also features
successive detections of the target.

Fig. 1: Overview of the localization process

2.1 Model-based tracking: a local non-linear optimiza-
tion problem

The goal of model-based tracking is to determine an
estimate r̂ of the camera pose r, r ∈ SE(3), by minimiz-
ing, with respect to r, the forward projection error ∆(r):

r̂ = argmin
r

∆(r) [1]

with
∆(r) =

∑
i

ρ(ei(r)) [2]

∆(r) accounts for errors ei(r) between a set of visual fea-
tures extracted from the image and the forward projection
of their 3D homologues in the image plane according to
the pose. ρ is a robust estimator [13], which reduces the
sensitivity to outliers. This is a non-linear minimization
problem with respect to the pose parameters r, and we
follow a Gauss-Newton minimization framework to han-
dle it, by iteratively updating the pose r.

At each iteration k, a displacement is performed in the
parameter space which is SE(3), the displacement δr is
computed through:

δr = −λ(DJ)+De [3]

with J =
∂e(r)

∂r
[4]

and where (DJ)+ is the pseudo inverse of DJ, J being
the Jacobian matrix of the error vector e(r) with respect
to the pose. λ is a proportional gain and D is a weighting
matrix associated to the Tukey robust estimator. The pose
r, represented by its homogeneous matrix Mk+1, can be
updated as follows, using the exponential map [12]:

Mk+1 = exp([δr]) Mk. [5]

where exp([δr]) is the exponential map enabling to ex-
press the rigid motion δM generated by δr.

Cost function. For a better accuracy and robustness, we
have chosen to integrate, within this framework, geomet-
rical edge-based features with geometrical features: key-
points extracted from the image and tracked through the
KLT algorithm [21]. The objective is to fuse in the cri-
terion ∆ to be optimized a geometrical information pro-
vided by distances between edges with distances between
keypoints. The goal is to benefit from the complemen-
tarity of these features and to overcome the limitations of
classical single cue approaches.

By combining these features, ∆ can be rewritten as:

∆ = wg∆g + wp∆p [6]

∆g refers to the geometrical edge-based error function
and ∆p their corresponds to the keypoint feature. wg and
wp are the respective weighting parameters.

2.2 Edge-based visual features
From the knowledge on the 3D model of the target, a

potential option is to use its silhouette to define features
to rely on. Thus and as defined in (5), the first features we
consider for this method are edge-based features. As in
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[3, 4], the edges that are considered correspond to the pro-
jection of the CAD model of the target, using the current
camera pose r. More precisely, the edges corresponding
to the visible polygons of the model are considered in the
minimization process. That is why this approach requires
a simplified version of the 3D model that only contains
polygons with visible edges (in term of gradient in the
image).

The edge-based function ∆g is computed in a similar
way to [18]. From the model edge points we perform a
1D search (see Fig. 8) along the normal of the underlying
edge of each xi(rk). A common approach is to choose on
the scan line the pixel with the maximum gradient as the
matching edge point x′

i in the new image.
Once correspondences between the set of control

points {xi}
Ng

i=1 and the set of image edge points {x′
i}

Ng

i=1

are established, our approach considers the distance be-
tween the projected 3D line li(r) underlying the projected
control point xi(r) (projected from the 3D point Xi) and
the selected matching point x′

i in the image. The error
function ∆g(r) to be minimized with respect to the pose
r can be written as:

∆g(r) =
1

Ng

∑
i

ρg(egi (r)) [7]

where
egi (r) = d⊥(li(r),x′

i))

and d⊥(li(r),x′
i)) is the distance between the point x′

i

and the corresponding line li(r). ρg is a Tukey robust
estimator.

Fig. 2: Model-based tracking principle considering the
case of edge and keypoint features

2.3 Geometrical keypoint based features
Another class of visual features which can be used are

keypoints tracked across the image sequence. As previ-
ously suggested by [4] or by [22, 19] within their hybrid

approaches, the idea is to design a texture-based objec-
tive function ∆p accounting for geometrical distances be-
tween keypoints extracted and tracked over successive im-
ages. But in contrast to [19], which process 2D-2D point
correspondences to estimate the 2D transformation from
Ik to Ik+1 of planar local regions underlying the points,
we use 2D-3D correspondences to directly minimize ∆p

w.r.t. the pose r.
More specifically, let us denote {xi}

Np

i=1 a set of key-
points detected in frame Ik. Assuming the pose rk has
been properly estimated, we can restrict these points to be
lying on the projected 3D model with respect to rk. Since
we rely on a complete 3D model, the depth of the points
in the scene can be accurately retrieved, and using rk, we
can back-project these points on the 3D model, giving a
set {Xi}

Np

i=1 of 3D points of the 3D model.
We employ the Harris corners detector inside the sil-

houette of the projected model in the image to extract
{xi}

Np

i=1 in Ik. Then, the KLT tracking algorithm, for
which Harris corners are optimal [21], enables to track
this set of points in frame Ik+1, resulting in a correspond-
ing set {x′

i}
Np

i=1 (see Fig. 3, right image, red and blue
(tracked) dots).

Fig. 3: Determination of correspondences between
tracked keypoints and their 3D homologues. On the
left are represented Harris points detected on a frame
(blue dots). These keypoints are back-projected on the
3D model (pink dots) using the pose computed for the
frame. The keypoints are then tracked on a new frame
(right image, blue dots) for determining the new pose.

From the correspondences between {Xi}
Np

i=1 and
{x′

i}
Np

i=1, ∆p can be computed as follows:

∆p(r) =
1

Np

Np∑
i

ρp(epi ) [8]

with epi = (xi(r)− x′
i) and xi(r) = pr(Xi, r)). ρp is the

Tukey robust estimator associated to these errors.

2.4 Target detection
Target pose estimation is divided into two phases: de-

tection of the target and tracking. Detection enables to
find the target in the image, without any initialization (or
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a very coarse one) and to assess the target pose. It is gen-
erally used to initialize the tracking, which is faster and
more accurate. Tracking, on its side, assesses the pose
of the target from one image to the other. It generally
requires a small motion of the target between two consec-
utive images.

Fig. 4: Target detection with template matching approach

Detection principle is different. It consists in building
a database of elements describing the target viewed with
various positions and attitudes, and to find the element
closest to the current acquired image using correlation cri-
terion.

The main difficulty of detection is to find the descriptor
which limits the size and the number of elements in the
database, while covering all the possible expected poses
of the target. For RemoveDebris mission, we have chosen
to use a template matching technique previously used for
asteroid pose estimation (see [6]). This solution enables to
estimate the pose of the target for a various set of attitudes,
knowing the sun phase angle, and with a removed back-
ground. It has been applied to RemoveDebris RGB cam-
era images, which could not be successfully processed by
tracking given their low acquisition rate (0.1Hz).

3. REMOVEDEBRIS LIDAR

LiDAR is considered as an enabling technology for
missions with rendezvous phases. The LiDAR architec-
ture used for RemoveDebris is based on the flash princi-
ple where the object or the scene of interest is illuminated
at once without any form of scanning. There is a long
term strategy to develop this type of LiDAR for space ap-
plications to facilitate not only rendezvous but also rover
navigation and precise landing.

While today the keyword LiDAR is known by many
people due to its use in sensor solutions for level 3, 4 and
5 autonomous vehicles, it was not like that at the time of
the project elaboration. A limited number of commercial

critical components (e.g. VCSEL laser diodes array and
time-of-flight detector) existed and no qualified ones were
available. Unconventionally, the hardware TRL was at 2
at the start of the project (paper concept) and at the end
it achieved TRL8, 4 years later with the in-orbit demon-
stration. This fast development pace was only possible by
using a "cubesat" philosophy consisting in using commer-
cial off-the-shelf components and assessing them for low
earth orbit operation. The overall development budget is
estimated to have been divided by 10-20 and the cost of
one unit is around 20-40% of the cost of LiDAR devel-
oped according to the traditional stepwise space industry
approach.

4. VBN EXPERIMENT USING SIMULATED DATA

To assess the VBN experiment and prepare the actual
in-orbit mission we first considered synthetic images. In
the sequence depicted on Fig. 5, the considered target,
the foreseen RemoveDebris 2U Cubesat, is on a geosyn-
chronous orbit. It has an angular speed that creates rota-
tional motions in the camera frame. However, the distance
to the camera remains the same over the sequence. We
have also considered different lighting conditions to sim-
ulate day and night (where the background also changes)
in order to prove the robustness of our methods whatever
the situation (see Fig. 5). The full video result is available
at: https://youtu.be/Gr78pmRPKOA.

Fig. 5: Vision-based navigation of a CubeSat DS-2 for
the first sequence of a geosynchronous orbit, using the
CPU-based approach.

The proposed method has been able to perfectly track
the target. The estimated trajectory is accurate and smooth
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(see Fig. 7). Furthermore, according to the collected
ground truth data, the vision-based navigation provides
precise pose estimation with an RMSE that is less than
1cm on the translation and about 2deg on the rotation.
Finally, on Fig. 6, we can see the norm of the transla-
tional and rotational errors to the ground truth, which
also shows where the algorithms encounter difficulties.
Around frame 2200 for example, the precision of the esti-
mated pose decreases a bit. The reason is that the panels
of the target are orthogonally aligned with the focal axis
of the camera (see Fig. 5.c), which results in increasing
the incertitude on the target orientation.

Fig. 6: Error to ground truth.

Fig. 7: 3D poses estimated for the first sequence of a
geosynchronous orbit (translation in meters and rota-
tion in radians).

5. VBN EXPERIMENT FROM ON-ORBIT DATA

The vision-based navigation (VBN) experiment was
carried out in October 2018. The VBN hardware and soft-
ware is considered as a tool to observe and quantify rel-
ative dynamics between an uncooperative debris and the
platform preparing for its retrieval. To test the VBN, the

RemoveDebris spacecraft released a CubeSat. The exper-
iment goal was to localize a 2U CubeSat using optical
images acquired by cameras and a LiDAR on-board the
spacecraft.

5.1 RemoveDebris VBN Sensors
The VBN is made of 2 vision-based sensors: a color

camera and a flash-imaging LIDAR (see Fig. 8). It
weights 1.5 kg and is 10x10x15 centimeters large. The
device includes a laser source that lights up the object in
the field-of-view (FoV). The FoVs are respectively 8ox6o

for the LiDAR and 21ox15o for the color camera. 3D
(160x120 pixels), color (2048x1536 pixels) and B&W
(1280x1024 pixels, 12mm lens with 12mm square pix-
els) images were acquired at respectively 0.1, 0.08, and
1Hz, for the B&W camera with successively 3 different
aperture times, meaning that successive images at same
aperture were acquired at 0.3Hz. The VBN captures im-
ages independently after a start trigger from the satellite
computer according to pre-programmed sequences defin-
ing the respective series of sampling times and integration
times for the LiDAR and the camera. Both 3D and color
images are stored in non-volatile flash memory. There are
downloaded by the satellite computer whenever possible
and forwarded down to Earth.

Fig. 8: Vision-based sensor (VBN). Top right: color cam-
era optics. Bottom center: laser illumination head and
above LiDAR receiver optics.

The VBN generates 3 images: standard RAW or JPEG
color images with the camera, and gray-level and depth
map images with the LiDAR. The images on Fig. 9 were
captured during the on-orbit calibration phase above Aus-
tralia.

5.2 In-orbit operations overview
The first fact to be highlighted is that DSAT2 remained

in the cameras field of view over the entire sequence,
meaning that the attitude guidance profile was correctly
generated and followed by RemoveSat, and that disper-
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Fig. 9: from left to right: color camera JPEG image, gray-
level and depth map/time-of-flight LiDAR images.

sions at ejection remained at an acceptable level. This is
illustrated on Fig. 10.

Fig. 10: DSAT2 within VBN camera field of view over
the reference trajectory

The planned acquisition timeline was perfectly fol-
lowed and images were acquired as planned. A late deci-
sion to increase SV camera acquisition frequency allowed
the use of 3 different integration times, maximising the
likelihood of correct exposure all along the demonstra-
tion.

Different VBN algorithms provide 3-DoF (position
only) and 6-DoF (position and attitude) relative naviga-
tion depending on the rendezvous phase:

• At far and medium range, only 3-DoF (position only)
relative navigation is needed and performed

• At short range, 6-DoF (position and attitude) relative
navigation is required for successful capture. In this
paper we only focused on these approaches.

Examples of image processing algorithms and corre-
sponding transitions are illustrated on Fig. 11.

5.3 Tracking results
Both Airbus and Inria tracking solutions rely on a 3D

model of the DSAT2 target (see Fig. 12).

5.3.1 Results on the actual RemoveDebris data using
Inria algorithm

The experiment validated the VBN algorithm (along
with the hardware) through ground-based processing of

Fig. 11: Different image processing algorithms are used
depending on relative distance and navigation needs

Fig. 12: DSAT2 in orbit image and 3D model

the actual images acquired in flight by the supervision
camera. Images (1280x1024 pixels, 12mm lens with
12mm square pixels) were acquired at 3 Hz with succes-
sively 3 different aperture times, meaning that successive
images at same aperture were acquired at 1 Hz. In partic-
ular, the CubeSat has been successively tracked and local-
ized (see Fig. 13 and Fig. 14) on 210 successive images
(that is, 210 s or 3.5 minutes). Note that the time process-
ing of each frame is less than 100 ms. After the DSAT2
target is to small in the image to be localized (position and
orientation) by the model-based tracking approach.

5.3.2 Results on the actual RemoveDebris data using
Airbus algorithm

The Airbus in-house tracking solution has been tested
on the VBN camera images. This solution had to be im-
proved in order to deal with the low acquisition frequency
of the VBN camera (0.1 Hz), showing good results as long
as the background is dark as illustrated on Fig. 15. The
green contours illustrate the 3D model of the target which
has been matched by the algorithm to the actual DSAT2
image.

5.3.3 Results of the localization using the Lidar
After several trade-offs mostly between satellite safety

and experiments operation conditions requirements, in-
orbit experiments time windows were chosen to favor a
strong illumination of the target by the Sun. These opera-
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Fig. 13: Vision-nased navigation of the Cubesat for the
actual Remodebris sequence. The Cubesat has been
successively tracked and localized on 210 successive
images (that is during 201s, ie, 3.5 minutes)

Fig. 14: Successive 3D pose estimated for the actual Re-
modebris sequence (translation in meters and rotation
in radians). One iteration correspond to one second.

Fig. 15: Example of tracking performed during the VBN
demonstration using the Airbus tracking approach.

tion conditions are the worst case for a sensor with active
illumination capability. Fig. 16 illustrate the most signi-
ficative added values of LiDAR measurements in the Re-
moveDebris context. The sensor settings defining the im-
age dynamic range (aperture, integration time) were de-
fined on Earth, several days before each experiment. The
first illustration are images taken respectively by the color
camera and the LiDAR a few tenth of seconds before the
cubesat capture by the NET.

Fig. 16: Left, cropped color camera image, right, time-of-
flight LiDAR image

According to the camera picture it is difficult to say
whether the cubesat (on the left picture’s right hand side)
has been or will be catched by the NET. Looking at the Li-
DAR image it is instantaneously clear that it is just before
the capture as the NET (the green structure in the right
picture) is on average at 12 m while the cubesat (the blue
structure on the right hand side of the right picture with
2 arms of the sail deployed) is at 16 m. At this distance,
there is not a complete overlap of the respective FoV of
the camera and the LiDAR, this is why the images appear
to have been taken for two different positions. Fig. 17 ex-
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emplify the effects of the strong illumination by the Sun
of the cubesat with deployed panels for the VBN experi-
ment.

Fig. 17: Left, cropped color camera image, right, time-of-
flight LiDAR image, captured respectively 272 s and
268 s after ejection.

Particularly bright areas can be seen in the color cam-
era image. The left and top panels, and center area of
bottom right panel are particularly bright. The effect of
the strong sunlight is visible in the LiDAR image where
the same areas appear either with only red or mixed col-
ors spots. They show the detector saturation and noisy
measurements. The panels hit with less sunlight (center
and bottom right ones) appear with mostly green spots in
the LiDAR image indicating a cubesat that is at 12 m.
The un-saturated areas provides measurements allowing
to get correct TOF and distances. From these measure-
ments several secondary figures can be calculated such as:
3D target image, relative attitude, velocity and rotation of
the target, etc.

In relation with long term flash imaging LiDAR devel-
opment strategy, the RemoveDebris experience is unvalu-
able as it shows what it takes in a real situation with strong
Sun and Earth background perturbations to get proper vi-
sual measurements that can be considered with confidence
to control the approach of space debris by waste collection
crafts or more generally for in space rendezvous between
two objects. The RemoveDebris VBN captured color and
LiDAR images over more than 100 m of a 3U cubesat size
target (10x10x30 cm) within the expected distance accu-
racy of a few tens of cm. The strong light background
either due directly to the Sun and the sunlight reflected
by the Earth is the most challenging factor. It can be ad-
dressed through several ways including faster image cap-
ture rate, shorter integration time, smaller bandwidth op-
tical filter, matched filtering, etc.

5.4 Comparison of the different methods
The results from the image processing algorithms

based on SV0 images using the Inria approach (sec-
tion 5.3.1) and VBN camera images using the Airbus ap-
proach (section 5.3.2) together with LiDAR data), GPS
measurements and the expected nominal DSAT2 trajec-
tory are shown hereafter on Fig. 18.

Fig. 18: Tracking results synthesis: DSAT2 assessed dis-
tance (expected distance in blue).

As can be seen SV0 and VBN camera measurements
are consistent (2.3 cm/s ejection) using both Inria and
Airbus approaches. It is also consistet with the expected
trajectory. Both approaches allow the estimation of the
position and orientation for almost 300s. Thanks to its
tracking by detection ability, Airbus allows a longer es-
timation of the target position. Although not reported in
this paper, it has to be noted that GPS measurements seem
not reliable for short range (<10m) and that LiDAR mea-
surements (provided by CSEM) are also close to expected
trajectory (2 cm/s ejection).

6. CONCLUSION

Main objectives were mostly met with the VBN
demonstration, therefore considered a success by Airbus /
CSEM / Inria. Indeed, a very rich and useful set of images
and LiDAR data was gathered, allowing preliminary char-
acterization of algorithms performance and identification
of possible improvements. Future activities should focus
on:

• Analysis of the remaining data, in particular,
medium/long range data

• Improvement of ground truth data, including investi-
gation of sensors cross-correlation

• Work on algorithms current limitations and improve-
ments e.g. medium range behaviour, influence of
background, navigation aiding for improved track-
ing, robustness to 3D model errors, LiDAR/camera
fusion.
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For a future ADR demonstration, next steps would in-
clude real-time, onboard VBN algorithms and eventually
closed-loop GNC.
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