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Zusammenfassung

In dieser Arbeit werden die Ergebnisse zweier Suchen nach direkter Paarproduktion von
Top-Squarks, den supersymmetrischen Partnern des Top-Quarks dokumentiert.

Beide Suchen konzentrieren sich auf Endzustände mit einem isolierten Elektron oder
Myon, mehreren hadronischen Jets und großem fehlenden transversalen Impuls. Die erste
Analyse wird an Daten von Proton-Proton-Kollisionen durchgeführt, die vom Large Had-
ron Collider mit einer Schwerpunktsenergie von

√
s = 13 TeV erzeugt und vom ATLAS-

Detektor in den Jahren 2015 und 2016 aufgezeichnet wurden. Die Datenmenge entspricht
einer integrierten Luminosität von 36.1 fb−1. Die zweite Analyse wird am vollständi-
gen Run 2 Datensatz von Proton-Proton-Kollisionen mit einer Schwerpunktsenergie von√
s = 13 TeV durchgeführt und wurde vom ATLAS-Detektor im Zeitraum von 2015

bis 2018 aufgezeichnet. Die Datenmenge entspricht einer integrierten Luminosität von
139 fb−1. Ein besonderer Top-Squark Zerfall wird berücksichtigt, bei dem die Massendiffer-
enz zwischen dem Top-Squark und dem Neutralino kleiner ist als die Masse des Top-Quarks,
sodass jedes Top-Squark daher über einen 3-Körper-Zerfall zu einem Bottom-Quark, einem
W Boson und einem Neutralino zerfällt. In diesem Phasenraum ähneln die Ereignisse des
Top Squark-Paares sehr den Prozessen der Top-Quark-Paar Produktion.

In beiden Suchen wird keine signifikante Abweichung von den erwarteten Standardmod-
ell Ereignissen beobachtet, daher werden Ausschlussgrenzen bei 95 % Vertrauensniveau im
Bezug auf das supersymmetrischen Modell bestimmt. In der ersten Analyse werden Top-
Squarks mit Massen von bis zu 460 GeV ausgeschlossen. Mit den Ergebnissen der zweiten
Analyse konnten die Ausschlussgrenzen erweitert werden und Top-Squarks mit Massen von
bis zu 720GeV und Neutralino Massen von bis zu 580GeV können ausgeschlossen werden.



xii



Abstract

In this work, the results from two searches for direct pair production of top squarks, the
supersymmetric partner of the top quark, are reported.

Both searches focus on final states with one isolated electron or muon, multiple hadronic
jets, and large missing transverse momentum. The first analysis is performed on data
from proton-proton collisions delivered by the Large Hadron Collider at a centre-of-mass
energy of

√
s = 13 TeV and recorded by the ATLAS detector within the years 2015

and 2016, corresponding to an integrated luminosity of 36.1 fb−1. The second analysis is
performed on the full Run 2 dataset of proton-proton collisions at a centre-of-mass energy
of
√
s = 13 TeV recorded by the ATLAS detector within the period from 2015 to 2018,

corresponding to an integrated luminosity of 139 fb−1. A particular top squark decay
mode is considered, where the mass difference between the top squark and the neutralino
is smaller than the top quark and as a result each top squark decays via a 3-body process
into a b quark, a W boson, and a neutralino. In this phase space, the top squark pair
events closely resemble top quark pair processes.

No significant deviation from the predicted Standard Model background is observed
in both searches. Hence, exclusion limits at 95 % confidence level on the supersymmetric
model are determined. In the first analysis, top squarks with masses up to 460 GeV are
excluded. With the results from the second analysis, the exclusion limit is extended and
top squarks with masses up to 720GeV and neutralino masses up to 580GeV are excluded.
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Chapter 1

Introduction

Particle physics is one of the central pillars in our understanding of the universe. With
the discovery of the Higgs boson by the ATLAS and CMS collaborations at the Large
Hadron Collider in 2012 a new age in modern particle physics has begun. The standard
model of particle physics describes the building blocks of matter and its interactions at the
most fundamental level. Experiments have verified its predictions to incredible precision
and all particles predicted by the standard model have been found. However, despite the
remarkable success of the standard model, it fails to describe some physics phenomena
and open questions remain. This opens up possibilities for theories that may describe the
nature of physics beyond the standard model.

Supersymmetry provides elegant solutions to some unanswered problems. The funda-
mental principle of the theory is a symmetry between fermions and bosons, which also
allows a cancellation of the quantum loop corrections to the Higgs boson mass. Solutions
to the unification of the electroweak and the strong force at very high energy scales are
also provided by supersymmetric theories. An additional neutral stable particle is also
predicted in some supersymmetric models which might be an attractive candidate for dark
matter.

Searches for new physics beyond the standard model, such as supersymmetry, have
high priority at the ATLAS and CMS collaborations. Searches performed on data from
proton-proton collisions at the centre-of-mass energies of 7 TeV and 8 TeV did not hint
at any evidence for new physics phenomena. The recorded dataset from proton-proton
collisions at a centre-of-mass energy of 13 TeV is currently intensively investigated and
many exciting high precision measurements and results from various searches beyond the
standard model are yet to come in the near future.

Many supersymmetric theories favour a relatively light supersymmetric partner of the
top quark, referred to as the top squark, with a predicted mass that might be within the
discovery reach of the Large Hadron Collider. In this work the results from two searches
for direct top squark pair production are reported. Both searches focus on events with
one isolated electron or muon, multiple hadronic jets, and large transverse momentum
imbalance in the final state. A particular top squark decay mode is considered, where the
mass difference between the top squark and the neutralino is smaller than the top quark.
As a result, each top squark decays via a 3-body process into a b quark, a W boson, and
a neutralino. In this phase space, the top squark pair events closely resemble top quark
pair processes. As a consequence discrimination of supersymmetric signal events from the
dominant standard model background is difficult. Advanced analysis techniques are used
in this work in order to extend the search sensitivity.

The first analysis is performed on data from proton-proton collisions delivered by the
Large Hadron Collider at a centre-of-mass energy of

√
s = 13 TeV and recorded by the

ATLAS detector, corresponding to an integrated luminosity of 36.1 fb−1. In this search,
the sensitivity of the signal model is improved by utilising the shape differences of the
signal model and the dominant standard model background in the distribution of the most
discriminating kinematic variable.

The second analysis is performed on the full Run 2 dataset of proton-proton collisions
at a centre-of-mass energy of

√
s = 13 TeV recorded by the ATLAS detector within the
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period from 2015 to 2018, corresponding to an integrated luminosity of 139 fb−1. The
analysis strategy in this search relies on a machine learning technique, which aims at a
discrimination of signal and background events based on the kinematic properties of a
given set of simulated signal and background events.

This thesis is structured as follows: Chapter 2 introduces the fundamental theories of
the standard model of particle physics and supersymmetry. The Large Hadron Collider
and the ATLAS detector, the experimental apparatus at which this work has been carried
out, is described in Chapter 3. Common analysis aspects such as the collected dataset,
simulated event samples as well as the reconstruction methods of the physics objects are
discussed in Chapter 4, followed by an introduction to machine learning in Chapter 5. The
statistical methods used to interpret the observed results are briefly described in Chapter 6.
A search for direct top squark pair production using a sub-set of the full Run 2 data is
discussed in Chapter 7. Chapter 8 continues with the search for direct top squark pair
production using the full dataset of Run 2. The observed results from the two analyses are
then compared with the results from other experiments in Chapter 9. Finally, a conclusive
remark of this thesis is expressed in Chapter 10.



Chapter 2

Theoretical foundations

In this chapter the standard model of particle physics is first described and an overview of
the fundamental particles and their interactions is given. Further on, a description of the
standard model as a gauge theory is introduced and the principle of spontaneous symmetry
breaking is shown. Later on, the Higgs mechanism and how the particles finally acquire
masses are described. After a discussion on deficits of the standard model and a motiv-
ation for new physics that may appear beyond the standard model, the fundamentals of
supersymmetry are introduced. Furthermore, phenomenological aspects such as assump-
tions of masses for supersymmetric particles as well as possible production and decays in
hadron colliders are discussed and the framework of simplified models is summarised. The
last section in this chapter is dedicated to the current search programme for a particular
supersymmetric decay scenario at the ATLAS collaboration.

2.1 The standard model of particle physics

The standard model of particle physics (SM) [1–3] incorporates all fundamental constitu-
ents of ordinary matter, known as elementary particles. Likewise, interactions between
the particles are described in the SM by an exchange of particles. Generally particles can
be categorised into fermions and bosons, identified by either a half-integer spin or integer
spin respectively. At microscopic scales, matter consists of fermions with spin 1

2 , whereas
interactions are mediated by bosons of spin 1. In addition, the SM also includes one boson
of spin 0, which takes on an important role in the theory, namely the Higgs boson.

Three of the four known fundamental forces of nature are of particular relevance to
particle physics, each interaction is thereby described by a quantum field theory. Quantum
electrodynamics (QED) is the corresponding theory that describes electromagnetism by
the exchange of photons between charged particles. The weak nuclear force, which is
for example responsible for the β-decay of nuclei, is mediated by the charged W+ and
W− bosons. In addition, the weak interaction contains also a neutral force mediator,
referred to as Z boson, which is, among other terms, the result of the unification of the
weak force with QED to the electroweak theory, developed by S.L. Glashow, S. Weinberg
and A. Salam [1, 2, 4]. Unlike the photon the W± and Z bosons are massive particles.
The strong nuclear force is mediated by gluons which, like the photon, are massless, and
its respective quantum theory is referred to as quantum chromodynamics (QCD). The
fundamental interactions, included in the standard model, with their associated mediator
are indicated in Table 2.1. In the case of gravity, a complete quantum field theory has yet
to be worked out, likewise it is also assumed that gravity is too weak to play a significant
role in particle physics, at least at the weak energy scale.

The building blocks of matter, the fermions, can be divided into leptons and quarks.
Both can be further grouped in three generations containing two particles respectively.
This results in a total content of twelve fundamental spin 1

2 particles as listed with their
respective electrical charge and mass in Table 2.2. Indeed, this is just half of the fermion
content because additionally there exists an antiparticle state for each fermion with the
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Interaction Mediator Spin Mass [GeV/c2]

Strong Gluon g 1 0
Electromagnetic Photon γ 1 0

Weak W/Z boson W± / Z 1 80.379± 0.012 / 91.1876± 0.0021

Table 2.1: The three fundamental forces contained in the SM. Their associated mediators, together with
their spin and mass are shown [5].

same mass but opposite electrical charge. This is the consequence of the Dirac equation of
relativistic quantum mechanics, which describes the dynamics of each of the fermions.

Leptons (Spin 1/2) Quarks (Spin 1/2)
Particle Charge Mass [GeV/c2] Particle Charge Mass [GeV/c2]

electron e− −1 0.0005 down d −1/3 0.005
neutrino νe 0 < 10−9 up u +2/3 0.003
muon µ− −1 0.106 strange s −1/3 0.1
neutrino νµ 0 < 10−9 charm c +2/3 1.3
tau τ− −1 1.78 bottom b −1/3 4.5
neutrino ντ 0 < 10−9 top t +2/3 174

Table 2.2: Basic properties of the twelve fundamental fermions separated into leptons and quarks. Masses
are rounded, precises values can be found in [5].

The electron (e−), the muon (µ−) and the tau-lepton (τ−) together with their associated
neutrinos (νe, νµ, ντ ) make up the three generations of leptons. Electron, muon and tau-
lepton have very similar characteristics but differ in mass. Since they carry electrical charge
of −1 they participate in the electromagnetic interaction as well as in the weak interactions.
On the other hand neutrinos only interact weakly with matter, they are electrically neutral
and from observations of neutrino oscillations it is known that neutrinos must have a non-
zero mass [6, 7]. However, their exact masses have yet to be determined and only upper
limits are reported [5].

The second group of fundamental fermions are the quarks. Each quark generation con-
tains a doublet of particles with electrical charges of +2/3 and −1/3 and the respective
names are up and down, charm and strange, top and bottom. As can be seen in Table 2.2,
their masses span over a wide range. Apart from the top quark, which has a very short
lifetime, isolated quarks cannot be observed. Moreover, they can only be observed as
bound states which are collectively referred to as hadrons. The mechanism that prevents
the observation of isolated quarks or gluons can be described by the hypothesis of colour
confinement, although there is no analytic proof of this concept until now. The two main
types of hadrons are composed of either a quark anti-quark pair, called mesons, or three
quarks or three anti-quarks referred to as baryons. However, there exist also other, “exotic”
bound states possible. For example bound states composed of two quark anti-quark pairs
from the first two quark generations or the composition of a quark anti-quark pair together
with three quarks or anti-quarks which has been recently announced by the LHCb collab-
oration [8]. In general, the Pauli exclusion principle of fermions would be violated in bound
states composed of two or more identical quarks, hence the introduction of an additional
quantum number, denoted as colour-charge, as an allusion to the electrical charge, is ne-
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cessary. Quarks, which have a colour-charge and an electromagnetic charge, interact with
each other through all three forces incorporated in the SM, the strong nuclear force, the
electromagnetic and the weak interaction.

2.1.1 The standard model as a gauge theory

The SM can be described as a non-Abelian Yang-Mills gauge theory based on the symmetry
group:

SU(3)C ⊗ SU(2)L ⊗ U(1)Y (2.1)

Where SU(3)C represents the three colour degrees of freedom and SU(2)L ⊗ U(1)Y is
the underlying symmetry of the electroweak theory. Y in this nomenclature represents the
weak hypercharge and SU(2)L is the symmetry group of the weak interaction which only
couples via the weak isospin to left-handed (L) particles and right-handed (R) antiparticles.

Gauge theories build the mathematical foundation to describe interactions in the SM.
A comprehensive derivation of gauge theories will be omitted in this document, however
the basic concept of the Lagrangian formalism will be outlined because it is essential for
the understanding of the relationship between particles and forces. Detailed descriptions
may be found in [9–13].

Elementary particles are considered as excitations of relativistic quantum fields. The
dynamics of quantum fields are expressed by the Lagrangian density L and the equation
of motion, known as the Euler-Lagrange equation, is derived by requiring an infinitesimal
variation of the action S to vanish:

S =

∫
d4xL→ δS = 0, (2.2)

with the 4-dimensional space-time x. In natural units (~ = c = 1), the action S is
dimensionless and there is only one independent unit left, which is [mass] (or energy). It
follows that the Lagrangian density has to be of dimension [mass]4. Exemplary, the Dirac
Lagrangian of a free fermion described by the four-component complex spinor field ψ(x)
and mass m looks like:

L = iψ̄(x)γµ∂µψ(x)−mψ̄(x)ψ(x) (2.3)

Here, γµ represents the four Dirac-matrices, ∂µ is the four-derivative and ψ̄ is the
adjoint spinor (ψ̄ ≡ ψ † γ0).

Gauge principle

A gauge theory is commonly defined by a symmetry group G and the principle of local
gauge symmetry requires that the physics does not change under the symmetry of the
group. In other words the physics is invariant under local phase transformations Û and so
is the fermion field ψ:

ψ(x)→ ψ′(x) = Û(x)ψ(x) (2.4)

The physics of electromagnetism (QED), for example, is invariant under local U(1)
phase transformations and thus may be represented by the symmetry group U(1). The
local phase transformation (Equation 2.4) can be written as:

ψ(x)→ ψ′(x) = eiqχ(x)ψ(x) (2.5)
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q represents the coupling, which is equal to the electrical charge (q = −e) in electro-
magnetism. χ(x) is a phase factor. The local phase invariance also affects the Lagrangian,
because L depends on the spinor field ψ(x). Since the local phase factor χ is a function
of x, the derivative ∂µ acts not only on the field ψ(x), but also on the phase factor itself.
Thus, the Lagrangian from Equation 2.3 transforms:

L→ L′ = L − qψ̄γµ(∂µχ)ψ (2.6)

Hence, it can be easily seen that the Dirac Lagrangian of a free fermion from Equa-
tion 2.3 is not invariant under local U(1) transformations. In general, local phase invariance
is not possible for a free theory without any interactions. However, the required symmetry
can be preserved if L will be extended by a further degree of freedom Aµ:

L = ψ̄(iγµ∂µ −m)ψ − qψ̄γµAµψ (2.7)

The second term in the equation above is necessary to compensate the offended term in
Equation 2.6 and describes the interaction of a fermion with the newly introduced gauge
field Aµ, which can be interpreted as the massless photon. Aµ itself has to satisfy following
transformation property:

Aµ → A′µ = Aµ − ∂µχ (2.8)

Formally, the required gauge invariance can be restored by substituting the derivative
∂µ by the so called covariant derivative Dµ:

∂µ → Dµ = ∂µ + iqAµ (2.9)

Finally, the Lagrangian of the QED can be written as:

LQED = ψ̄(iγµ∂µ −mf )ψ − eψ̄γµAµψ −
1

4
FµνF

µν (2.10)

The electrical charge e represents the coupling, mf the mass of the fermion and the
term −1

4FµνF
µν is referred to as the kinetic term, which is already invariant under U(1)

transformations and contains the field strength tensor of the electromagnetism:

Fµν = ∂µAν − ∂νAµ (2.11)

Quantum chromodynamics SU(3)C

The mathematical formalism of the strong interaction between quarks and gluons is in-
corporated in the field theory of quantum chromodynamics (QCD) which is based on a
non-Abelian SU(3) gauge group. As described in the previous paragraph, local gauge
invariance is satisfied by the use of the covariant derivative:

Dµ = ∂µ + igST
aGaµ (2.12)

Here, gS is the strong coupling constant (usually defined as αS ≡ g2
S/4π), while T

a

represents the generators of the SU(3) symmetry group with the index a running up to
eight. Again new vector fields Gaµ have to be introduced corresponding to eight massless
gluon fields. The Lagrangian density for n quarks with masses mq is given by:

LQCD =
n∑
q

ψ̄q,A(iγµDµ −mq)ψq,A −
1

4
F aµνF

a µν , (2.13)
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where the index A represents three conserved colour-charges. The notation colour is
simply a label for three orthogonal states in the SU(3). Couplings to gluons are only
possible for non-zero colour-charged particles, e.g. leptons are colour-neutral and hence
do not interact via the strong interaction. The last term in Equation 2.13 represents the
kinetic term of QCD with the non-Abelian field strength tensor F aµν . Compared to QED
an extra term is necessary in the definition of F aµν to keep the kinetic term invariant under
SU(3) transformations:

F aµν = ∂µG
a
ν − ∂νGaµ − gsfabcGbµGcν (2.14)

Here, fabc are the structure constants of the SU(3) symmetry. The last term in Equa-
tion 2.14 is responsible for the non-Abelian nature of QCD and describes the self-interaction
of gluons. It is exactly the gluon-gluon self-interaction which induces important features
of QCD, because additional bosonic loops are possible and contribute positively to the
momentum scale (q2) of the interaction. Furthermore, the coupling strength becomes de-
pendent on the momentum scale (αS(q2)) due to the renormalisation of the theory [14].
Hence, virtual loops from gluon self-interactions directly affect the strength of the coupling.
As a consequence, in the high energy regime, as present in modern collider experiments,
αS becomes sufficiently small so that QCD processes are calculable using perturbation
theory and a very good predictive power of the theory is revealed. In the asymptotic limit
(q2 → ∞), the coupling vanishes completely and quarks can be treated as free particles.
This property of QCD is known as asymptotic freedom. This is in contrast to the low
energy limit where αS increases. Quarks and gluons do not propagate freely and are con-
fined to colourless bound states. If quarks are separated by distance, the potential energy
increases until it becomes energetically more favourable to form a new quark-antiquark
pair of opposite colour-charges. This process is usually referred to as hadronisation. In
high energy collider experiments quarks and gluons are usually observed as jets which are
collimated showers of colourless hadrons.

At energy scales where the coupling is large (αS ∼ O(1)), QCD processes are not com-
putable in perturbation theory anymore. At these energy scales, calculations are performed
using lattice QCD [15].

Electroweak unification SU(2)L × U(1)Y

The electroweak (EWK) theory, developed by Glashow, Weinberg and Salam [1, 2, 4, 16],
unifies the electromagnetic and weak interactions in the SU(2) × U(1) symmetry group.
From the β decay it is well known that only left-handed particles (and right-handed anti-
particles) interact weakly [17], whereas the electromagnetic interaction couples to both
particle states. Hence, the key to a unified model is to combine those structures in an
appropriate fashion. The conserved quantum number of the weak interaction is the weak
isospin IW or more precisely its third component I3

W . In the weak isospin space, the gener-

ations of the lepton content can be written as left-handed doublets (e.g. L =

(
νe
e−

)
L

) with

eigenstates I3
W = ±1

2 , for the upper and lower particle states respectively. Right-handed
particle states are singlets with I3

W = 0 (e.g. eR for the electron, right-handed neutrinos
do not exist because in the EWK theory they are assumed to be massless). As a result
right-handed particle states do not couple to the gauge bosons of the SU(2) symmetry. For
the quark content the chiral structure is similar, however a left-handed isospin doublet is

constructed by an up-type quark and a down-type anti-quark (e.g.
(
u
d′

)
L

). Right-handed
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quark states are also singlets (e.g. uR and dR, representing up-type and down-type quarks
of all generations).

The procedure to form a gauge invariant theory is the same as shown before for QED
and QCD. Local gauge invariance for both symmetries, SU(2) and U(1), is satisfied by
introducing the covariant derivative as follows:

Dµ = ∂µ + ig′T aW a
µ + ig

Y

2
Bµ, (2.15)

g′ and g denote the corresponding coupling constants, T a are the three generators of
the SU(2) symmetry which can be also written in terms of the Pauli matrices, T a = 1

2σ
a,

and W a
µ (with a = 1, 2, 3) are three newly introduced gauge fields. The U(1) symmetry

group with the weak hypercharge Y is represented by the third term in Equation 2.15. Bµ
is the fourth bosonic field introduced in the EWK model. Y is the conserved quantum
number of the U(1) symmetry and a relation to the weak isospin and the electromagnetic
charge q is given by the Gell-Mann-Nishijima relation [18–20]:

q = I3
W +

1

2
Y (2.16)

Together with the kinetic terms for the four gauge fields the Langrangian density for
the EWK model results:

LEWK =
∑
f

ψ̄f iγ
µDµψf −

1

4
BµνB

µν − 1

4
W a
µνW

a µν (2.17)

Here, the sum over f represents the fermion content, including left- and right-handed
states, whileW a

µν and Bµν are the field strength tensors, which are related to the respective
gauge fields:

Bµν = ∂µBν − ∂νBµ
W a
µν = ∂µW

a
ν − ∂νW a

µ − g′εabcW b
µW

c
ν

(2.18)

Once more, the last term in the latter equation illustrates the non-Abelian structure
of the SU(2) gauge group which results in gauge self-interactions with εabc being the total
antisymmetric Levi-Civita tensor.

The physical W± bosons, corresponding to the positively and negatively charged cur-
rents of the weak interaction can be identified as linear combinations of W 1

µ and W 2
µ ,

W±µ =
1√
2

(W 1
µ ∓ iW 2

µ), (2.19)

while the other two neutral gauge fields W 3
µ and Bµ mix to the physical states Aµ and

Zµ, which are associated with the photon and the Z0 boson:(
Aµ
Zµ

)
=

(
cos θW sin θW
− sin θW cos θW

)(
Bµ
W 3
µ

)
(2.20)

θW is the electroweak mixing angle, often referred to as Weinberg angle, and establishes
a relation between the couplings g, g′ and the electrical charge q:

q = g′ sin θW = g cos θW (2.21)

Certainly there are further terms required in the EWK theory, because a SU(2)×U(1)
symmetry like the one described above would predict massless fermions and gauge bosons,
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which is unambiguously in contradiction with experimental observations. The concept of
spontaneous symmetry breaking provides a solution to this delicate issue [21–24].

2.1.2 The Higgs mechanism and the associated Higgs boson

The masses of the associated gauge bosons (W± and Z) spontaneously break the gauge
symmetry in the EWK model. The concept of spontaneous symmetry breaking can be
described by introducing a complex SU(2) scalar doublet:

φ =

(
φ+

φ0

)
. (2.22)

The scalar field contributes to the SM Lagrangian as:

L = (Dµφ)†(Dµφ)− V (φ), (2.23)

in which the † symbol is the Hermitian conjugate of a four-component particle state
(ψ† = (ψ∗)T ) and Dµ is the covariant derivative from Equation 2.15 and induces the
coupling of the gauge fields with the scalar field. V (φ) represents the Higgs potential
which is restricted to the form

V (φ) = µ2(φ∗φ) + λ(φ∗φ)2, (2.24)

due to renormalisability and gauge invariance in SU(2)×U(1). The vacuum expectation
value, v, of the scalar field φ corresponds to the minimum of the potential V (x). The shape
of the potential V (x) is defined by the sign of µ2. If µ2 < 0, the potential has an infinite
set of minima (φ0 6= 0) and the model is spontaneously broken. λ describes a quartic self-
interaction. The ground state is only stable if the potential term has a finite minimum and
λ > 0. This means that the choice of the minimum breaks the symmetry of the Lagrangian.
However, the direction of the minimum is not defined and can be arbitrarily chosen. In
the unitary gauge the scalar field can be written by the vacuum state v and an excitation
h(x) around the vacuum state:

φ =
1√
2

(
0

v + h(x)

)
. (2.25)

h(x) is also referred to as the physical scalar Higgs field. The product (Dµφ)†(Dµφ)
in Equation 2.23 causes the interaction of the gauge fields with the non-zero expectation
value of the Higgs field and leads to the representations determined in Equations 2.19 and
2.20, whereas their masses can be derived as:

M2
W =

1

4
g2v2,

M2
Z =

1

4
(g2 + g′2)v2,

MA = 0.

(2.26)

It can be seen that gauge boson masses arise from the product of the respective gauge
coupling with the non-zero vacuum expectation value of the initially introduced scalar
field. From an experimental point of view, the masses of the W and Z gauge bosons as
well as the couplings g and g′ can be measured precisely and thus the ground state v can
be determined.
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So far, fermions have not been considered in this context. However, the Higgs mech-
anism can describe the masses of the fermions as well by introducing an interaction term,
Lint, for fermions with the Higgs field. Such an interaction between a Dirac field and a
scalar field is commonly referred to as a Yukawa coupling. As mentioned before, fermions
are expressed by left-handed chiral SU(2) doublets and right-handed chiral SU(2) singlets.
The interaction Lagrangian for example of the electron is defined as:

Lint = ge(L̄φe
−
R + ē−Rφ

†L). (2.27)

ge is an arbitrary constant. Using Equation 2.25, Equation 2.27 can be written as:

Lint =
gev√

2
(ē−Le

−
R + ē−Re

−
L ) +

ge√
2

(ē−Le
−
R + ē−Re

−
L )h→

Lint = meēe+
me

v
ēeh.

(2.28)

Similar to the massive bosonic fields, the electron acquires its mass by the relation of
ge with the non-zero vacuum expectation value (me = gev√

2
). Due to the absence of right-

handed neutrinos there is no mass term, which implies they do not interact with the Higgs
boson.

The interaction term for quarks can be derived in a similar fashion, nonetheless the
right-handed particle states for up-type (uR) as well as down-type quarks (dR) have to be
kept in mind:

Lint = gdQ̄LφdR + guQ̄LφuR + hermitian conjugate→
Lint = mdd̄d+muūu+

md

v
d̄dh+

mu

v
ūuh.

(2.29)

gu and gd are again arbitrarily chosen and QL represents the left-handed quark doublet.
Masses of the second and third generations of fermions can be derived similarly by repeating
the procedure above.

Unlike the masses of the heavy W± and Z bosons, the fermion masses can not be pre-
dicted from the theory, instead their masses need to be explicitly measured in experiments.

The actual mass of the Higgs boson as well as the vacuum expectation value can be
derived from the Higgs potential using the two free parameters, µ and λ:

v2 = −µ
2

2λ
≈ (246GeV)2,

M2
h = 2v2λ

(2.30)

Recent precision measurements performed by the ATLAS and CMS collaboration result
in a Higgs boson mass of mH = 125.09± 0.24GeV [25].

2.2 Motivation for new physics beyond the standard model

The standard model has been completed with the discovery of the Higgs boson by the
ATLAS and CMS collaboration in 2012 [26, 27]. All fundamental particles had been ob-
served in various experiments over a period of many decades and most of the presently
known phenomena of particle physics may be precisely described by the SM. Notable to
mention, that the predictions from the SM are in excellent agreement with the results from
high precision experiments. Despite this remarkable success, some phenomena had been
observed, which can not be described by the theory, indicating that the standard model is
incomplete.
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In the following a few phenomena will be addressed and serve as motivation for the
necessity of theories beyond the standard model (BSM) with particular emphasis on super-
symmetry. Nevertheless, this collection of phenomena is by far not exhaustive and there
still remain open questions.

Hierarchy problem

If quantum loops are considered in the theory, which may be represented as higher-order
terms, the Higgs boson mass (see Equation 2.30) receives corrections and needs to be
modified, in order to obtain finite results for all higher-orders. This fact is attributed to
the requirement that the SM is renormalisable [14]. Large quantum corrections contribute
to the Higgs boson mass from the coupling of the Higgs boson to all massive particles in the
SM. As a brief example, the coupling of a SM fermion f with mass mf to the Higgs field
h, which may be characterised by the term −λf f̄fh in the Lagrangian and is illustrated
in Figure 2.1(left), induces a quadratically divergent correction [28]:

∆M2
h = −|λf |

2

8π2
Λ2 + ... (2.31)

As shown in the previous section, the coupling λf is fixed by the fermion mass mf

and v, where Λ denotes the cut-off which represents the boundary where possible new
physics may appear and the SM needs to be modified. Below this cut-off the theory
remains well defined. Despite it is not strictly clear at which energy scales new physics
may become valid, there must be certainly new physics at the order of magnitude where
quantum gravitational effects become considerable. This energy scale is assumed to be at
the Planck scale, MP ' G−1/2

Newton ' 1018 GeV. If, in the implausible case that there are no
physics until the Planck scale and the cut-off Λ is at such exceedingly large energy scales,
the loop corrections are then some orders of magnitude larger than the Higgs boson mass
itself. This would require an exceptional cancellation, or extreme fine-tuning, to cancel out
the corrections to get down to the weak energy scale (∼ 102 GeV).

In place of adopting such unnatural tuning, supersymmetric models suggest an elegant
solution to this problem [29–31]. Supposing there exists a scalar particle S with mass mS

which also couples to the Higgs field like it is shown in Figure 2.1(right). As a consequence
such scalar particle would induce a further quantum correction to Mh:

∆M2
h =

λS
16π2

[
Λ2 − 2m2

S ln(Λ/mS) + ...
]
. (2.32)

λS represents again the coupling between the scalar particle and the Higgs field. From
the comparison of the terms from Equation 2.31 and Equation 2.32 it appears that the
fermionic loop contributes negatively to the correction, while the bosonic loop yields a
positive correction and thus at least the quadratic dependence to the huge cut-off Λ would
cancel out. This only holds if the couplings λf and λS are at the same energy scale. The
gauge bosons in the SM model are massive and thus their coupling to the Higgs field also
contributes to the quadratic correction ∆M2

h . The procedure mentioned above also holds
for the massive SM gauge bosons, but in that case the quadratic dependence on the cut-off
Λ would cancel if there would be additional fermions that also couple to the Higgs field
with a compatible coupling strength as the SM gauge bosons.

Furthermore, the second term in Equation 2.32 can be very large as well, thus fur-
ther restrictions on the theory are required. In general, some fine-tuning is still required
for heavy fermions that couple to the Higgs field and the scale of the tuning relates to
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the masses of such heavy fermions. Moreover, the size of the tuning is still subject of
discussions.

Figure 2.1: One-loop corrections to M2
h . For a fermion f (left) and a scalar particle S (right) [28].

Dark matter

It is well known for many decades that the largest fraction of mass in the entire universe is
non-luminous. This has been proven in early cosmological measurements such as rotation
curves of spiral galaxies [32] as well as in modern observations like the cosmic microwave
background (CMB). The non-luminous amount of matter, that do not interact with ordin-
ary matter via the fundamental forces is referred to as dark matter.

Recent measurements from the Planck collaboration of the cosmological microwave
background suggest that the matter density in the universe is about Ω = 0.315 [33]. This
result is in consistency with a well accepted cosmological model named the Lambda cold
dark matter model (ΛCDM) [34], in which the letter Λ represents a cosmological constant
and is associated with dark energy. Moreover, the matter density can be divided into
ordinary baryonic matter, that can be described by the standard model of particle physics
and which only takes up∼ 4.5 % of the universe, while the other∼ 27 % corresponds to dark
matter. The residual amount of the energy-matter density in the universe are associated to
dark energy (∼ 68.5 %). The SM fails to describe dark matter completely, because there is
no particle in the SM that can be considered as a cold dark matter candidate. In contrast,
new weakly interacting massive particles are favoured candidates as dark matter particles.

Weakly interacting massive particles are typically predicted in BSM models, in which
the lightest of the newly proposed particles is stable. Therefore, such stable neutral
particles are also predicted in many supersymmetric extensions of the standard model with
conserved R-parity (see Section 2.3.1). In fact, lightest neutral supersymmetric particles
are often considered as favourable dark matter candidates [35, 36].

Grand unification

The following phenomenon is not necessarily a motivation for supersymmetry, it is also not
essential for any theory to be valid, though in supersymmetry it is possible to unify the
gauge couplings from the SM into a single coupling constant. This means that the SU(3)×
SU(2)×U(1) symmetry can be embedded into a more general gauge group. Such theories,
that attempt to unify the fundamental forces, are commonly termed as grand unified
theories (GUTs) [37]. Whether gauge unification is feasible in a certain theory depends,
among other requirements, on the particle content of the theory. This simply favours
supersymmetric theories, where at least twice as much particles are included, compared
to the standard model. Provided that those additional particles are not too heavy, with
masses up to TeV. However, gauge unification in supersymmetric GUT models, which
contain particles with masses in the TeV range, is assumed to arise not until extremely
high energy scales, ∼ 2× 1016 GeV, denoted as the GUT scale [38–41].
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2.3 Supersymmetry

The origins of supersymmetry (SUSY) date back to the early 1970s [42, 43]. By that
time, first theoretical ideas had been discussed and the mathematical framework had been
developed. The first context between supersymmetry and particle physics had been pro-
posed a few years later [44, 45]. However, it took another few years for the construction
of a realistic SUSY model, leading to the first supersymmetric extension of the standard
model [46–48].

As already discussed earlier in Section 2.2, a symmetry between fermions and bosons
can potentially cure the fine-tuning problem of the SM, given their coupling to the Higgs
boson is similar. Supersymmetry represents exactly such a symmetry between fermions and
bosons. A supersymmetric transformation, represented by a SUSY generator Q, converts
fermionic states into bosonic states and vice versa:

Q |Fermion〉 = |Boson〉 , Q |Boson〉 = |Fermion〉 . (2.33)

Unlike the bosonic generators of the Poincaré algebra, which represent the algebra
of translations, rotations and boosts in four-dimensional space-time, Q (as well as its
hermitian conjugate Q†) is a fermionic operator. This has an important consequence.
A SUSY transformation changes the spin of the respective particle state by 1

2 , while all
residual quantum numbers remain identical. The generators of the SUSY algebra must
satisfy the following anticommutation and commutation relations [28]:

{Q,Q†} = Pµ,

{Q,Q} = {Q†, Q†} = 0,

[Pµ, Q] = [Pµ, Q†] = 0.

(2.34)

Where Pµ represents the four-momentum generator of space-time and thus, the SUSY
algebra extends the ordinary space-time to super-space. According to Equation 2.33, super-
symmetry introduces a supersymmetric particle state for each particle degree of freedom
in the SM. Supersymmetric particles are also referred to as superpartners. All SM and
SUSY particles are organised in supermultiplets, which are irreducible representations of
the SUSY algebra. Furthermore, leptons and quarks, which are chiral fermions of spin 1

2 ,
can be described by chiral or matter supermultiplets and obtain scalar superpartners of
spin 0, referred to as sleptons and squarks (the ‘s’ in front of the conventional name stands
for scalar). More precisely, each chiral state of the SM fermions receives a supersymmet-
ric state due to the chiral structure of the SU(2) in the SM, e.g the first generation of
the leptons is the doublet (eL, νe), accompanied by their supersymmetric scalars (ẽL, ν̃e),
called selectron and sneutrino. The ∼ in this notation refers to supersymmetric particle
states. The standard model gauge bosons with spin 1 are included in vector or gauge su-
permultiplets, which also contain their fermionic superpartners, denoted as gauginos. The
Higgs boson, which is a spin 0 particle, obtains a fermionic superpartner called higgsino
and hence is accommodated in a chiral supermultiplet.

2.3.1 The minimal supersymmetric standard model

The minimal supersymmetric standard model (MSSM) [46–48] builds up the simplest su-
persymmetrisation of the SM and is minimal in the sense of the particle content.

The SM fermions together with their supersymmetric scalar partners, the sfermions,
are members of chiral supermultiplets. Due to the chiral structure of the SM fermions, left-
handed and right-handed particle states are described by separate two-component Weyl
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spinors with its own supersymmetric scalar partner. For example, the left-handed and
right-handed superpartners of the SM electron are the selectrons denoted as ẽL and ẽR.
Although, the nomenclature L and R does not refer to the their chiral state since they
are spin 0 particles. The same convention is adapted to the smuons, staus and also to the
squarks q̃L and q̃R (with q = u, d, s, c, t, b). The notation for sneutrinos is slightly simplified
(ν̃e, ν̃µ, ν̃τ ), because there are no right-handed neutrino states in the standard model.

The SM Higgs boson with spin 0 obtains supersymmetric fermionic partners with spin 1
2 ,

referred to as higgsinos which are also integrated in a chiral supermultiplet. In fact, instead
of one Higgs scalar, two complex Higgs doublets, denoted as Hu and Hd, are needed, with
hypercharges Y = ±1

2 , to avoid gauge anomalies. The Higgs supermultiplet with Y = 1
2

only gives masses to the up-type quarks, whereas the Higgs supermultiplet with Y = −1
2

gives masses to the down-type quarks and the leptons. The complex scalar Hu doublet
has a positively charged and a neutral component (H+

u , H
0
u), while the Hd doublet has a

neutral and a negatively charged component (H0
d , H

−
d ). Therefore, the nomenclature for

the higgsinos is H̃+
u , H̃

0
u and H̃0

d , H̃
−
d .

This set of particle degrees of freedom defines all chiral supermultiplets of a viable
minimal extension of the standard model and is listed in Table 2.3

Name spin 0 spin 1/2

squarks, quarks (ũL d̃L) (uL dL)

(× 3 families) ũ∗R u†R
d̃∗R d†R

sleptons, leptons (ν̃ ẽL) (ν eL)

(× 3 families) ẽ∗R e†R

Higgs, higgsinos (H+
u H0

u) (H̃+
u H̃0

u)

(H0
d H

−
d ) (H̃0

d H̃
−
d )

Table 2.3: Chiral supermultiplets in the MSSM.

The bosonic gauge fields of the SM are members of so-called vector or gauge super-
multiplets. Their associated supersymmetric fermionic fields are denoted as gauginos. The
eight gluons (g), mediating QCD interactions acquire superpartners called gluinos g̃. The
spin 1 gauge bosons, W±, W 0 and B0, associated to the electroweak interaction have spin
1
2 superpartners referred to as winos, W̃±, W̃ 0, and binos B̃0. Due to the electroweak sym-
metry breaking,W 0 and B0 gauge fields mix to form Z0 and γ bosons with their respective
supersymmetric partners denoted as zino Z̃0 and photino γ̃. However, an essential fact is,
that because of the electroweak symmetry breaking, also the supersymmetric partners of
the SM bosons can mix to form mass eigenstates. This means that the neutral gauginos
and higgsinos B̃, W̃ 0, H̃0

u and H̃0
d mix to four mass eigenstates, referred to as neutralinos

χ̃0
1,...,4 and the charged bosonic fields W̃±, H̃+

u and H̃−d , mix to mass eigenstates denoted
as charginos χ̃±1,2.

The vector supermultiplets of the minimal supersymmetric standard model are listed
in Table 2.4.

The masses and couplings of the matter fields are determined in the superpotential
of the MSSM which contains the fields corresponding to the chiral supermultiplets from
Table 2.3, the Yukawa coupling parameters and an additional mass parameter µ corres-
ponding to the Higgs mass in a supersymmetric extension of the SM. µ should not be
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name spin 1/2 spin 1

gluino, gluon g̃ g

winos, W bosons W̃± W̃ 0 W± W 0

binos, B bosons B̃0 B0

Table 2.4: Gauge supermultiplets in the MSSM.

confused with the muon particle and the µ-parameter in the Higgs potential (see Equa-
tion 2.24).

R parity

The superpotential of the MSSM is sufficient to produce a phenomenologically viable model,
however additional terms, which would be potentially gauge-invariant, are omitted because
those contribtutions would violate the lepton (L) and baryon number (B). So far, L- and
B-violating processes have never been observed. In addition, one of the most obvious
experimental evidences for lepton and baryon number violating processes would be the
proton decay which has not been observed either. For example, in a hypothetical SUSY
model a proton could eventually decay with a very short lifetime, mediated by a squark.
As a consequence, the interactions described in the MSSM respect a further symmetry
denoted as R parity [48]. R parity is a multiplicative conserved quantum number and is
defined for each particle with spin s as follows:

PR = (−1)3(B−L)+2s (2.35)

It follows that fermionic and bosonic fields from the SM have even R parity, PR = +1,
while their superpartners have odd R parity, PR = −1. Furthermore, there are particular
phenomenological consequences for R parity conserving supersymmetric models. Particle
mixing between SM and SUSY particles is forbidden and each interaction vertex in SUSY
contains an even number of supersymmetric particles. Therefore, supersymmetric particles
can only be produced in pairs and any decay of a SUSY particle results in an odd number of
supersymmetric particles. The lightest supersymmetric particle in a decay cascade (LSP)
does not decay any further and hence must be stable. If in addition the lightest neutralino,
χ̃0

1, is the LSP in a given SUSY model, as it is the case in the searches described in
Chapter 7 and Chapter 8, it would interact only weakly and can be a suitable candidate
for dark matter. However, in a collider experiment such a LSP candidate cannot be detected
directly. The signature can be observed indirectly via the momentum imbalance it causes
when it escapes the detector.

R parity conservation is in fact not a strict requirement for a supersymmetric model
to be valid. There still exist also R parity violating theories, but since it has no further
relevance for the work in this thesis a discussion about those models will be left out.

Soft supersymmetry breaking in the MSSM

A conserved and unbroken supersymmetry would imply that the masses of the supersym-
metric particles are identical with their SM counterparts, but this is obviously not the
case, since none of the proposed SUSY particles have been discovered so far. In a realistic
model, supersymmetry must be broken and as a consequence the supersymmetric particles
must be heavier than the SM particles.
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A feature which makes supersymmetry attractive is that it provides a solution to the
hierarchy problem by the cancellation of fermionic and scalar couplings of the same size.
A broken supersymmetry can still provide a solution to this problem, however the relation
between the two couplings must be adjusted, in order to avoid quadratically divergent
radiative corrections.

The origin of the mechanism that lead to spontaneous SUSY breaking is not under-
stood completely and hence an accurate theory has yet to be defined. A widely accepted
assumption is that the breaking mechanism results from physics at higher energy scales.
Concise discussions about SUSY breaking may be found in [28].

Nevertheless, the effective MSSM Lagrangian can be adapted by an additional term,
which considers additional parameters that introduce a soft breaking of supersymmetry [49]:

LMSSM = LSUSY + Lsoft, (2.36)

in order to avoid quadratic divergences. The first term, LSUSY, includes gauge and
Yukawa interactions, while Lsoft contains following mass parameters and coupling para-
meters:

Gaugino mass terms M1, M2 and M3 which correspond to the U(1), SU(2) and SU(3)
gauge groups.

Trilinear scalar coupling parameters included in 3× 3 matrices in family space au, ad

and ae. The coupling parameters in the 3× 3 matrices correspond to squark, slepton and
Higgs fields and are proportional to the Yukawa coupling parameters.

3× 3 squark and slepton mass matrices m2
Q, m2

ū, m2
d̄
, m2

L and m2
ē .

SUSY breaking contributions to the Higgs potential m2
Hu

, m2
Hd

and b.
Before the introduction of the soft supersymmetry breaking Lagrangian Lsoft, there

was only a single free parameter in the theory which is not present in the standard model,
namely the mass parameter µ. Although, Lsoft introduces no less than 104 additional
free parameters, which make experimental searches for supersymmetric particles rather
complicated.

2.3.2 Phenomenology of top squarks

The masses of the squarks and sleptons of the MSSM can be determined from their re-
spective mass matrices. Mass eigenstates of the first and second generation sfermions are
assumed to be almost degenerate, the mixing angles are assumed to be small and their
Yukawa couplings are negligible. For sparticles of the third generation, a substantial mix-
ing of left-handed and right-handed particle states (t̃L, t̃R), (b̃L, b̃R) and (τ̃L, τ̃R) is possible.
The left- and right handed top squarks, which are the supersymmetric partners of the left-
and right-handed top quark particle degrees of freedom, mix to form the two mass eigen-
states t̃1 and t̃2. Significant mass splitting between t̃1 and t̃2 is possible due to the large
Yukawa coupling of the top quark. Many models suggest a relatively light top squark mass
which is assumed to be significantly lower than those of the masses of the squarks from
other generations [50, 51]. Due to this fact, the top squark is a promising candidate to
search for in high energy physics experiment.

2.3.3 Production and decay of supersymmetric particles at the Large
Hadron Collider

At hadron colliders such as the Large Hadron Collider (see Chapter 3), a large variety of
supersymmetric particles might be produced. Especially gluinos and squarks should be
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dominantly produced via the strong interaction from gluon-gluon fusion and gluon-quark-
fusion. Furthermore, production of gluinos and squarks is also possible in association with
charginos and neutralinos but those mechanisms are suppressed if gluinos and squarks are
supposed to be very heavy.

The most favoured production mechanisms are gluino pair production (pp → g̃g̃),
squark pair production (pp→ q̃q̃) and gluino squark associated production (pp→ g̃q̃). The
corresponding Feynman diagrams of the production mechanisms via the strong interaction
are shown in Figure 2.2.

Figure 2.2: Leading order Feynman diagrams for likely production mechanisms via the strong interaction
from gluon-gluon and gluon-quark fusion at hadron colliders [28]. g̃ and g̃∗ represent the gluino and its
conjugate, and similarly the squark and its conjugate are denoted as q̃ and q̃∗.

Electroweak production of charginos and neutralinos from quark-antiquark annihilation
is also possible. Especially if gluinos and squarks are very heavy, the electroweak production
of charginos and neutralinos may give the first evidence for supersymmetric particles.

In order to conduct searches for supersymmetric particles at collider experiments, exper-
imental signatures of the decays of supersymmetric particles are important. A large variety
of hypothetical supersymmetric signatures may be realised. However, only R parity con-
serving models, in which the neutralino χ̃0

1 is assumed to be the lightest supersymmetric
particle, are briefly described in the following.

Gluinos always decay through a squark since they only interact via the strong force. If
the gluino is heavier than the squark, the decay g̃ → qq̃ is always favoured. Decays into
top squarks t̃ or bottom squarks b̃ are more likely, because third generation squarks are
assumed to be lighter than squarks from the first two generations. Gluino decays involving
charginos, g̃ → qq̄χ̃± and g̃ → qq̄χ̃0, become more dominant if the squarks are heavier.

Due to the QCD interaction, squarks decay predominantly into gluinos and quarks,
q̃ → qg̃ if kinematically allowed. Alternatively, if the squark is lighter than the gluino,
a squark decays into a quark and a neutralino q̃ → qχ̃0, or via an intermediate chargino
decay q̃ → qχ̃±.

Similar as for the squarks, two-body decays of sleptons into a lepton and a neutralino
or a chargino are kinematically favoured (l̃± → l±χ̃0, l̃± → νχ̃±, ν̃ → νχ̃0, ν̃ → l±χ̃±).

Many different decay modes of charginos and neutralinos can be realised, due to the
gaugino and higgsino mixing as well as their mass hierarchy. However, only 2-body decays
are briefly outlined:
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χ̃0 → χ̃0Z, χ̃0h0, χ̃±W±, l̃±l±, ν̃ν
χ̃± → χ̃0W±, χ̃±Z, χ̃±h0, l̃±ν, ν̃l±

Similar as for the squarks and sleptons, three-body decays may also be observed if the
aforementioned two-body decays are kinematically forbidden (χ̃0 → ffχ̃0, χ̃± → ffχ̃±).

A large variety of potential supersymmetric signatures may be realised from the various
decay modes mentioned above. Typical searches for supersymmetry are characterised by
a large number of energetic jets, since the dominant production mechanism in hadron col-
liders is the production of gluinos and squarks which interact via the strong force and thus,
they likely produce hadrons. Furthermore, the final state also contains the neutral, weakly
interacting LSP, which cannot not be detected directly and results in a large momentum
imbalance. This is another attribute of a characteristic signature. Additionally, searches
for supersymmetry are commonly classified by the number of leptons in the final state.

2.3.4 Simplified models

The large number of free parameters in the MSSM, the huge amount of possible decay
scenarios as well as the ignorance about the likely masses of the supersymmetric particles
make experimental searches for supersymmetry rather challenging. However, to evaluate
searches for new physics and interpret experimental results, an effective framework referred
to as the concept of simplified models is used. Instead of an exact Lagrangian of a given
BSM theory that describes a set of particles, their interactions and which includes a large
number of free parameters, a simplified model is defined by an effective Lagrangian that
only describes the interactions of particles of interest. Simplified models only characterise
a small number of parameters, such as particle masses, cross-sections or branching ratios,
which are directly related to collider physics observables [52–54].

The analyses described in Chapter 7 and Chapter 8 target searches for top squark pair
production with a particular decay scenario. In general, the favoured decay structure of top
squarks depends on the gaugino content of the neutralino LSP, including the gaugino mass
parameters M1 and M2, and the mass parameter related to the Higgs boson in the MSSM
µ. If the relations of the mass parameters of the target model are defined as M1 < M2

andM1 < |µ|, the dominant contribution to the neutralino mass eigenstate comes from the
bino B̃0. The neutralino is predominantly bino-like. As a consequence, the direct decay of
the top squark to a top quark and the neutralino t̃1 → tχ̃0

1 is always favoured. A typical
simplified model of such a decay scenario is illustrated in Figure 2.3 and referred to as
2-body decay scenario. Usually, the top squark pair production consists of a top squark
and its respective antiparticle, although the antiparticle notation (using )̄ for the anti-top
squark and its decay products is omitted in the following for simplicity.

However, such a decay can be kinematically forbidden. The decay structure of top
squarks is characterised by the mass difference ∆m = m(t̃1)−m(χ̃0

1). If the mass difference
of the two supersymmetric particles is less than the mass of the top quark but larger than
the masses of the W boson and the b quark, m(W ) + m(b) < ∆m < m(t), the top quark
cannot be produced on-shell and the top squark decays via a 3-body decay directly into a
b quark, a W boson and the neutralino LSP, t̃1 → bWχ̃0

1. Such a 3-body decay scenario is
illustrated in Figure 2.4.

There are even more compressed decay scenarios possible, if the masses of the t̃1 and
the χ̃0

1 are closer, ∆m < m(W ) + m(b). In this case the top quark as well as the W
boson can only be produced off-shell leading to a direct 4-body decay of the top squark
t̃1 → bff ′χ̃0

1 as shown in Figure 2.5.
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Figure 2.3: Simplified model topology of direct top squark pair production. The top squark directly
decays to a top quark and the neutralino LSP. χ̃0

1 is predominantly bino-like. By courtesy of the ATLAS
supersymmetry physics analysis group.
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Figure 2.4: Simplified model topology of direct top squark pair production in a kinematically compressed
phase space, referred to as 3-body decay scenario. The decay structure is characterised by m(W ) +m(b) <
∆m < m(t). The top quark is produced off-shell and thus the top squarks directly decay to a b quark, W
boson and the neutralino LSP. By courtesy of the ATLAS supersymmetry physics analysis group.
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the top quark as well as the W boson can only be produced off-shell and thus the top squarks decay via a
4-body decay mode. By courtesy of the ATLAS supersymmetry physics analysis group.
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The kinematic phase space for direct top squark pair production which dominantly
decay into a bino-like neutralino LSP is shown in Figure 2.6. The searches presented in
this work focus only on top squark pair produced processes in the phase space where the
3-body decay mode is kinematically favoured. This region of interest is indicated in the
figure as t̃1 → bWχ̃0

1 within the mass range of m(W ) +m(b) < ∆m < m(t).
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Figure 2.6: Illustration of the preferred top squark decay modes, assuming that the top squarks decay
into a bino-like neutralino. The phase space of interest is spanned by the masses of the top squark (m(t̃1))
and the lightest neutralino (m(χ̃0

1)) [55].

2.4 Current status of searches for top squark pair production

A comprehensive search programme for direct top squark pair production is conducted
by the ATLAS and CMS collaborations. Since neither of the performed searches showed
evidence of the existence of top squarks, the observed results are interpreted in terms of
exclusion limits on the masses of the top squark and the neutralino.

Figure 2.7 illustrates a snapshot of the current exclusion limits at 95 % confidence level
from individual searches for top squark pair production from the ATLAS collaboration as
of May 2018. The searches are performed on 36.1 fb−1 of pp collision data recorded by the
ATLAS experiment at a centre-of-mass energy of 13 TeV. Different colours indicate the
excluded region from individual analyses, except the blue shaded region which illustrates
the summary from dedicated searches conducted at pp collision data at a centre-of-mass
energy of 8 TeV. Solid lines represent the observed limit, while the expected limits are
shown as dashed lines. The three aforementioned decay modes, each assuming a branching
ratio of 100 %, are considered in the various analyses. In addition, a top squark decay to
charm quarks (t̃1 → cχ̃0

1) is considered. The latter decay scenario is superimposed by the
4-body decay mode. The different searches are separated by the number of leptons in the
final state, except of the analysis whose exclusion limit is represented by the grey region,
this search is performed on events with one energetic jet and large transverse momentum
imbalance [56]. In the phase space of the 2-body decay mode, top squark masses up to
1 TeV are excluded depending on the mass of χ̃0

1 [57]. The limit for 3-body decay modes,
which is derived by the analysis explained in Chapter 7, extends to top squark masses up
to 460 GeV [58] with a neutralino mass of approximately 320 GeV. In the compressed
region, 4-body decays of top squarks are excluded up to 400 GeV with a neutralino mass
of 360 GeV [59], and potential decays to charm quarks (t̃1 → cχ̃0

1) are excluded up to
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m(t̃1) = 500 GeV with m(χ̃0
1) = 430 GeV [60].

The CMS collaboration reports exclusion limits up to 1120 GeV on the top squark mass
in the phase space of a potential 2-body decay mode [61], while top squarks are excluded
up to masses of approximately 580 GeV in the 3-body decay scenario [62]. In the region
where 4-body decays are favoured, exclusion limits are determined up to a top squark mass
of 590 GeV [63].
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1 and t̃1 → cχ̃0
1.

The latter two decay modes are superimposed.
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Chapter 3

Experimental setup

This section briefly summarises the accelerator complex at CERN, culminating in the
Large Hadron Collider (LHC) which accelerates and collides particles at unprecedented
energies. Furthermore, essential features of the ATLAS experiment with its sub-detectors
and magnet system are described in adequate detail.

3.1 The Large Hadron Collider

The LHC [65] at CERN (derived from the acronym for the French Conseil Européen pour
la Recherche Nucléaire, or European Council for Nuclear Research), located near Geneva at
the French-Swiss border, is the world’s largest and most powerful particle physics research
facility. The machine is installed underground in the existing 26.7 km long circular tunnel
which was initially constructed to host the Large Electron Positron Collider (LEP). The
particle accelerator is designed to collide proton beams at a centre-of-mass energy of

√
s =

14 TeV. In addition, it is also possible to generate heavy ion collisions with an energy of
2.76 TeV per nucleon.

Figure 3.1: CERN accelerator complex [66]. At first, protons are accelerated by the LINAC2 to energies
up to 50 MeV, afterwards further acceleration up to 1.4 GeV is achieved by the BOOSTER followed by
the PS (26 GeV). In the SPS they got accelerated up to 450 GeV and finally injected in the LHC where
they are able to achieve a maximum energy of 7 TeV.
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Such high particle energies cannot be accomplished by a single source, thus the particle
beams have to be pre-accelerated by a series of accelerator systems, which were already
used for several other experiments and have been upgraded to meet the needs of LHC.
The layout of the injection and accelerator chain at CERN is illustrated in Figure 3.1.
The LHC is supplied by bunches of protons from a simple hydrogen source, electrons are
stripped away via a powerful electrical discharge and the protons are first concentrated and
accelerated up to 50 MeV by the LINAC2 linear accelerator. In the next step, the bunches
are accelerated up to 1.4 GeV by the Proton Synchrotron Booster (BOOSTER) followed
by the Proton Synchrotron (PS) (26 GeV). Afterwards they are further accelerated to
450 GeV in the Super Proton Synchrotron (SPS) and finally injected in the LHC [67].

The LHC machine itself is built-up of 1232 superconducting dipole magnets. The key
feature of those magnets is their twin bore magnet design to accommodate two beam chan-
nels side by side, where the bunches of particles are circulated in clockwise and counter-
clockwise direction. The protons in the beam channels are collided in vacuum. The max-
imum magnetic field of the dipole magnets is 8.33 T, necessary to keep the bunches in
the orbit. The magnet system is maintained by NbTi Rutherford cables and cooled down
to a temperature of 1.9 K using superfluid helium. In addition to the dipole magnets,
several quadrupole and correction magnets are located along the beam pipe to focus the
particle beams, while the acceleration of the particles is achieved by a superconducting
radio frequency cavity system concentrated at one point along the collider.

A maximum number of 2808 bunches can circulate at a time in the LHC with a bunch
spacing of 25 ns. This results in a design value for the instantaneous luminosity for proton-
proton collisions of L = 1034 cm2s−1. The luminosity L is another essential parameter of
the collider, apart from the centre-of-mass energy. It is characterised by beam parameters
only and is defined as [65]:

L =
N2
b nbfrevγr
4πεnβ∗

F. (3.1)

Nb is the number of particles per bunch and nb is the number of bunches per beam.
frev is the revolution frequency, γr the relativistic gamma factor and εn is the normalised
transverse beam emittance. The beta function at the interaction point (IP) is denoted as
β∗ and F is a geometric luminosity reduction factor based on beam crossing angles at the
collision point. Furthermore, L provides information about the produced event rate dN

dt ,
which can be expressed as:

dN

dt
= L · σ. (3.2)

σ is the cross section of a certain process under study given in barn (b = 10−24 cm2)
and reflects the probability of the process to be produced in the collision. The integrated
luminosity L can be determined by integration over time:

L =

∫
Ldt =

N

σ
(3.3)

This quantity is commonly used to specify the number of collisions, its unit is given in
b−1. It also allows to derive the expected number of events of a specific process from its
cross section.

Since the protons are grouped to bunches of high density as well as the high frequency
of collisions, any hard interaction is accompanied by many concurrent soft pp collisions,
referred to as pileup. Proper triggering and reconstruction of the hard interaction event is
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therefore more difficult and thus pileup collisions have also a strong impact on the physics
measurements and searches.

There are four points along the collider ring where the particle beams are brought to
collisions, also called interaction points. Following four main experimental insertions are
located at these points to record and investigate the particle collisions:

• ALICE (A large Ion Collider Experiment). This heavy-ion detector is designed
to address the physics of the quark-gluon plasma at extreme energy densities and
temperatures in heavy-ion collisions [68].

• ATLAS. One of the two general purpose experiments. Physics motivations include
precise investigations of SM phenomena such as electroweak symmetry breaking and
searches for physics beyond the Standard Model [69]. A brief overview of the ATLAS
detector follows in Section 3.2.

• CMS (Compact Muon Solenoid). Another general purpose detector that shares a
similar purpose, namely high precision measurements of SM processes and searches
for new physics phenomena [70].

• LHCb (LHC beauty). The physics program of LHCb comprises investigations of
rare decays of B-hadrons as well as CP violating processes to study the differences
of matter and antimatter [71].

The LHC successfully circulated beams for the first time in September 2008 reaching
a novel energy frontier and originating a new era in modern particle physics. The main
research programme was initiated in 2010 with proton-proton collisions at a centre-of-mass
energy of 7 TeV. After a technical stop at the end of 2009 required for maintenance work
and an unintentional halt due to an incident back in 2008 which caused a severe mechanical
damage in one sector of the collider [72]. After another year of delivering pp collisions at√
s = 7 TeV in 2011, the LHC increased the beam energy further and continued to operate

at a centre-of-mass energy of 8 TeV in 2012. In February 2013 the LHC successfully finished
its first period of operation, referred to as Run 1, and went in a shut down period lasting
about two years which was mandatory for upgrade and maintenance work of the collider
as well as the experiments. Several outstanding achievements have been reached with the
highlight of the discovery of the Higgs boson by the ATLAS and CMS collaborations in
2012 [26, 27]. From 2015 until 2018 the LHC succeeded with the Run 2 campaign and
provided pp collisions at the unprecedented centre-of-mass energy of

√
s = 13 TeV, while

in December 2018 the second long shut down period has begun and will last another two
years. Again, this shut down period is dedicated to maintenance work on the collider ring
as well as on the experiments along the collider ring. Figure 3.2 illustrates the pp collision
data delivered to the ATLAS experiment for each year respectively given in integrated
luminosity and represents the very successful data taking periods. The total recorded data
from pp collisions by the ATLAS experiment amounts to 45.0 pb−1 in 2010, 5.1 fb−1 in 2011
and 21.3 fb−1 in the year 2012. In Run 2, data corresponding to an integrated luminosity
of 3.9 fb−1, 35.6 fb−1, 46.9 fb−1 and 60.6 fb−1 for the years between 2015 until 2018 have
been recorded. Figure 3.3 shows a summary of the average pileup events for Run 1 and
Run 2 respectively. The increase of the mean pileup between the two periods is due to the
decrease of the bunch spacing from 50 ns (Run 1) to 25 ns (Run 2).

A more comprehensive description of the LHC and the injection chain may be found
in [65,67,73].
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Figure 3.2: Integrated luminosity of stable beams for pp collisions delivered to ATLAS over the period
of twelve months [74].
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Figure 3.3: Mean number of interactions per bunch crossing for Run 1 (a) and Run 2 (b) of pp collision
data at 7, 8 and 13 TeV centre-of-mass energy. Data recorded by the ATLAS detector during stable beams
is shown, and the total integrated luminosity and the mean number of interactions per bunch crossing
< µ > per year are given in the figures [74,75].

3.2 The ATLAS detector

This section gives a brief summary of [69,76,77], where comprehensive and precise descrip-
tions of the ATLAS experiment can be found.

The ATLAS detector hosted at Point 1 of the LHC collider ring is one of the two general
purpose experiments of the LHC research program. A schematic layout of the detector is
shown in Figure 3.4. Its total size is approximately 44 m in length and 25 m in height.
It is built up of various sub-detector systems. The individual sub-detectors are either
cylindrically arranged around the beam axis in the central part of the detector, denoted as
barrel region, or as disks perpendicular to the beam axis on both sides of the interaction
point, referred to as end-caps. Hence, hermetic geometric coverage is guaranteed.

Closest to the collision point is the inner detector (ID) located. It is surrounded by
a superconducting solenoid which provides a 2 T axial magnetic field. The ID consists
of silicon-based high-resolution pixel and strip detectors in combination with straw-tube
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tracking detectors for momentum and vertex measurements of charged particles as well as
pattern recognition.

The calorimeter system assures excellent energy and position resolution and contains
electromagnetic and hadronic sampling calorimeters based on liquid-argon (LAr) techno-
logy as well as a scintillator-tile hadronic calorimeter in the central part of the detector.

At last, the muon spectrometer (MS) is located furthest from the collision point. To
achieve good bending power and acquire excellent muon momentum resolution a toroidal
magnetic field provided by an air-core superconducting toroid system is incorporated in
this part of the detector. The provided magnetic field strength in the toroid system ranges
from 0.5− 1 T, depending on the location in the detector.

Since only a fraction of all the collisions are of particular interest, ATLAS uses a two-
level trigger system in Run 2 [78] in order to reduce the number of events to less than a
few hundreds per second for storage and subsequent data analysis.

Figure 3.4: ATLAS detector layout [79].

Coordinate system

The coordinate system used by ATLAS is right-handed with its origin at the nominal
interaction point in the centre of the detector. The x-axis points radially from the IP to
the centre of the LHC, the y-axis is pointing upwards and the z-axis points along the beam
pipe. The plane spanned by the x- and y-axes is referred to as the transverse plane. The
azimuthal angle, denoted as φ is measured from the x-axis around the beam axis, and the
polar angle θ is measured from the z-axis. More conventional in high energy physics is the
pseudorapidity which is defined as η = − ln tan(θ/2), because differences in pseudorapidity
are Lorentz invariant under boosts along the beam axis. In the case of massive objects,
the rapidity y = 1/2 ln[(E + pz)/(E − pz)] is used instead of pseudorapidity. The distance
between two objects in the η − φ plane is defined as ∆R =

√
∆η2 + ∆ φ2.
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Figure 3.5 shows the cross-section of one quarter of the ATLAS detector and illustrates
the different signatures deposited by various charged and uncharged particles in the differ-
ent detector systems, except for neutrinos which do not interact with any material in the
detector.

Figure 3.5: Cross-sectional view of one quarter of the ATLAS detector showing tracks and showers from
different charged and uncharged particles [80].

3.2.1 Magnet system

The magnet system is a key ingredient for the detector design. As charged particles move
along curved trajectories within a magnetic field, it is possible to determine the particle’s
momentum by:

pT = qBr (3.4)

Here, pT stands for the momentum orthogonal to the direction of the magnetic field B,
q denotes the particle’s charge and r is the radius of the curvature. In addition, the sign
of the electric charge can be determined from the direction of the deflection (left - right)
within the magnetic field.

The ATLAS magnet system consists of one superconducting central solenoid and three
toriod magnets. The superconducting magnets are operated at a temperature of 4.5 K.

Central solenoid

The central solenoid has a total length of 5.8 m with an inner and outer diameter of 2.46 m
and 2.56 m respectively. It provides an axial field of 2 T and has a stored energy of 40 MJ,
provided by a single-layer coil which is wound with an Al-stabilised NbTi conductor. The
radiative thickness of the solenoid had to be minimised to require sufficient performance
of the calorimeter system, which is surrounded by the solenoid. Thus, the solenoid share a
common vacuum vessel and cryostat with the LAr calorimeter. The flux of the magnetic
field is returned by the steel of the hadronic calorimeter and its girder structure.
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Toroid system

The muon spectrometer system is immersed by one barrel and two end-cap toroid magnet
systems to achieve sufficient muon momentum performance. The provided magnetic field
strength is 0.5 T and 1 T for the barrel and the end-caps, respectively. The overall size
of the barrel toroid is 25.3 m in length with an inner and outer diameter of 9.4 m and
20.1 m, respectively. It consists of 8 coils in stainless steel vacuum vessels which surround
the calorimeters as well as the two end-cap toroids. The total stored energy is 1.1 GJ.

The end-cap toroids provide the magnetic field for the end-cap regions of the muon
spectrometer system. Each end-cap consists of a single cold mass built up from eight flat,
square coil units and eight keystone wedges.

3.2.2 Inner detector

Tracking detectors are essential in particle physics experiments in order to detect charged
particles and measure their momentum. The basic principle of tracking detectors is that
a charged particle leaves a trail of ionised atoms and electrons if the charged particle
traverses the detector medium. The trajectory of the charged particle can be reconstructed
by detecting the ionised particles. In the case of semiconductor-based tracking detectors
the charged particle leaves a trail of electron-hole pairs when it traverses the semiconductor
material, and the trajectory is reconstructed based on the detection of the electrons and
holes which drift through the semiconductor material.

The conceptual layout of the inner detector system is illustrated in Figure 3.6 (only
the barrel region is shown, while the end-caps are omitted in this view). Closest to the
interaction point, the particle flux is the highest and thereby a high track density is present.
Thus, good spatial resolution in this part of the detector is vital. The tracking system in the
ATLAS experiment is built up from pixel and silicon microstrip (SCT) trackers surrounded
by a transitions radiation tracker (TRT). Robust pattern recognition and high precision
measurements of charged particle tracks in the R− φ plane as well as along the z-axis are
granted by the combination of those three independent detector techniques, which take up
a total length of 5.3 m with a diameter of about 2.5 m.

The high precision pixel and SCT systems cover the region |η| < 2.5 and allow precise
impact parameter measurements, vertexing for heavy-flavour objects and τ−lepton tagging.

The pixel detector consists of three layers in the barrel region, while the pixel end-caps
consists of three disks on either side of the interaction point. The minimum size of a pixel
is 50× 400 µm2 (R−φ× z) and the pixel sensors are identical in the whole pixel detector.
The intrinsic accuracies in the R− φ plane are 10 µm and 115 µm along the z-axis in the
barrel as well as both end-caps. The total number of readout channels of the pixel detector
is approximately 80.4 million.

During the shut down period between Run 1 and Run 2 major upgrades to the various
detector systems had been accomplished, also to the inner detector. A fourth layer with
another 6.02 million pixels had been added to the pixel detector between a new, smaller
beam pipe and the innermost pixel layer at a radius of about 33 mm, referred to as the
insertable B-Layer (IBL). This was necessary to restore and further improve the quality
of the tracking precision and thereby enhance the vertexing and b tagging efficiencies,
because irreparable deficiencies in the pixel detector will appear with time for example due
to radiation effects. Furthermore, readout inefficiencies due to high occupancy especially
in the first pixel layer, which are caused by higher luminosity and larger event pileup are
compensated by the IBL [81].

The SCT barrel consists of four layers of 6.4 cm long double-sided silicon strip modules
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with a rectangular shape. The strips of the double-sided sensors are slightly twisted to each
other and form a small angle of 40 mrad, with one set of strips parallel to the beam axis
to measure all coordinates. The strip pitch of the sensors in the barrel region is 80 µm and
the intrinsic accuracies per module are 17 µm (R−φ) and 580 µm (z). The SCT end-caps
comprise nine disks on either side located at a distance of 810 mm < |z| < 2797 mm to the
nominal interaction point. The sensors applied in the end-cap region have a trapezoidal
shape with a set of strips arranged radially and the other set of strips at a small angle
(∼ 40 mrad). The mean strip pitch is also 80 µm and the intrinsic accuracies of the
modules are approximately 17 × 5800 µm (R − φ × z). The SCT system has a total of
6.3 million readout channels.

The TRT system is built up from 4 mm wide straw tubes filled with a Xe based gas
mixture. Transition-radiation photons enhance the capability of electron identification.
An estimated number of ∼ 36 hits per track, provided by the straw tubes, in combination
with a longer measured track length compensates its lower precision, compared to the pixel
and SCT systems. This system covers a region up to |η| < 2.0 and only provides R − φ
information with an intrinsic accuracy of 130 µm per straw. Alike the other two systems
in the inner detector, the TRT can be divided into a barrel part with 144 cm long straws,
which are aligned parallel to the beam axis, and an end-cap region where the straws with
a length of 37 cm are radially arranged in wheels. The total number of readout channels
in the TRT is roughly 351000.

Figure 3.6: Layout of the inner detector system including the insertable B-Layer (IBL) implemented
during the first long shut down, pixel and silicon microstrip tracker and the transition radiation tracker [82].

3.2.3 Calorimetry

In general, particles initiate particle showers when traversing characteristic material, thereby
secondary particles deposit energy and produce further particles until the total energy is
absorbed. The composition and the dimensions of such particle showers depend on the
type and the energy of the primary particle. Calorimeters aim to fully absorb particles
and hence the signals produced in a calorimeter are a measure for the particle’s energy. In
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principle, they can be distinguished into electromagnetic (EM) and hadronic calorimeters
to reconstruct either the energies of electrons, positrons and photons or the energies of
hadrons. Two essential characteristics for calorimeters are the energy resolution and the
thickness given in radiation length X0 or interaction length λ, for EM or hadronic calori-
meters, respectively. The latter reflects the distance at which the particle looses a certain
amount of energy and the shower development through the detector material.

Figure 3.7 illustrates the various EM and hadronic calorimeter systems in the ATLAS
detector covering a total of |η| < 4.9. Both sub-systems are sampling calorimeters, meaning
that the active material where the signals are measured is intersected by multiple passive
absorber layers. Such construction type is necessary to keep the detector design compact
and reduce material costs, although it has a negative effect on the energy resolution, because
only the amount of energy can be measured, that is deposited in the active material.

Electromagnetic calorimeter

Similar to the other sub-systems, the EM calorimeter can be sub-divided into a barrel
region (|η| < 1.475) and two end-caps (EMEC; 1.375 < |η| < 3.2), each housed in its own
cryostat. As mentioned in Section 3.2.1, the barrel unit shares a common cryogenic system
with the central solenoid to reduce material in front of the calorimeters and provide optimal
performance, while the cryostats of the end-caps include also the hadronic end-cap and the
forward calorimeter systems described later in this section. Liquid-argon (LAr) acts as an
active material, interleaved by lead absorber plates. LAr has been chosen because of its
intrinsic linear behaviour and radiation hardness. The electrodes and the passive plates are
arranged in an accordion geometry to guarantee a complete φ symmetry without azimuthal
cracks. The barrel consists of two identical half-barrels with a tiny gap of 4 mm at z = 0
and each end-cap unit includes a coaxial inner wheel (1.375 < |η| < 2.5) and outer wheel
(2.5 < |η| < 3.2). The η region that matches with the ID system (Section 3.2.2) has a
finer granularity to allow precise measurements of electrons, positrons and photons, while
the residual part of the calorimeter system has a slightly coarser granularity. Nevertheless
sufficient enough for accurate jet reconstruction (see Section 4.3.4) and measurements of the
momentum imbalance in the transverse plane (see Section 4.3.7), which is a vital observable
for searches for supersymmetric particles. At the innermost section of the EM calorimeter
is an active LAr layer covering an |η| region up to 1.8 with a depth of 1.1 cm (0.5 cm) in
the barrel (end-cap) to correct energy losses by electromagnetic interacting particles. The
EM calorimeter has thickness of at least 22 X0 in the barrel and at least 24 X0 in the end-
caps. Where necessary, the depth increases up to 33 X0 and 38 X0 for the barrel and the
end-caps, respectively. The required energy resolution of the electromagnetic calorimeter
in the ATLAS detector which is based on the performance goals of the experiment is [69]:

σ(E)

E
∼ 10%√

E
+ 0.007 (3.5)

Hadronic calorimeter

Directly on top of the EM calorimeter is the hadronic tile calorimeter located, consisting
of a central barrel (|η| < 1.0) and two extended barrels ranging from |η| = 0.8 to |η| = 1.7.
Steel is used as the absorber material and scintillating tiles are used as the active detector
medium. The signal produced in the scintillating tiles is guided by wavelength shifters
into photomultiplier tubes. The front-end electronics are also able to combine sub-sets of
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readout channels to form trigger elements for the Level-1 trigger (see Section 3.2.5). The
whole tile calorimeter is segmented into three layers which sum up to a total depth of 7.4 λ.

Larger pseudorapidities are covered by the hadronic end-cap calorimeters (HEC) in each
direction and consist of two independent wheels per end-cap. They are located directly
behind the EMEC and share a common cryogenic system. The coverage of one HEC ranges
from |η| = 1.5 to |η| = 3.2 and thereby slightly overlaps with the tile calorimeter in the
lower η range and with the forward calorimeter system in the upper η range. The front
wheel is built up from 25 mm thick copper plates (absorber) interleaved by 8.5 mm wide
gaps which are filled by LAr as the active medium. The layout of the rear wheel is similar
but has a coarser sampling fraction using 50 mm thick copper plates. Front and rear wheel
of the HEC are both composed of two segments which sum up to a total of four layers for
each HEC system and results in a total thickness of approximately 10 λ.

Lastly, the forward calorimeter (FCal) system reaches a coverage of 3.1 < |η| < 4.9.
As mentioned above it is also integrated in the end-cap cryostats and significantly reduces
the radiation background that reach the muon spectrometer. It is also based on a LAr
technology and consists of three modules per end-cap. The first module is made of copper
(absorber) and optimised for EM measurements, while the second and third modules are
made of tungsten absorber plates suitable for hadronic measurements. All three modules
together lead to a total depth of about 10 λ for each FCal end-cap, respectively.

The required energy resolution of the hadronic calorimeter system in the ATLAS de-
tector which is based on the performance goals of the experiment is [69]:

σ(E)

E
∼ 50%√

E
+ 0.03 (3.6)

Figure 3.7: Assembly of the electromagnetic and hadronic calorimeter system in the ATLAS experi-
ment [83].

3.2.4 Muon spectrometer

Unlike other particles, muons are not stopped by any of the calorimeters in the ATLAS
detectors, because they are able to penetrate several metres of material without showering.
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Hence, the muon spectrometer system builds the outermost part in the detector where they
are the only particles likely to register a signal.

Due to the separate toroidal magnetic field, mentioned in Section 3.2.1, a standalone
reconstruction of muons is possible with high resolution. The schematic layout of the AT-
LAS muon system is illustrated in Figure 3.8. High precision chambers arranged in three
concentric cylindrical layers are located in between and on the eight coils of the supercon-
ducting toroid magnet in the barrel region. In the end-cap region they are accommodated
in three layers in front of and behind the end-cap toroid magnets and arranged as large
wheels perpendicular to the beam axis. The total coverage of the muon system goes up
to |η| < 2.7 while triggering on muons is also possible with separate trigger chambers up
to |η| < 2.4. Magnetic deflection in the central part (|η| < 1.4) is provided by the barrel
toriod, while the end-cap magnets provide magnetic bending from |η| = 1.6 up to |η| = 2.7.
In the small transition region between 1.4 and 1.6 the magnetic deflection is provided by a
combination of both magnet systems. This configuration provides a magnetic field mostly
orthogonal to the muon trajectories.

Most of the η range is covered by Monitored Drift Tubes (MDT) for high precision
measurements of muon tracks. The MDTs are operated with an Ar/CO(2) gas mixture
under pressure (3 bar). Depending on their location in the detector they consist of three
to eight layers of aluminium drift tubes with a 50 µm thin tungsten-rhenium wire in the
centre of the tube and achieve an average resolution of approximately 35 µm per chamber.

In addition, multi-wire proportional chambers with cathodes segmented into strips,
referred to as Cathode Strip Chambers (CSC) are mounted on the innermost end-cap plane
covering the region between 2.0 < |η| < 2.7. CSC chambers have a higher granularity and
are able to withstand the demanding rate and background conditions. The whole CSC
system consists of one small and one large wheel with eight chambers each, their wires
are radially oriented, while the two cathodes are segmented with the strips either oriented
parallel or perpendicular to the wires to provide measurements of both coordinates. The
chambers are operated with the same gas mixture as the MDTs. In the bending plane the
CSCs achieve a resolution of about 40 µm and 5 mm in the traverse plane.

The muon triggering system is based on different technologies which provide faster
readout. The purpose of the system is threefold. Detectors used for triggering should be
precise enough to trigger on well defined pT thresholds, identification of bunch crossing
and they should also be able to measure the coordinate in the direction orthogonal to
the coordinate determined by the precision tracking chambers. For those reasons, three
concentric cylindrical layers of Resistive Plate Chambers (RPC) are used in the barrel
region and a total of nine layers of Thin Gap Chambers (TGC) are applied either in the
middle or the inner layer of the end-caps. Both types of detectors deliver signals with a
spread of roughly 15− 25 ns.

3.2.5 Trigger and data acquisition

Another essential component of any collider experiment is the trigger logic, because this
system builds up the decisions whether events will be kept and stored or discarded. With
a zero-suppressed event size of about 1 − 2 MB, together with the short bunch crossing
of 25 ns, the produced data rate would be of the order of multiple TB/s, which is in
general not desirable to record. Additionally, a large fraction of all the interactions is not
of particular interest. An appropriate trigger strategy reduces the interaction rate from
40 MHz down to 1 kHz. This reduction is usually achieved in multiple stages by a hardware
based first-level trigger and a subsequent software based high-level trigger.
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Figure 3.8: Schematic layout of the ATLAS muon spectrometer consisting of high precision MDT and
CSC chambers as well as RPC and TGC trigger chambers [84].

The ATLAS collaboration adapted a major change to the trigger structure during the
first long shut down period, otherwise the maximum allowed trigger rate would have been
exceeded in the following data taking periods. The optimised two-stage trigger logic is
shown in Figure 3.9 and reported in [78,85].

The first stage of the ATLAS trigger system is referred to as the Level-1 trigger (L1)
and is based on hardware processors. The L1 trigger decision, whether an event will be
recorded, is formed by the Central Trigger Processor (CTP) after receiving inputs from the
L1 Calo, L1 Muon trigger units and many other sub-systems such as luminosity counter,
etc. The decision from L1 Calo and L1 Muon in turn depend on the detected signals in the
dedicated barrel and end-cap sectors of the calorimeter system and the muon spectrometer
respectively. The CTP is also responsible for applying preventive dead-time to the readout.
After an event is accepted by the L1, it is buffered in the readout system and further
processed by the final stage, denoted as high-level trigger (HLT).

The software based HLT logic receives information in which part of the detector certain
signals had been registered (Region-of-Interest) from the Level-1 trigger. This information
is then further processed for regional reconstruction in the various trigger algorithms.
After HLT acceptance, the event is transferred to the local storage for further offline recon-
struction, at the experimental site as well as exported to the TIER-0 facility at CERN’s
computing centre. During the whole process the maximum output rate of the L1 which is
roughly 100 kHz is reduced to an average HLT physics output rate of 1 kHz.
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Chapter 4

Common aspects of the searches for top
squark pair production

The purpose of the following chapter is to give an overview of the basic analysis strategy
used in the searches reported in Chapter 7 and Chapter 8. Afterwards the recorded data
samples and the simulated event samples utilised in the searches are described. The meth-
ods for the simulation of collision events will be briefly summarised as well.

In order to identify and reconstruct physics objects from the recorded signals, measured
in the detector, particular algorithms are used. Dedicated procedures to obtain candidates
for the major objects used in the analyses later on are described in the following.

4.1 Analysis strategy

The analysis strategies of the two searches for supersymmetry which are reported later on
are similar. However, the discriminating variables used to isolate SUSY signal events from
SM background events are different in the two analyses.

First, a so-called signal region (SR) is defined in which the expected number of SUSY
signal events is significantly enhanced compared to the contribution from SM background
processes in this region. After a coarse event preselection, a series of additional selection
criteria is defined based on variables that emphasise the discriminative properties between
the SUSY signal and the dominant background events. The SR is chosen such that the
discovery sensitivity is maximised.

The contribution from the dominant SM background in the SR is constrained in a
disjunct region of phase space, referred to as control region (CR), in which it is normalised
to the observed number of events and further on extrapolated to the SR. This way, the
analysis is more robust against mis-modelling effects of the simulation and background
uncertainties can be reduced. Criteria for the definition of the CR are that it must be
kinematically compatible with the signal region in order to yield a reasonable extrapolation,
the associated background processes should be enhanced and a potential signal contribution
must be negligible. To investigate the background estimation method in a data-driven
manner, an additional validation region (VR) is defined. Hence, the SR targeting the
particular three-body decay scenario is associated with a CR and VR for the estimation
and validation of the dominant SM background processes.

A simultaneous fit (see Chapter 6) is performed in the signal region itself and the asso-
ciated control region, while the validation region is only used to crosscheck the background
prediction, but not to constrain the SM background events in the fit technique.

Two types of SRs are used in the analyses. First, a discovery scenario based on counting
events in a single region is defined (“single-bin”) to quantify the existence and extent of
a potential excess. Another analysis technique, referred to as exclusion scenario is used
in the absence of any evidence for new physics beyond the SM, in which the SR is split
into multiple bins in a specific discriminating variable. Afterwards, a maximum-likelihood
fit is performed including all those bins. The reason for this procedure is that utilising
the signal-to-background ratios in the different bins lead to an increased sensitivity for a
potential signal exclusion.
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4.2 Data collection and simulated event samples

4.2.1 Data sample

The two analyses which make up the central part of this work target the same signal model
as described in Section 2.3.4. The recorded datasets on which the analyses are performed
are distinct.

The analysis described in Chapter 7 will be referred to as bWN-subSet in the following.
The abbreviation indicates the 3-body decay scenario of the top squark, comprising a
bottom quark (b), a W boson and the neutralino (N), and in addition implies the dataset
on which the analysis is performed. bWN-subSet is based on pp collision data at a centre-
of-mass energy of

√
s = 13 TeV recorded in the years 2015 and 2016, corresponding to a

total integrated luminosity of 36.1 fb−1. The uncertainty of the integrated luminosity is
3.2 % and is determined based on the methods described in [86].

The subsequent analysis, documented in Chapter 8 and referred to as bWN-fullSet,
is performed on the total recorded dataset of pp collisions at a centre-of-mass energy of√
s = 13 TeV from the period between 2015 and 2018 and corresponds to a total integrated

luminosity of 139 fb−1 with an uncertainty of 1.7 %. The uncertainty on the integrated
luminosity is derived from the calibration of the luminosity scale using x-y beam-separation
scans, following the methodology described in [87], and using the LUCID-2 detector for
the baseline luminosity measurements [88].

In both analyses, the dataset was recorded with one particular type of triggers requiring
a large amount of missing transverse momentum, denoted as Emiss

T triggers. At the L1
trigger stage, the trigger algorithm is based on the vectorial sum of energy deposits in
the calorimeters, while a more refined computation is done at the HLT, which is based
on the vector sum of all calorimeter cells above a particular noise level. The Emiss

T trigger
threshold at the HLT has been raised during the data-taking period from 70 GeV in 2015 to
110 GeV in 2018 in order to keep the trigger rate stable despite the increasing instantaneous
luminosity. Nevertheless, it is fully efficient for an offline calibrated transverse momentum
imbalance above 230 GeV, which is applied on all events later on.

4.2.2 Simulated event samples

Monte-Carlo event generation

In order to make reliable interpretations from the recorded data, comparisons to simu-
lations are essential. Therefore, all SM processes which are expected from pp collisions
at the LHC as well as possible BSM signatures that may be hidden in the vast majority
of SM background events are generated using the so-called Monte-Carlo technique. With
this numerical method, probabilities and their related quantities are estimated by using se-
quences of random numbers. Before discriminative quantities can be determined from the
final states of scattering events in order to isolate SUSY signals from SM background pro-
cesses, multiple consecutive steps are required during the event generation. The individual
components of an event generation are the modelling of parton density functions inside
the proton, the actual pp hard scattering process, the parton showering and hadronisation,
and finally the detector response to the generated final state particles.

A comprehensive summary of current event generators for simulations of pp collisions
at the LHC as well as an in-depth description of the generation of scattering processes may
be found in [89].

It is a well known fact that the proton is a composite object and consists of partons,
which is the collective term for particle constituents within hadrons, namely the gluons and
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quarks. In order to describe the momentum fractions of the partons within the proton,
parton distribution functions (PDF) are used. A PDF describes the probability to find a
respective parton with a momentum fraction x within a proton which is probed at a certain
energy scale µ2. Thus, PDFs are important for the simulation of the hard process and the
parton showering. Parton distribution functions cannot be determined analytically because
they depend on non-perturbative physics. However, they are extracted from measurements
of deep inelastic scattering processes as well as from hadron colliders by using evolution
equations [90–92]. There are a large variety of PDF sets provided by different groups.
As an example, Figure 4.1 illustrates the parton distribution functions of the gluon, the
valence quarks, and sea quarks of the proton at two different energy scales provided by the
NNPDF group [93]. The calculations correspond to a precision at next-to-next-to-leading
order (NNLO) of perturbation theory. As can be seen from these figures, PDFs depend on
the energy scale and the momentum fraction x of the partons which are contributing to
the total momentum. The choice of the PDF set also influences the cross section as well
as the event shape.
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Figure 4.1: Parton distribution functions of the gluon, valence quarks and various sea quarks of the
proton obtained in the NNLO NNPDF3.0 global analysis [93]. The left plot corresponds to hadronic scales
(µ2 = 10 GeV2) and the right plot corresponds to higher scales as present at the LHC (µ2 = 104 GeV2) [5].

Due to the large momentum transfer, the partons rather than the proton participate
in the hard process, which can be calculated at fixed order of perturbation theory. The
cross section of a parton-parton collision with a particular final state can be computed
using the factorisation theorem [94] and depends on the PDFs of the initiating partons,
the squared parton-level matrix element and the integration over the corresponding phase
space. Calculations beyond leading order (LO) increase the accuracy and tend to describe
the experimental data better. For example, in order to determine the cross section of a
particular final state at next-to-leading order (NLO) accuracy, extra corrections for ad-
ditional real emissions and virtual quantum loops are taken into account in addition to
the LO calculation. However, these emissions and loops may introduce divergences in the
integrals and must cancel out, and as a result the combination afterwards with the parton
shower algorithm becomes more complex.
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Partons emerging from a collision carry colour-charge and thus may emit gluons, which
in turn further give rise to quark-antiquark pairs. This process continues from the initial
high energy scales down to low energy scales (O(∼ 1 GeV)) at which non-perturbative
effects become sizeable and the partons recombine to hadrons. Hence phenomenological
models are required. In a simulation, this process is realised by the parton shower al-
gorithm. Parton showers represent higher-order corrections to the hard process, such as
collinear parton splitting and soft gluon emission. The parton splitting describes how the
energy of the initial parton is distributed when it splits into two other partons by using ded-
icated splitting functions [92]. Additionally, a cut-off has to be introduced due to infinities
which may occur in the integrals. Further on, the process of parton showering is applied
to any new parton until the initial energy is distributed and reaches the hadronisation
scale, where the partons form to hadrons. In principle, the same procedure is applied as a
backwards evolution, at which the showering develops backwards and increases energy at
each emission, in order to account for initial state radiation effects from incoming partons.

As already mentioned, the combination of the perturbatively computed hard-scatter
process and the parton shower is complex. Matching techniques are required in order to
differentiate between hard emissions from soft and collinear radiations, otherwise double
counting of various effects would occur.

Finally, the hadronisation process, at which no further shower development of partons
takes place, needs to be simulated. Hadronisation cannot be calculated from first principles
because of the non-perturbative character at energy scales at the order of O(∼ 1 GeV), and
thus phenomenological models are essential. The most commonly used phenomenological
models are the string model [95,96] and the cluster model [97].

The final result from these generation phases is a particle-level event, representing the
true physics of a scattering process. Later on in this thesis, such events are referred to
as Truth events. However, to provide reliable comparisons to the recorded data from the
detector, interactions of the final-state particles from the generated events with the detector
material are precisely simulated by the Geant 4 simulation toolkit [98] and an accurate
model of the ATLAS detector [99]. Moreover, the simulated detector response is provided
in the same format as the recorded data. This kind of reconstructed events are denoted as
Reco events later on.

Dominant SM backgrounds

The analyses performed in this thesis target final states containing exactly one electron or
muon, which should be isolated from surrounding hadronic activity. Such prompt leptons
are typically produced from the decay of a W boson. The other decay product from
the leptonic W decay is the neutrino, which produces a significant amount of momentum
imbalance in the detector, because it escapes the detector undetected. As a consequence,
SM backgrounds populate the same phase space as potential supersymmetric decays.

The dominant SM background source in both analyses is top quark pair production
(tt̄). tt̄ events, where the W boson from the top quark decay subsequently decays into a
lepton-neutrino pair and the otherW boson decays into a quark-antiquark pair are referred
to as semi-leptonic tt̄ events (Figure 4.2(a)). This type of tt̄ processes can be suppressed
by kinematic observables, due to the angular relation of the lepton-neutrino pair. The only
remnants are therefore dileptonic tt̄ events (Figure 4.2(b)), where one of the leptons is either
not reconstructed, mis-identified as a different object or removed by the overlap removal
procedure. Contributions from all-hadronic tt̄ events as well as multi-jet production are
found to be negligible in both analyses.
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Figure 4.2: Feynman diagrams of top quark pair production and decay.

Another SM contribution comes from singly produced top quarks. Figure 4.3 shows
Feynman diagrams of possible production channels of single top quark processes. From
these scenarios, the largest contribution to the signal phase space is mainly from W boson
associated production (Figure 4.3(d) and 4.3(e)), which is difficult to separate from a
tt̄ process because of the subsequent top quark decay into a b quark and a W boson.
Contributions from single top quark production in s-channel (Figure 4.3(a)) and t-channel
(Figure 4.3(b) and Figure 4.3(c)) are negligibly small.
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Figure 4.3: Feynman diagrams for the production of single top quarks.

W boson production in association with additional jets, is also considered in the signal
phase space if the W boson decays leptonically. This type of SM background is referred to
as W+jets.

Other SM processes, such as di- or multi-boson production and top quark pair produc-
tion in association with bosons, are also considered in the analyses but contribute only to
a minor extent to the targeted phase space.

Signal

The phenomenology of the targeted signal model was already discussed in Section 2.3.4. In
both analyses, a simplified model is considered for the scenario where the only light super-
symmetric particles are the lightest top squark (t̃1) and the lightest neutralino (χ̃0

1). The
decay of the top squark is determined by the masses of the top squark and the neutralino,
∆m = m(t̃1) −m(χ̃0

1). The main target model in this work is the 3-body decay mode of
the top squark, t̃1 → bWχ̃0

1 (see Figure 2.4).
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Simulated samples in bWN-subSet

Details of the simulated event samples used in analysis bWN-subSet, including the matrix
element (ME) event generator, PDF set, the parton shower (PS) and hadronisation model,
the set of tuned parameters (tune) for the underlying event (UE) and the order of the cross
section calculation, are summarised in Table 4.1.

The nominal tt̄ sample and the single top quark processes were generated with Powheg-
Box (NLO) [100–104] interfaced to Pythia6 for parton showering and hadronisation. For
both samples, cross sections were calculated to next-to-next-to-leading order with the re-
summation of soft gluon emission at next-to-next-to-leading-logarithm (NNLL) accuracy.

W+jets and diboson production were generated with Sherpa 2.2.0 [105] (and Sherpa
2.1.1 – 2.2.1 for the latter) using Comix [106] and OpenLoops [107]. The samples were
merged with the Sherpa parton shower [108] using the ME+PS@NLO prescription [109].
Cross sections of the W+jets events were further normalised to NNLO accuracy.

Furthermore, tt̄+ V processes were generated with MG5_aMC@NLO [110] and inter-
faced to Pythia8 for parton showering and hadronisation. The cross section of the tt̄+ V
samples are normalised to the theoretical predictions at NLO accuracy.

All SM background samples were simulated with the full simulation of the ATLAS
detector based on GEANT4. More details of the tt̄, W+jets, diboson and tt̄+ V samples
can be found in [111–114].

The SUSY signal samples were generated at leading order with MG5_aMC@NLO.
The top squark decay was modelled with MadSpin [115] and interfaced with Pythia8
for the parton showering and hadronisation. In order to prove the sensitivity of the ana-
lysis in the adjacent 4-body phase space, a set of t̃1 → bff ′χ̃0

1 samples using the exact
same methodology were produced. The sensitivity in the 2-body regime was also tested.
For additional t̃1 → tχ̃0

1 samples, the top squark decay was generated with Pythia8.
Since the decay products of the 2-body samples do not preserve spin information, a po-
larisation reweighting was applied following the methodology described in [116, 117]. For
the MadSpin samples, top squarks were assumed to be composed mainly of t̃R(∼70%),
which is consistent with the samples in the 2-body decay mode. The cross sections for
top squark pair production were calculated to next-to-leading order in the strong coupling
constant, adding the resummation of soft gluon emission at next-to-leading-logarithm ac-
curacy (NLO+NLL) [118–120]. The nominal cross section and the uncertainty were taken
from an envelope of cross section predictions using different PDF sets and factorisation and
renormalisation scales as described in [121]. The signal samples were all simulated with a
fast detector simulation [122].

In addition, all samples which were produced with MG5_aMC@NLO and Powheg-
Box used EvtGen v1.2.0 [123] to model B-hadron decays. In order to simulate pileup
effects from the same or nearby bunch crossings, a varying number of minimum-bias events,
generated with Pythia8, are overlaid on the hard-scattering event for all samples. Further
on, the number of interactions per bunch crossing in the simulated events was reweighted
to match the pileup distribution measured in data.

Simulated samples in bWN-fullSet

Similar as above, Table 4.2 summarises the details of the simulated events used in analysis
bWN-fullSet. For most of the samples only minor changes were implemented such as
updates to the most recent releases of the various generator frameworks.

One major change for the tt̄ sample and single top sample was to switch to Pythia8
for the modelling of the parton shower and hadronisation, while Powheg-Box has been
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Process ME generator ME PDF PS and UE tune Cross section
hadronisation calculation

tt̄ Powheg-Box v2 [100] CT10 [124] Pythia 6 [125] P2012 [126] NNLO+NNLL [127–132]
Single-top
t-channel Powheg-Box v1 CT104f Pythia 6 P2012 NNLO+NNLL [133]
s and Wt-channel Powheg-Box v2 CT10 Pythia 6 P2012 NNLO+NNLL [134,135]

V+jets (V = W/Z) Sherpa 2.2.0 [105] NNPDF3.0 [136] Sherpa Default NNLO [137]
Diboson Sherpa 2.2.1 CT10 Sherpa Default NLO
tt̄+ V MG5_aMC@NLO 2.2.2 [110] NNPDF3.0 Pythia 8 [138] A14 [139] NLO [110]
SUSY signal MG5_aMC@NLO 2.2 – 2.4 NNPDF2.3 [140] Pythia 8 A14 NLO+NLL [121]

Table 4.1: Summary of the simulated samples used in analysis bWN-subSet.

kept for the generation of the matrix element. The cross sections for both samples were
calculated at NNLO+NNLL accuracy as before.

For samples generated with Sherpa, the release version was changed. Thus, W+jets
production was generated using Sherpa v2.2.1. Multi-boson events were generated with
Sherpa 2.2.1 – 2.2.2. Parton showering and the merging scheme are identical to analysis
bWN-subSet. The cross sections of W+jets processes were normalised with theoretical
predictions at NNLO accuracy.

For tt̄+V samples, the same generator setup was used as above, only the release version
of MG5_aMC@NLO was updated to 2.3.3.

The full simulation model of the ATLAS detector was used for the SM background
processes.

For the generation and simulation of the signal samples, the exact same methodology
was used as in analysis bWN-subSet. Only the release version of MG5_aMC@NLO was
updated to 2.6.2. Again, the signal samples were all processed with the fast detector
simulation. Signal cross sections were also updated and were calculated to NNLO in
the strong coupling constant, adding the resummation of soft gluon emission at NNLL
accuracy [118, 119, 141, 142]. The nominal cross section and its uncertainty were derived
using the PDF4LHC15_mc PDF set, following the recommendations of [143].

B-hadron decays are modelled using EvtGen v1.6.0 for all samples which were pro-
duced with MG5_aMC@NLO and Powheg-Box. The effects of multiple pp interactions
per bunch crossing are taken into account in the simulation, hence the number of interac-
tions per bunch crossing was subsequently reweighted to the observed pileup distribution
in data.

Process ME generator ME PDF PS and UE tune Cross section
hadronisation calculation

tt̄ Powheg-Box v2 NNPDF3.0 Pythia 8 A14 NNLO+NNLL
Single top
t-channel Powheg-Box v1 NNPDF3.0 Pythia 8 A14 NNLO+NNLL
s and Wt-channel Powheg-Box v2 NNPDF3.0 Pythia 8 A14 NNLO+NNLL

V+jets (V = W/Z) Sherpa 2.2.1 NNPDF3.0 Sherpa Default NNLO
Multiboson Sherpa 2.2.2 - 2.2.1 NNPDF3.0 Sherpa Default NLO
tt̄+ V MG5_aMC@NLO 2.3.3 NNPDF2.3 Pythia 8 A14 NLO
SUSY signal MG5_aMC@NLO 2.6.2 NNPDF2.3 Pythia 8 A14 NNLO+NNLL [118,119,141,142]

Table 4.2: Summary of the simulated samples in analysis bWN-fullSet.



44 Object definition, event reconstruction and discriminating variables

4.3 Object definition, event reconstruction and discriminat-
ing variables

In general, two definitions of physics objects are used. Baseline objects are used to compute
the momentum imbalance in the transverse plane of an event and possible overlaps of
different physics objects. Since the analyses in this work only select final states with exactly
one electron or muon, baseline electrons or muons are necessary to veto events with more
than one of those candidates. Signal physics objects are a sub-set of the baseline candidates
that fulfil tighter identification and reconstruction criteria. The kinematic variables which
are used in the analyses are computed from this type of objects.

4.3.1 Track and primary vertex reconstruction

Charged particle trajectories, referred to as tracks, are bent in the inner detector by a
solenoidal magnetic field in order to determine the particle’s momentum. The track re-
construction algorithm is based on fitting a set of measurements from the ID system to
a trajectory model [144, 145]. Via an inside-out approach track seeds are determined by
measurements in the pixel and SCT detectors. Further on, additional detector hits further
apart from the interaction point are associated to the track using a combinatorial Kalman-
filter algorithm [146, 147]. A χ2-fit is performed repeatedly each time a hit is added to a
track candidate. In addition, if for example more than one track shares the same hit, the
tracks are resolved by an ambiguity-solving algorithm based on the track quality. Such hits
are not taken into account during fit procedure of the track segment. Track candidates of
good quality are propagated to the TRT system and measurements from this system are
included in the reconstruction process.

The minimum requirement for a reconstructed track used in the following analyses is
defined by pT > 400 MeV with at least six hits in the pixel and SCT system. Further on,
track parameters are defined as the fraction of charge over momentum, q

p , the azimuthal
and polar angles, φ and θ, and the transverse and longitudinal impact parameters, d0 and
z0, which are the respective minimum distances to the centre of the detector. σ(d0) and
σ(z0) are their respective uncertainties.

Afterwards, a collection of reconstructed tracks is associated to a vertex. The vertex
reconstruction method is separated into two stages, first finding the vertex seed and second
fitting the optimal vertex position [148,149]. At first, all tracks that satisfy the correspond-
ing selection criteria are selected, and the vertex seed is initially determined based on the
points of closest approach of the respective track to the reconstructed centre of the beam
spot. Afterwards, an iterative fitting procedure is performed to find the optimal vertex
position. An initial weight is associated to each track and the vertex position is recomputed
using weighted tracks. This procedure is repeated and the track weights, which reflect the
compatibility of the track with the estimated vertex position, are recalculated. After the
final iteration, all tracks that are displaced from the estimated vertex position by more
than seven standard deviations are removed from the vertex and thus can be used in the
reconstruction of further vertices. The fitting procedure is then repeated until all tracks in
the event are associated with a vertex or no further vertex is found in the remaining set of
tracks.

The reconstructed vertex that has at least two associated tracks with pT > 400 MeV
and with the largest

∑
tracks p

2
T is defined as the primary vertex, and is assumed to be

the location of the hard interaction process in analysis bWN-subSet. The threshold on the
transverse momentum of the two associated tracks of the reconstructed vertex is raised to
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pT > 500 MeV in analysis bWN-fullSet, while other requirements for the primary vertex
definition remain identical.

4.3.2 Electrons

Electron candidates are formed from energy deposits in the electromagnetic calorimeter,
which are matched to charged-particle tracks from the inner detector. A comprehens-
ive summary of the reconstruction procedure is given in [150]. At first, energy clusters
are built from energy deposits in the electromagnetic calorimeter via a sliding-window al-
gorithm [151] with a window size of 3×5 in units of the calorimeter granularity (∆η×∆φ).
The transverse energy of a cluster is summed up in each layer of the EM calorimeter system
and required to be above 2.5 GeV. Afterwards, tracks from the ID are associated to the
cluster candidates. To account for bremsstrahlung effects, a subsequent fitting procedure
is applied to tracks that match a cluster. Clusters with an associated track are re-formed
using an extended window in the barrel region (3 × 7) and the endcap region (5 × 5),
respectively. If more than one track matches a cluster, further criteria such as the distance
between extrapolated tracks and cluster barycentres, track hits in the silicon detectors and
the number of hits in the innermost layer of the silicon detectors are taken into account.
If no track fulfils the matching criteria, the cluster is considered as a photon candidate.
However, photons are not further considered in none of the analyses in this thesis.

In order to account for corrections due to the material in front of the EM calorimeter
and the predefined cluster size, an energy calibration of the electrons is performed based
on simulated events [152]. The electron four-momentum is determined from the energy
measured in the calorimeter and the η and φ coordinates of the track.

Electron identification is based on a likelihood discriminant which contains various
track-based as well as calorimeter-based measurements. A complete list of all the used
quantities as well as a detailed description of the likelihood method is given in [150]. Based
on well defined thresholds of the likelihood discriminant, four identification operating points
are defined in order to meet the various electron requirements of different physics analyses.
The four working points are denoted as VeryLoose, Loose, Medium and Tight and differ
in the efficiency for identifying an electron. Additionally, a fifth working point will be used
in the following analyses referred to as LooseAndBLayer, which is essentially identical to
the Loose working point but requires at least one hit in the innermost layer of the pixel
detector.

To differentiate the prompt production of an electron from a semi-leptonic decay of
a heavy quark, hadrons mis-identified as leptons and photons or photon conversion into
an electron-positron pair, an additional isolation requirement is needed. This means that
no significant detector activity is measured within a cone around the electron candidate,
defined by the quantity ∆R =

√
∆η2 + ∆φ2. Two different isolation criteria for signal

electrons are defined in this work. First, only a track-based isolation criterion defined
as the scalar sum of the transverse momenta of all tracks within a cone of variable size
defined as ∆R ≤ min(0.2, 10 GeV/ET) around the electron track and excluding the track
associated to the electron is applied in analysis bWN-subSet [153]. Signal electrons are
required to be isolated with a surrounding activity of less than 6% of the electron ET.
Since the efficiency measurements of the electron reconstruction algorithms have been
continued during the data taking period, the isolation requirement for the latter analysis,
bWN-fullSet, has been optimised. The requirement on the surrounding activity of the
track-based isolation is changed to less than 15% of the electron ET and an additional
calorimeter-based isolation criterion is added. The calorimeter-based isolation requires an
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activity of less than 20% of the electron ET. With the activity in the cone defined as the
sum of transverse energies in calorimeter clusters within a fixed cone of ∆R = 0.2 around
the electron, after the contribution from the electron has been subtracted.

In addition, simulated events are corrected by ET- and η- dependent efficiency scale
factors. The electron reconstruction, identification and isolation efficiency is based on
measurements in Z → ee and J/ψ → ee events.

In addition to the isolation requirement described above, the baseline and signal se-
lection of electrons in the analyses bWN-subSet and bWN-fullSet are as follows. In
bWN-subSet, baseline electrons satisfy the VeryLoose identification working point with an
ET > 5 GeV and |η| < 2.47, while signal electrons must additionally satisfy the LooseAnd-
BLayer identification working point, the longitudinal distance of the electron with respect
to the primary vertex is required to be |z0 sin θ| < 0.5 mm, the significance of the transverse
impact parameter has to be |d0|/σd0 < 5 and the requirement on the electron ET is raised
to be above 25 GeV.

Except for the isolation criterion mentioned above, the requirements in bWN-fullSet are
similar. Only the requirement on the ET of baseline electrons is lowered to 4.5 GeV and
the working point for baseline electrons has been tightened to satisfy the LooseAndBLayer
identification selection.

As a matter of clarity, a comprehensive summary of the electron definition of both
analyses is listed in Table 4.3.

Selection bWN-subSet bWN-fullSet

Baseline

Identification VeryLoose LooseAndBLayer
ET > 5 GeV > 4.5 GeV
|η| < 2.47 < 2.47

Signal

Identification LooseAndBLayer LooseAndBLayer
ET 25 GeV 25 GeV
Isolation track-based only calorimeter- and track-based
|d0|/σd0 < 5 < 5
|z0 sin θ| < 0.5 mm < 0.5 mm

Table 4.3: Electron selection requirements for analysis bWN-subSet and bWN-fullSet, respectively.

4.3.3 Muons

Muon candidates are reconstructed independently in the inner detector and the muon
spectrometer and finally combined to form a muon track. The reconstruction procedure
in the ID is identical to any other charged-particle track described in Section 4.3.1. In
the MS, segments are formed from hit patterns in each muon chamber. Afterwards, muon
track candidates are reconstructed by fitting the segments from different layers of the MS
together. In order to combine the information provided by the ID and the MS, the following
four algorithms are used [154].

In the combined muon track reconstruction, muon tracks from the muon spectrometer
are extrapolated inward and matched to an inner detector track. Hits from the MS may
be removed or added to the fitted track depending on the fit quality.
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Segment-tagged muons are reconstructed from a track in the ID which matches at
least one track segment in the MDT or CSC chambers. This may be helpful if the muon
candidate passes only one layer of the muon spectrometer because of its low pT, or if it is
measured in a region with reduced acceptance.

Calorimeter-tagged muon candidates consist of an inner detector track which is matched
to an energy deposit in the calorimeter that is compatible with a minimum-ionising particle.
Calorimeter-tagged muons have lower purity compared to other muon reconstruction al-
gorithms but may recover acceptance in some regions of the muon spectrometer.

The last type are extrapolated muons, which only use information from the muon
spectrometer and a requirement on compatibility with originating from the collision point.
Measurements from at least two layers in the MS are required to reconstruct the muon
track. In the forward region, the muon must traverse at least three layers. With this
algorithm the muon acceptance can be extended to the region 2.5 < |η| < 2.7, which is not
covered by the inner detector.

If an ID track is matched to more than one type of muons described above, preference is
given to combined muons first, then segment-tagged muons and calorimeter-tagged muons.
Possible overlap with extrapolated muons is also resolved by criteria such as the fit quality
or the number of hits.

Muon identification requirements are based on the number of hits in the ID and the
MS layers and the compatibility between the measurements in the ID and MS. Five muon
identification selections are defined in the ATLAS collaboration to meet the needs of various
physics analyses. They are denoted Loose, Medium, Tight, Low-pT and High-pT. Only
the Loose and Medium identification working points are used in the analyses later on.
The Loose selection criterion maximises the reconstruction efficiency at good muon track
quality and uses all aforementioned muon types, while the Medium selection only uses
combined muon types and extrapolated muon types.

Signal muon isolation requirements are similar to those used for electrons based on
the activity within a cone around the object. In bWN-subSet, the muon isolation is also
only track-based and the definition is the same as described in Section 4.3.2, except the
requirement on the variable cone size is changed to ∆R < min(0.3, 10 GeV/pT). Following
continued efficiency measurements during the data taking period, the muon isolation selec-
tion in bWN-fullSet has been slightly changed. Similar to the electrons, the requirement
on the activity of the track-based isolation is changed to less be than 15% of the muon
pT and an additional calorimeter-based isolation criterion is added. The calorimeter-based
isolation requires an activity within a cone with fixed size of ∆R = 0.2 to be less than 30%
of the muon pT. The activity in the cone is defined as the sum of transverse energies in
calorimeter clusters around the muon candidate, after excluding the contribution from the
muon.

Similarly as for electrons, the muon reconstruction, identification and isolation efficien-
cies are based on measurements in Z → ee and J/ψ → ee events and simulated events are
corrected by corresponding pT- and η- dependent scale factors.

The baseline and signal selection for muons in bWN-subSet and bWN-fullSet are as
follows. In bWN-subSet, baseline muons are selected by the VeryLoose identification work-
ing point with pT > 4 GeV and |η| < 2.7. Signal muons additionally satisfy the Medium
identification working point and the impact parameters must satisfy |z0 sin θ| < 0.5 mm
and |d0|/σd0 < 3. The signal muon pT is required to be above 25 GeV. Additionally, the
already mentioned isolation requirements are applied for signal muons as well.

The requirements in bWN-fullSet are identical, except the working point for baseline
muons must satisfy the Medium identification working point. The muon isolation condition
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is changed to a calorimeter- and track-based method as already described.
A summary of the muon selection criteria of both analyses is listed in Table 4.4.

Selection bWN-subSet bWN-fullSet

Baseline

Identification Loose Medium
pT > 4 GeV > 4 GeV
|η| < 2.7 < 2.7

Signal

Identification Medium Medium
pT 27 GeV 25 GeV
Isolation track-based only calorimeter- and track-based
|d0|/σd0 < 3 < 3
|z0 sin θ| < 0.5 mm < 0.5 mm

Table 4.4: Muon selection requirements for analysis bWN-subSet and bWN-fullSet, respectively.

4.3.4 Jets

After a hard scattering process, a parton usually hadronises to a collimated shower of
hadrons, denoted as a jet. The jet reconstruction procedure initiates in the calorimeters by
a topological cluster formation [155]. First, cluster seeds are localised in the calorimeter as
single calorimeter cells in which the ratio of the energy deposit over the average noise in the
cell is above a certain threshold (| SN | = |

Ecell
σnoise,cell

| > 4). Afterwards, neighbouring cells from
the same calorimeter layer or cells which are neighbours of the seed cell in the adjacent
calorimeter layer are added to the seed cell if they exceed again a certain energy threshold.
The cluster growth is controlled by the ratio | SN | > 2. Finally, further cells are added to the
cluster if the energy deposit exceeds | SN | > 0. Depending on the respective energy deposits,
cluster seeds may be merged into a single cluster, or clusters may be separated if multiple
local energy maxima occur. At this reconstruction stage, the cell energy is measured at
electromagnetic scale, which means it relates to the activity of an electromagnetic shower.
Corrections for hadronic showers are taken into account later on.

The topological calorimeter clusters are then combined to build jet candidates us-
ing a sequential recombination jet algorithm referred to as the anti-kt jet clustering al-
gorithm [156]. A jet radius parameter of R = 0.4 is used in the clustering method. In ad-
dition, ID tracks are matched to the jet candidate via the so-called ghost-association [157]
during the clustering procedure. In this method, the track momenta are set to an infin-
itesimal amount, essentially only the direction of the track is retained. Further on, this
matching procedure utilises also jet areas [158], a data-driven event-by-event, jet-by-jet
method, in order to determine accurate jet energies, which are strongly affected by pileup.

After the jet clustering, jet candidates must be calibrated due to contributions from
additional soft pp collisions and to account for residual detector response effects. The
jet energy scale calibration consists of multiple consecutive stages of corrections based on
simulated events as well as in-situ techniques [159]. At first, the origin of the jet candidate
is corrected to point to the direction of the primary vertex rather than the centre of the
detector.

At the next stage, corrections accounting for pileup contributions are applied. These
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corrections are separated into two components, an area-based pT-density subtraction [158],
applied event-by-event, and a residual pileup correction depending on the average number
of concurrent interactions and the number of primary vertices, derived from simulated
events.

Afterwards, the jet four momenta are corrected to match that of particle-level jets from
simulations. A particle-level jet in that sense means a jet candidate from a generated
particle-level event. Both jet energy and direction are calibrated in this step. This calib-
ration stage is essential in order to incorporate transitions between different calorimeter
technologies and prompt changes in the calorimeter granularity.

Whether a jet is initiated by a quark or gluon strongly affects the particle composition
as well as the shower shape of the jet itself. This also has a consequence for the detector
response and jet reconstruction. Thus, a further calibration procedure referred to as the
global sequential calibration is applied. Once more, the jet four momenta are corrected as
a function of the particle-level jet pT and their direction in the detector.

Finally, a residual in-situ calibration is applied on the recorded data sample in contrast
to the simulated events, using well-measured reference objects such as photons, Z bosons,
and calibrated jets. This correction is necessary due to the imperfect description of the
detector response and material in the simulation, electromagnetic and hadronic interaction
with the detector, but also the simulation of the hard scattering process, pileup and jet
formation.

Due to pileup interactions, extracting precise jet information is challenging. In order
to identify jets which are not associated with the primary vertex, a dedicated technique
denoted as the jet vertex tagger (JVT) [160] is applied to the jet candidates. The JVT
technique is a likelihood discriminant based on quantities describing the fraction of the
scalar sum of the track pT corresponding to the jet as well as associated to the primary
vertex.

The following selections are applied in the analyses. For analysis bWN-subSet the
thresholds for baseline jets are pT > 20 GeV and |η| < 4.7, while for signal jets, these
requirements are tightened to pT > 25 GeV and |η| < 2.5. Additionally, signal jets with a
transverse momentum less than 60 GeV and |η| < 2.5 must also satisfy track-based criteria
in order to exclude jets which may be associated to pileup, by requiring a value of the JVT
discriminant above 0.59. The selections are slightly different for analysis bWN-fullSet. In
this analysis the jet baseline criteria are pT > 20 GeV, whereas the requirements for signal
jets are pT > 25 GeV and |η| < 2.5. In addition, signal jets with transverse momentum
below 120 GeV have to satisfy a JVT threshold of 0.59 in order to remove jets initiated from
pileup. Furthermore, after the overlap removal procedure (see Section 4.3.8) is performed,
jets also need to pass loose jet cleaning requirements, otherwise the whole event is removed
from the selection.

4.3.5 Flavour tagging

Jets which are initiated by a b quark can be distinguished from other jets which could
be initiated by gluons, light quarks or even a charm quark or a hadronically decaying τ
lepton. The reason is because jets originating from b quarks contain B-hadrons, which
have a significant lifetime. Due to this fact, they decay apart from the primary vertex and
initiate a so-called secondary vertex.

The main b-tagging algorithm combines the outcome of three independent tagging al-
gorithms into a Boosted Decision Tree (BDT) classifier which is trained to distinguish
b-tagged jets from c-tagged jets and light-flavour jets. The algorithm is referred to as the
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MV2 algorithm [161,162]. One of the three independent tagging techniques relies on meas-
urements of impact parameters of tracks which are associated to a jet. Thus, information
of the track position relative to the primary vertex and the jet are extracted. Transverse
impact parameters as well as longitudinal impact parameters are finally combined into a
likelihood-based discriminant. Another likelihood-based tagging algorithm aims to recon-
struct secondary vertices by building two-track vertices from all tracks which are matched
to a jet. The third tagging method is referred to as the JetFitter algorithm which aims to
reconstruct the complete B-hadron decay chain inside the jet, by taking also subsequent
decays of B-hadrons and C-hadrons into account.

In order to tag a jet as initiated by a b-quark, the output of the MV2 discriminant
must be above a certain threshold. In analysis bWN-subSet, the b-tagging algorithm is
applied to jets that satisfy the following criteria. Jets passing the same JVT requirements
as described in Section 4.3.4 and satisfying pT > 20 GeV and |η| < 2.5, are tagged as a
b-jet if the MV2c10 discriminant is above 0.6459. This working point corresponds to a b-
tagging efficiency of εb = 76.97 %. Moreover, rejection rates for light-flavour jets, c-tagged
jets as well as τ -jets have been estimated and are found to be 134.34, 6.21 and 22.04,
respectively [163]. In analysis bWN-fullSet, the b-tagging algorithm is applied to jets that
also satisfy the dedicated JVT requirements as described in Section 4.3.4 and satisfying
pT > 20 GeV and |η| < 2.5. The threshold on the MV2c10 discriminant is above 0.64,
which corresponds to a b-tagging efficiency of εb = 77.53 %.

Similar as for other physics objects, pT-dependent scale factors to correct for discrepan-
cies between recorded data and simulations in tagging efficiencies are applied to simulated
events.

A summary of the jet selection criteria, including the selection of b-tagged jets, for both
analyses is listed in Table 4.5.

Selection bWN-subSet bWN-fullSet

Baseline

pT > 20 GeV > 20 GeV
|η| < 4.7 −

Signal

pT > 25 GeV > 25 GeV
|η| < 2.5 < 2.5
JVT > 0.59 for |η| < 2.4 and pT < 60 GeV > 0.59 or pT > 120 GeV

b-jets

pT > 20 GeV
|η| < 2.5
JVT > 0.59 for |η| < 2.4 and pT < 60 GeV > 0.59 or pT > 120 GeV
MV2c10 > 0.6459 (εb = 76.97 %) > 0.64 (εb = 77.53 %)

Table 4.5: Jet selection requirements, including requirements for b-tagged jets.

4.3.6 Hadronically decaying τ leptons

A peculiar feature of the τ lepton is that it decays via an electroweak process into a τ
neutrino and leptons of the first and second generation (leptonic τ decay) or even in about
two out of three τ decays into a τ neutrino and charged hadrons (hadronic τ decay, τhad).
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The selections of both analyses require exactly one prompt electron or muon from the
decay of a real or a virtual W boson. Hadronically decaying τ leptons are not expli-
citly included in the event selection. However, in order to suppress background processes
with τhad candidates in the final state, a kinematic variable is defined based on τhad see
Section 4.3.9).

Detailed information about the reconstruction of hadronic τ leptons may be found
in [164, 165]. Hadronic τ decay modes are distinguished by final states with either one
charged hadron (one prong), or three charged hadrons (three prong). All other decay
modes are of minor interest. τhad candidates are reconstructed from jet seeds with pT >
10 GeV and |η| < 2.5. The transverse energy of the τhad candidate is determined from
jet constituents in the calorimeter within a cone of ∆R < 0.2, and further on, tracks from
the ID with pT > 1 GeV and within a cone of ∆R < 0.2 around the seed candidate are
associated to the hadronic τ candidate. Hadronic τ identification is performed with a
boosted decision tree classifier, which takes sensitive variables to the τhad decay topology
into account. Exactly one or three associated tracks with a total electric charge opposite
to the selected electron or muon are required for hadronic τ candidates, and τhad must
satisfy pT > 20 GeV and |η| < 2.5.

4.3.7 Missing transverse momentum

Momentum conservation implies that the total sum of transverse momenta should be zero
in a pp collision.

Neutral, weakly interacting particles, such as the neutrino or the neutralino in the hy-
pothetical supersymmetric model discussed in Section 2.3.4, do rarely interact with any
detector material and hence escape the detector undetected. As a consequence, a mo-
mentum imbalance in the transverse plane originates in an event, referred to as the missing
transverse momentum ~Emiss

T . Its magnitude is denoted as Emiss
T . ~Emiss

T is defined as the
negative vectorial sum of all reconstructed objects in an event. Moreover, the reconstruc-
tion of ~Emiss

T contains a hard component from calibrated objects and a soft component of
charged-particle tracks from the ID which are associated with the primary vertex but not
related to any reconstructed object [166,167]:

~Emiss
T = −

∑
electrons

~p e
T −

∑
muons

~p µ
T −

∑
jets

~p jet
T −

∑
unused tracks

~p track
T (4.1)

In the following analyses, Emiss
T is computed using baseline electrons, muons, and jets

before the removal procedure of overlapping objects (see Section 4.3.8), although overlap
between reconstructed objects is taken into account in the computation. For the soft term,
Emiss,soft

T , badly measured tracks are removed. Photons and hadronically decaying τ leptons
are not explicitly included in the computation of ~Emiss

T , but enter either as jets, electrons,
or via the soft term.

4.3.8 Overlap removal

It may happen that detector signatures are associated to multiple reconstructed objects.
For example, calorimeter deposits may be related to electrons or jets, or charged-particle
tracks may be associated to a muon or jet candidate. In order to avoid this kind of
double-counting, various conditions are defined and reconstructed objects may be removed
in favour of other objects. Only reconstructed objects which pass the overlap removal
procedure are used later on for event selections and computations of kinematic observables.
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Baseline objects are used in all the following requirements. The criteria in the overlap
removal procedure are optimised with respect to the acceptance of prompt leptons to
achieve good signal acceptance. The different criteria of the overlap removal procedure of
bWN-subSet and bWN-fullSet are described in the following.

Overlap removal in analysis bWN-subSet

1. Electron/muon: If an electron and a muon overlap within ∆R < 0.01, the muon is
removed if it is a calorimeter-tagged muon, otherwise the electron is removed.

2. Electron/jet: If an electron and a jet, which is not b-tagged, overlap within ∆R < 0.2,
the jet is removed and the electron is kept.

3. Muon/jet: If a muon and a non b-tagged jet overlap within ∆R < 0.4, the object
is interpreted as a muon, if the jet has less than three tracks with pT > 500 MeV,
or the pT ratio of the muon and the jet satisfies pmuon

T /pjet
T > 0.7. Otherwise both

objects are kept.

4. Jet/lepton: If a jet, which satisfies the previously mentioned overlapping conditions,
is close to an electron or muon within ∆R < min(0.04 + 10 GeV/p`T, 0.4), the jet will
be kept in favour of the lepton.

5. Electron/τ : If an electron satisfying the previous conditions overlaps with a τ within
∆R = 0.1, the τ is removed.

Overlap removal in analysis bWN-fullSet

Despite some similarities between the overlap removal criteria of the two analyses, a few
changes have been adapted to the overlap removal procedure in analysis bWN-fullSet. One
difference with respect to the former analysis is that the electron/muon overlap requirement
is omitted. Another update concerns the muon/jet overlap criterion. In the former analysis,
the muon candidates are retained in favour of non-b-tagged jet candidates, while in analysis
bWN-fullSet the b-tag requirement is omitted and muon candidates can remove all jet
candidates which are close to the muon.

1. Electron/jet: If a baseline electron and a baseline jet are found within ∆R < 0.2
and the jet is not b-tagged, the electron is kept and the overlapping jet is discarded.
Whether or not the jet is b-tagged is only checked up to jet pT = 200 GeV.

2. Muon/jet: If a baseline muon can be ghost-matched [157] to a baseline jet within
∆R < 0.2, the muon is retained if the jet has less than 3 tracks with pT > 500 MeV.
Otherwise the jet is kept.

3. Jet/lepton: If a jet, which satisfies the previously mentioned overlapping conditions,
is close to an electron or muon within ∆R < min(0.04 + 10 GeV/p`T, 0.4), the jet will
be kept in favour of the lepton.

4. Electron/τ : If an electron satisfying the previous conditions overlaps with a τ within
∆R = 0.1, the τ is removed.
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4.3.9 Discriminating variables

Azimuthal angle between the lepton and the ~Emiss
T directions

Selecting final states with exactly one lepton leads to a sample whose composition of SM
processes is dominated by semi-leptonic tt̄ events andW+jets processes. Further reduction
of these two background sources can be achieved by selecting only events with moderate
values of the azimuthal angle between the directions of the lepton ` and ~Emiss

T , referred to
as ∆φ(`, Emiss

T ). The reason is that for those two SM processes the momentum imbalance
in the transverse plane is caused by the neutrino from the leptonic decay of the W boson,
and thus has an angular relation to the lepton. This is in contrast to the SUSY signal,
where the neutralinos also contribute to the momentum imbalance. As a result, the Emiss

T is
arbitrarily distributed in the transverse plane and not correlated with the direction of the
lepton.

Transverse mass of the W boson

Another observable which suppresses semi-leptonic tt̄ events as well as W+jets events is
the transverse mass mT, which aims to reconstruct the mass of theW boson and is defined
by:

mT =
√

2p`TE
miss
T

[
1− cos

(
∆φ(`, Emiss

T )
)]

(4.2)

In this equation, p`T is the transverse momentum of the lepton and ∆φ(`, Emiss
T ) is

the azimuthal angle between lepton and ~Emiss
T directions as already described. In this

definition, the lepton mass is assumed to be negligible. As can be seen in the formula,
∆φ(`, Emiss

T ) is correlated with mT.
After applying either one of these two variables to the event selection, the remaining

dominant SM background source are dileptonic tt̄ events, where one lepton is either outside
the detector acceptance, mis-identified as a jet, or a hadronically decaying τ lepton. The
reason is that in all the aforementioned cases the decay products from the top quark pair
include at least two neutrinos, resulting in an arbitrary value for ∆φ(`, Emiss

T ) and large
values for mT and Emiss

T .

Invariant mass of the lepton and b-tagged jets

The invariant mass of the lepton and a b-tagged jet, referred to as mbl, was also found to
have discriminating power. For the reconstruction of this variable the leading b-tagged jet
is used unless the event has a second b-tagged jet. In that case the minimum of the invariant
mass computed with the first or the second b-tagged jet is used (mbl = min(mb1l,mb2l)).

Due to the compressed mass-splitting between the mass of the top squark and the
neutralino in a potential top squark decay, the kinematics of the b-tagged jet and the
lepton which emerge from the top squark decay tend to be softer, leading to small values
of mbl. This is in contrast to SM background events. For these processes values of mbl are
typically larger.

Stransverse mass

The stransverse mass mT2 [168] is not used as a requirement to any of the selections in the
following analyses. However, variants of this observable are used, and thus its definition
will be outlined briefly.
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Assuming a decay scenario where a pair of particle and anti-particle decay in two
separate branches, referred to as branch a and branch b. There may be well reconstructed
particles as well as particles with unknown momenta (e.g. a neutrino which escapes the
detector) in the two branches. The sum of the four-vectors of visible particles per branch
is given by pi = (Ei, ~pTi, pzi), while the sum of the four-vectors of invisible particles per
branch is given by qi = (Fi, ~qTi, qzi). The index i denotes the branch i ∈ {a, b}. In this
decay topology, the ~Emiss

T is splitted in two parts, each associated to a branch:

~Emiss
T = ~qTa + ~qTb. (4.3)

The transverse mass mT of each branch is defined by:

m2
Ti =

(√
p2

Ti +m2
pi +

√
q2

Ti +m2
qi

)2

−
(
~pTi + ~qTi

)2
, (4.4)

with m2
pi = E2

i − ~p2
i and m2

qi = F 2
i − ~q2

i being the invariant masses of the respective
branch. mT2 is defined as the configuration where the corresponding transverse mass of
the respective branch, mTa or mTb becomes smallest:

mT2 ≡ min
~qTa+~qTb= ~Emiss

T

{
max(mTa,mTb)

}
. (4.5)

The masses of the invisible particles in each branch mqa and mqb have to be pre-
defined and the result of mT2 gives the minimum parent mass consistent with one of the
branches. The following variants of mT2 only differ in the measured particles and the
assumed undetected particles, as well as choices for the predefined masses of mqa and mqb .

Asymmetric stransverse mass

The first modification of mT2 described here is an asymmetric variant, referred to as
amT2 [169–172]. amT2 aims to estimate the top quark mass in dileptonic tt̄ events, where
one lepton is not reconstructed. Since the mass difference between the top squark and
the neutralino of the aforementioned supersymmetric signal is supposed to be smaller than
the top quark mass, amT2 can be powerful to discriminate signal from the dileptonic
tt̄ background. Considering a dileptonic tt̄ event as illustrated in Figure 4.2(b), one branch
contains a well reconstructed b-tagged jet and the other branch contains a b-tagged jet
and the lepton, which are also measured directly (Figure 4.4). Invisible particles are the
neutrino in one branch and the neutrino as well as a mis-identified or not reconstructed
lepton from the leptonically decaying W boson in the other branch. The calculation of
amT2 is identical as above, but using the predefined mass assumptions for the undetected
particles in the separate branches mqa = mW = 80 GeV and mqb = mν = 0 GeV. As a
consequence of these predefined mass assumptions, amT2 has a lower bound at 80 GeV.

τ−based stransverse mass

Another variant of mT2 is mτ
T2. This variable targets tt̄ events where one of the W bosons

decays into a hadronic τ lepton. As indicated in Figure 4.5, the tt̄ decay is again considered
as two branches with visible and invisible particles. This time the visible particles in one
branch are a b-tagged jet and a τhad, and a b-tagged jet and the charged lepton in the
other branch. The invisible particles are two neutrinos in one branch which are associated
with the hadronic τ decay and a neutrino corresponding to the charged lepton in the other
branch. Masses of the invisible particles in the two branches are assumed as mqa = 0 GeV
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Figure 4.4: Illustration of the construction of amT2, in order to discriminate dileptonic tt̄ events with
one lost lepton [173].

and mqb = mν = 0 GeV. This variable is not used to isolate potential signal events from
SM background events, but a requirement on mτ

T2 is applied at event preselection (see
Chapter 7 and Chapter 8) to veto events containing hadronically decaying τ leptons.

Figure 4.5: Illustration of the construction of mτ
T2, used to discriminate dileptonic tt̄ events with a

hadronically decaying τ lepton [173].

Figure 4.6 shows the distributions of the discriminating variables from simulated SM
background and SUSY signal events. The object definitions as described above for the
bWN-fullSet analysis as used. The event preselection from analysis bWN-fullSet as de-
scribed in Table 8.1 is utilised except the threshold on mT is loosened to mT ≥ 30 GeV.
As indicated in the legend, the cross section of the SUSY signal is magnified in order to
stress the discriminating character of the respective kinematic variable.
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Figure 4.6: Distributions of the discriminating variables after the preselection as described in Table 8.1
except for the threshold on mT which is loosened to mT ≥ 30 GeV. The object definitions from the
bWN-fullSet analysis are used. The cross section of the SUSY signal is magnified in order to stress the
discriminating power of the variable.



Chapter 5

Fundamentals of machine learning

This section is dedicated to the general concepts and principles of machine learning (ML).
The basics of a supervised learning task will be outlined and model classification will be
described. Key aspects of a neural network (NN) and a recurrent neural network (RNN)
are presented, model parameters and parameter optimisation, which is essential for the
general performance of a learning algorithm, will be discussed. The training procedure, at
which a machine or algorithm learns attributes from a given dataset, will be explained in
detail further on.

5.1 Supervised learning

The essential concept of machine learning algorithms is that they are able to derive es-
timations from multi-variate data itself, thus these algorithms “learn” from certain char-
acteristics or discrepancies which are present in the data. In order to derive conclusive
predictions from data, the model needs to be trained. The dataset is therefore split into a
dedicated training set and test set. As the name implies, the training set contains events,
also denoted as examples, on which the model is trained, while the events in the test set are
used to assess the model’s performance and eventually tune the algorithm. Typically, there
exists a third set which is completely independent from the training and test set, referred
to as the validation set. The validation set contains a collection of unseen events, from
which the final model derives predictions. The ability to make successful predictions for
events which are not included in the training set is called generalisation. In a supervised
learning task, an algorithm attempts to model a function that relates input features to
output features. In contrast to other tasks in machine learning, in a supervised learning
algorithm the training set is labelled, which means the outputs in the training set are well
defined and the learning is based on the relation of known input-output pairs.

Other domains in machine learning are unsupervised learning and reinforcement learn-
ing. Other than in supervised learning, in an unsupervised learning problem the dataset
does not contain information of the output and thus the algorithm attempts to find pat-
terns or clusters in unlabelled data. The goal of reinforcement learning is that a machine
learns to evolve in an environment by trial and error. Both, unsupervised and reinforce-
ment learning are not of particular importance for this work and will not be discussed in
detail here.

5.1.1 Classification

The data set used to train the model containsm training events of the form {x(1), . . . ,x(m)}.
x(i) denotes the feature vector or input vector of the i-th event. In this work, features are
usually kinematic properties, such as the pT of particular physics objects, Emiss

T , mT, etc.
The features are composed into a vector, whereas the size of the vector may depend on
the corresponding purpose. The events in the dataset are associated to a set of outputs or
targets, {y(1), . . . , y(m)}. Depending on the kind of task the algorithm is supposed to solve,
the targets may be different. In a regression task, for example, the outputs are continuous,
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while in a classification task the targets are discrete and the algorithm is specified to
differentiate to which class a certain event belongs to. Hence, the algorithm models a
function of the form f : Rn → {0, . . . , k}, where n represents the number of input variables
used to train the algorithm and k is the number of different classes or categories.

In the task of distinguishing between SM background processes and supersymmetric
signal events, the purpose is to classify a set of input variables into two discrete classes,
namely background and signal. Thus, this type of problem is a classification problem.

5.2 Neural networks

Neural networks (NN) are already known for a long time. Their origin dates back to the
middle of the previous century, while they gained a lot of attention just in the recent decades
as the computing era evolved and advanced computing resources become widely available.
Neural networks have become an excellent tool for data representation, are applied in a
huge variety of fields and are subject of modern research. NN can be subdivided by their
intrinsic structure, for example feed-forward neural networks, recurrent neural networks
(RNN) for sequential data structures or convolutional neural networks for image and video
processing, just to name a few. While only the former two categories are described here,
comprehensive information may be found in [174,175].

5.2.1 Feed-forward neural networks

Figure 5.1 illustrates the basic structure of a feed-forward neural network, sometimes also
referred to as multilayer perceptron. Depending on the application, individual networks
may have a different layout, although some key aspects are common for all neural networks.
A NN consists of an input layer, at least one hidden layer and an output layer. Each layer
is composed of an individual number of neurons or nodes. The input layer contains a
neuron for each input variable used to train the network. The number of hidden layers
as well as the number of neurons per hidden layer is arbitrary and is usually optimised in
regard to the application. It is common to add a bias node to the input and the hidden
layers, which can be understood as an offset parameter and should not be confused with
a bias in the statistical sense. The number of neurons in the output layer depends on the
number of classes a network is required to distinguish. The final value of each neuron in
the output layer corresponds to the network’s prediction. The neurons in the different
layers can be represented as vectors of dimensions ninputs + 1, nhidden + 1 and nclasses. Each
connection in the network represents a weight, w(l)

ji . The superscript l specifies the hidden
layer, while the indices represent the connection of the j-th neuron in the layer with the
i-th neuron of the previous layer. Due to these connections, information can be propagated
through the network and by optimisation of the weights during the training procedure the
network’s performance can be enhanced. The weight parameters between the layers can
be summarised to matrices and the neurons’ activations, aj , in the first hidden layer are
constructed from linear combinations of the input variables:

aj = w
(1)
j0 +

k∑
i=1

w
(1)
ji xi, (5.1)

with w(1)
j0 , w(1)

ji and xi being the bias, weights and input variables, respectively.
Afterwards, the hidden neurons are transformed by a differentiable activation function

f :
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Figure 5.1: Basic structure of a multilayer perceptron, which consists of an input layer, an individual
amount of hidden layers and an output layer. The various layers in turn are build up from single neurons,
representing for example input variables of the data set or predicted outputs.

hj = f(aj). (5.2)

The choice of activation function in the network is usually optimised based on the
performance of the NN. Typical activation functions are the logistic sigmoid (f(a) =

1
1+exp (−a)) or the hyperbolic tangent function. Recently, the rectified linear unit (ReLU)
defined as f(a) = max(0, a) and a modified version of it, denoted as leaky ReLU and
defined as f(a) = max(εa, a), with ε � 1, have become more popular. An advantage of
the latter two functions is that they learn faster without affecting the performance, which
may have a significant effect for very deep neural networks with a large number of hidden
layers [176]. Figure 5.2 shows the four examples of activation functions.

1+exp(-a)

1

h=
1______________

a

(a) Sigmoid

h=tanh(a)

1

-1

a

(b) Hyperbolic tangent

h=max(0,a)

a

(c) ReLU

=a   if a >0

with ε≪1

a

=εa  if a <0
h{

(d) Leaky ReLU

Figure 5.2: Examples of activation functions h used to transform activations a in a dedicated layer.

The procedure described by Equation 5.1 and Equation 5.2 needs to be repeated for
each subsequent hidden layer until the last hidden layer is reached. In order to determine
the final network outputs, denoted as yi in Figure 5.1, the output neuron activation function
σ needs to be applied on each neuron activation in the output layer as follows:

yi = σ(ai), (5.3)

Since σ should map the multi-dimensional input space into a finite interval from 0 to 1,
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the logistic sigmoid function is a good candidate for the output neuron activation function
in a binary classification problem. For problems with multiple output classes, like it is
indicated in Figure 5.1, a multiclass generalisation of the logistic sigmoid function, referred
to as the softmax function, is commonly used. Like the logistic sigmoid function in the
case of only two distinct classes, the softmax function has its origin from a probabilistic
point of view of the classification problem. Using Bayes’ theorem, the posterior probability
of the i-th output in a classification problem with more than 2 classes can be expressed as
[174]:

p(yi|x) =
p(x|yi)p(yi)∑
j p(x|yj)p(yj)

=
exp(ai)∑
j exp(aj)

= σ(ai), (5.4)

and represents the probability of a certain class for the output neuron yi given the input
vector of a particular event. In the above equation, the quantities ai are defined by:

ai = ln
(
p(x|yi)p(yi)

)
. (5.5)

The softmax function maps the input variables to the finite interval for each output
neuron between 0 ≤ yi ≤ 1 and additionally also satisfies

∑
i yi = 1. The name “softmax”

originates from the fact that if ai � aj for all j 6= i, then p(yi|x) ' 1, while for all other
output neurons p(yj |x) ' 0, and thus it represents some sort of “max” function.

Finally, the overall output function of the i-th output neuron yi, which represents the
forward propagation of information in a NN with a single hidden layer, like it is shown in
Figure 5.1, can be determined as a composition of activation functions:

yi(x,w) = (σ ◦ h(1))(x,w)

= σ

( k∑
j=1

w
(2)
ij h

( m∑
l=1

w
(1)
jl xl + w

(1)
l0

)
+ w

(2)
i0

)
.

(5.6)

With σ and h being the output activation function and the neuron activation function
of the hidden layer, respectively. x and w representing the input vector and the weight
matrix of a single event. In general, the output function of any network with n hidden
layers is defined similarly:

yi(x,w) = (σ ◦ h(n) ◦ . . . ◦ h(2) ◦ h(1))(x,w). (5.7)

5.2.2 Recurrent neural networks

The flow of information in neural networks is illustrated by the connections of the neurons.
Neural networks can only process information forward and backward between the input, via
the hidden layers to the output layer. In addition, the dimension of the input layer, meaning
the number of input variables to train the network, is predefined. Figure 5.3 illustrates
the basic structure of a specific type of neural network that allows cyclic connections on
neurons in hidden units. This kind of network is referred to as recurrent neural network
(RNN) [177]. In principle, many different types of RNNs can be realised, based on how
the cyclic connections are interpreted.

The essential feature of the RNN is that it can map not only the actual input to the
output, but also information from previous inputs. As a result, it is possible to process
sequences of data as well as inputs of variable length with these networks. Typical examples
of applications for RNNs are audio or text processing, speech recognition, or as it will be
shown later, processing of a collection of hadronic jets with arbitrary length. In order to
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Figure 5.3: Basic concept of a recurrent neural network. In addition to standard connections between
various layers, cyclic connections in hidden layers are allowed. As a consequence, a RNN is able to process
not only the information from the current input neuron, but also from previous inputs. This means that
sequential data as well as inputs of variable length can be handled. For simplicity the bias neurons are
omitted.

understand how sequential information is passed through the RNN, Figure 5.4 visualises the
unfolded cyclic connection of a single neuron. The superscript τ represents the total length
of the sequence. The fundamental part of a neuron in a recurrent neural network is that
it gathers the information of all input variables at the current step in the sequence as well
as information from the input variables of the previous step in the sequence. Afterwards,
both informations are merged, based on a set of rules which can be optimised during the
training procedure, and passed on to the next step of the sequence and the output neuron.
Comprehensive insights on recurrent neural networks may be found in [175,178].
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Figure 5.4: Unfolding of a single neuron of a hidden layer in a RNN. The unfolded neuron does not
necessarily need a connection to the output neuron at each sequence. Instead, only a single output neuron
at the end of the sequence is also viable.

Formally, the calculations to determine the neuron activation aτj , at the current step
in the sequence, are similar as described in Section 5.2.1, with the difference that also the
activation of the previous step in the sequence needs to be taken into account:

aτj =

k∑
i=0

wjix
τ
i +

l∑
n=1

wnjh
τ−1
n , (5.8)

where τ denotes the length of the sequence, k represents the number of input variables,
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l represents the number of neurons in the layer and hτ−1
n is the neuron activation from the

previous step in the sequence, transformed by the dedicated activation function hτ−1
n =

h(aτ−1
n ).

Long short-term memory

A major drawback of traditional RNNs is that the input information may not be conserved
or is overwritten over long sequences in an unfolded neuron. In other words, the neuron
forgets former inputs and cannot remember long term dependencies. This effect is referred
to as the vanishing gradient problem [179, 180] and in short, it means that the gradients
which need to be propagated through the network during the error backpropagation (see
Section 5.3.4) may vanish.

However, there are algorithms that attempt to prevent these issues, such as the long
short-term memory (LSTM) [181] unit. Due to its advanced internal architecture, LSTMs
can handle long-term dependencies well. The main difference is that an ordinary RNN
unit usually applies a single activation function to all the information that arrives at the
unit, while the long-term, short-term and current information in a LSTM unit is treated
differently. The key element of a LSTM is a so-called cell state, where the information from
long-term, short-term and current input neurons is encapsulated and regulated by three
types of so-called gates. Gates collect neuron activations from inside and outside the LSTM
neuron and transform them with different activation functions. The three types of gates
are the forget gate, the input and output gate, which are responsible for which information
is discarded and which information is kept, which new information will be updated and
finally which information is transferred to the output. Further detailed information on
LSTMs is documented in [175,178].

5.3 Network training

Until now, the considered networks as described in Section 5.2.1 and Section 5.2.2 are
not able to make appropriate estimations, nor have they learned anything from the given
dataset at all. Only the information flow from the input layer through the networks to the
output layer has been outlined. As already mentioned, the networks need to be trained.

5.3.1 Loss function

In order to derive proper estimations from the network output, the weights, which describe
the connections between the layers, need to be optimised accordingly. The basic concept
of the training procedure is to find a set of weight parameters that minimise a particular
function. This function is commonly referred to as error function, loss function or cost
function, and usually gives a relation between the estimated output function yi(x,w) and
the corresponding true target values ti.

In a binary classification task, where only two different classes are present, the output
of a ML algorithm may predict values from 0 to 1 and represents conditional probabilities
for both classes p(0|x) = y(x,w) and p(1|x) = 1 − y(x,w). Since the true target values
can be only 0 or 1, they are interpreted by a Bernoulli distribution of the form:

p(t|x,w) = y(x,w)t
(
1− y(x,w)

)1−t (5.9)

The loss function can be derived from this equation by building the negative log likeli-
hood which results in:
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L(w) = −
m∑
i=1

[
ti ln yi(xi,w) + (1− ti) ln(1− yi(xi,w))

]
, (5.10)

where the sum runs over m training events. The loss function of Equation 5.10 is called
cross-entropy, and has the advantage that it yields faster training results and improved
generalisation results for classification problems [182].

Going further to multi-classification tasks that apply a softmax output activation func-
tion (see Equation 5.4), the loss function is slightly modified to the form:

L(w) = −
m∑
i=1

n∑
j=1

tij ln yj(xi,w), (5.11)

where the output consists of n mutually exclusive classes and the true targets are hence
interpreted as a m× n identity matrix.

One particular feature of the two presented loss functions, which is essential for the
training, is that the derivative of the loss with respect to the output activation leads to
the following form:

∂L

∂ai
= yi − ti. (5.12)

The index i correspond to the dedicated output unit, while for the multi-classification
problem the target gets a second index since it involves a matrix.

5.3.2 Parameter optimisation

The loss function L(w) can be imagined as a surface in the hyperspace spanned over each
weight parameter. Thus, the goal is the find the set of weights at which the gradient of
the loss function vanishes:

∇L(w) = 0 (5.13)

Additionally, it needs to be verified whether such stationary point is a minimum, max-
imum or saddle point. However, there may be many points in the weight space at which
the condition of Equation 5.13 is satisfied because the loss function usually has a highly
nonlinear dependence on the weights. Moreover, large networks contain a huge amount
of weight parameters, hence there might be also local minima which might be equivalent
to other points in the weight space as well. Due to these facts, finding a global minimum
analytically is nearly impossible and most algorithms perform an iterative procedure to
determine the weight parameters. Most algorithms are defined such that the weights of
the following iteration, w(i+1), depend on the current weight parameters, w(i), starting
with an arbitrary choice of initial weights w(0):

∇w(i+1) = w(i) + ∆w(i), (5.14)

where the superscript i denotes the number of the actual training cycle. After each
training cycle, ∇L(w) is updated using the new weight parameters.

It is also worth mentioning that it is not even necessary to find the global minimum of
the loss function, but various observed local minima should be compared in order to reach
a sufficient and generalised performance.
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5.3.3 Stochastic gradient descent

The most common approach to find the optimal set of weights uses the gradient on the
loss during the update of the weights and hence is referred to as gradient descent:

∇w(i+1) = w(i) − η∇L(w(i)). (5.15)

The parameter η should be positive and is called the learning rate. At each iteration
the gradient on the loss function is updated and the method is repeated. An illustration
of the optimisation of weight parameters is shown in Figure 5.5.

w

-η∇L(w)

Figure 5.5: Stochastic gradient descent. The ellipses represent contours in the weight space. By iteratively
updating the weights with respect to the actual gradient of the loss function, the trajectory is moving
towards the minimum.

A potential drawback is that the gradient descent method needs to process the complete
training set in order to compute gradient of the loss.

However, there also exist modified versions of the gradient descent method, which tend
to be useful especially on large datasets. The stochastic gradient descent (SGD) method
only computes the gradient of one event at a time:

∇w(i+1) = w(i) − η∇Ln(w(i)). (5.16)

Where the index n refers to the dedicated event. Repeating the SGD method mul-
tiple times with randomly chosen starting points tend to result in a sufficient network
performance. Another common modification is to gather a small amount of events to
so-called mini-batches and determine the average of the gradient of the loss function for
those batches at a time, instead of using single events. Especially when training on large
datasets, this method tends to train faster, while resulting in a sufficient performance.

Usually, the trajectory that indicates the iteratively updated weight parameters in
Figure 5.5 is not a smooth line. Due to small or noisy gradients, the trajectory can
be very shaky and the training procedure can become slow and ineffective. Thus, there
are more advanced gradient-based algorithms that include additional parameters mainly to
accelerate the learning procedure. Such parameters are for example the learning rate decay,
which decreases the learning rate after each iteration in order to get closer to the minimum
in the weight space and thus achieve better performance. The momentum parameter [183],
for example, introduces slight changes on the direction of the gradient which may also
help to speed up the training in some cases. Popular algorithms that incorporate adaptive
learning rates are, for example, the AdaGrad [184] and Adam [185] optimisation methods.
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5.3.4 Error backpropagation

As noted in the previous sections, the calculation of the gradient of the loss function
plays a central role in the training procedure. A breakthrough for the success of neural
networks was the development of the error backpropagation technique [177], which provides
a computationally efficient method in order to determine the derivatives of the loss function
with respect to the weight parameters. The basic concept of the method is to propagate
the error backwards through the network.

The loss as given in Equation 5.10 or Equation 5.11 can be expressed as a sum over all
considered events:

L(w) =
∑
n

Ln(w). (5.17)

Considering a feed-forward neural network as it is outlined in Section 5.2.1, the activ-
ation of a particular neuron is defined by the sum over all connections that point to the
neuron:

aj =
∑
i

wjihi, (5.18)

which looks similar to Equation 5.1, although the bias neuron has been included in the
sum and the index i starts from 0. hi represents the activation of a neuron that points to the
actual neuron, which is associated by the weight parameter wji and is already transformed
by the activation function hi = h(ai). In principle, Equation 5.18 holds for any neuron in
the hidden layers or the output layer in which the index i stands for any neuron from the
input or the hidden layer if it is connected to neuron j. Since the loss Ln depends on the
activation aj , which is a function of the weight wji, the chain rule can be applied in order
to determine the derivative of the loss with respect to the dedicated weight:

∂Ln
∂wji

=
∂Ln
∂aj︸︷︷︸
≡δj

∂aj
∂wji

, (5.19)

where δj is referred to as the error of the neuron. From Equation 5.18, it can be seen
that:

∂aj
∂wji

= hi. (5.20)

Thus, Equation 5.19 can be simplified to:

∂Ln
∂wji

= δjhi. (5.21)

If the weight is interpreted as a connection between two neurons, Equation 5.21 means
that the derivative is expressed by the product of the error of the neuron δj to which the
weight points to and the transformed activation of the neuron from which the connection
emerges. In addition, for bias neurons hi is simply 1. Therefore, in order to calculate
the derivatives, the errors of each neuron in the hidden and output layers need to be
determined. For all neurons in the output layer, Equation 5.12 already gives the solution
for the corresponding error, while for the errors of neurons in the hidden layers, the chain
rule is required:
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δj ≡
∂Ln
∂aj

=
∑
k

∂Ln
∂ak

∂ak
∂aj

, (5.22)

The sum in the above formula runs over all subsequent neurons to which the neuron
is connected. Finally, the definition of δj can be used to derive the error backpropagation
formula [174]:

δj = h′(aj)
∑
k

wkjδk, (5.23)

which reflects the purpose of the error backpropagation technique. First, the errors in
the output layer are determined and subsequently each error of the predecessor neurons is
computed. Hence the information is propagated backwards through the network.

5.4 Performance measure

It has been mentioned that finding the global minimum for the loss function in the weight
space is nearly impossible. In order to develop a generalised model that performs also well
on unobserved events, it is not even necessary to find the global minimum. However, the
weight parameters should be tuned to some extent and possible configurations should be
compared.

Figure 5.6 illustrates three possible situations of a machine learning algorithm that has
been trained to distinguish between two classes. In the first case, the model is not well
advanced and did not learn from the given input variables (see Figure 5.6(a)). Models
of this kind are denoted as underfitted or undertrained. Possible improvements would
be to add further input variables, extend the network architecture by adding additional
hidden layers or more neurons in the hidden layers or gathering more data. Such behaviour
manifests itself in the distribution of the loss as a function of the number of training epochs,
such that the loss for training and test set is large. The other extreme would be that the
model learns each single property from each event in the training set (see Figure 5.6(c)).
The loss for the training set is small, while the loss for the test set is large. This behaviour
is referred to as overfitting or overtraining and is a crucial challenge in ML applications.
There are many reasons for overtraining, such as a too small and too diverse dataset or
the network structure may be too complex. Figure 5.6(b) indicates an optimally trained
model. The parameters are sufficiently optimised and the loss for the training and test
set is similar as well as small. In any case, more data is always favourable and leads to a
positive effect on the model’s performance, however, it is not always trivial to accomplish.

In the following, various performance metrics are described and have been used in
order to evaluate the performance of the model used in analysis bWN-fullSet. A further
discussion on the performance metrics follow in Section 8.2.1.

Confusion matrix

After the class of an event has been predicted by the model, it can be compared with the
true target class of the event and categorised to different categories. In the case of binary
classification there are two true targets, like signal and background, 0 or 1. Hence, a signal
event can be classified correctly as a signal, denoted as true positive (TP ) event, or it could
be falsely identified as a background event. Events of this type are called false positives
(FP ). Similarly, a background event can be correctly estimated as background, referred
to as true negative (TN) event, or mis-classified as a signal event, that is denoted as false



Fundamentals of machine learning 67

Lo
ss

Epochs

Test set

Training set

(a) Underfitting

Lo
ss

Epochs

Test set

Training set

(b) Optimal loss

Lo
ss

Epochs

Test set

Training set

(c) Overfitting

Figure 5.6: Loss diagnostics.

negative (FN) event. Those four categories can be visualised via the so-called confusion
matrix as shown in Figure 5.7.

In general, the confusion matrix is not limited to binary classification tasks and the
dimension of the matrix can be extended depending on the number of distinct classes.
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Figure 5.7: Confusion matrix. Signal and background events can be predicted correctly or misclassified,
resulting in four categories, true positives, false positives, true negatives and false negatives.

Accuracy

Equipped with the categories from the confusion matrix the accuracy of the model is
defined as:

acc =
TP + TN

TP + TN + FP + FN
, (5.24)

which reflects the general ability of the model to classify events properly. In a typical
search for supersymmetry the statistics of the simulated SM background is much larger
than the statistics of the simulated SUSY signal events. Accuracy alone is not a good
metric because of the large imbalance between the signal and background. A significant
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disparity between the number of signal and background events can lead to a large accuracy
value even if only the background events are correctly classified.

Signal efficiency

Furthermore, the signal efficiency εSig. is defined as the fraction of correctly predicted signal
events over all true signal events:

εSig. =
TP

TP + FN
. (5.25)

εSig. is also known as the true positive rate (TPR), recall or sensitivity. The signal effi-
ciency metric is robust against an imbalance between the signal and background statistics.

Background rejection

The background rejection is defined as follows:

rBkg. = 1− TN

TN + FP︸ ︷︷ ︸
False positive rate

. (5.26)

The background rejection is also known as the false positive rate and represents the
fraction of correctly predicted background events over all background events and is also
robust against an imbalance between the number of signal events and background events.

Receiver operating characteristic

The right plot in Figure 5.8 illustrates the distribution of the activation of the final output
neuron within a range from 0 to 1, for signal and background events, respectively. If a
threshold on the output score y is selected within 0 to 1, the area under the two distributions
on the right of the threshold reflects the signal and background efficiencies. Hence, the
background rejection can be plotted as function of the signal efficiency as shown in the left
plot of Figure 5.8, with each point on the curve corresponding to a certain threshold on
the output score. This distribution is referred to as the receiver operating characteristic
(ROC) and its shape as well as the area under curve, denoted as AUC, also describes the
performance of the model.
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Figure 5.8: Receiver operating characteristic. The ROC can be derived from the distribution of the
output activation of signal and background events.



Chapter 6

Statistical data analysis

This chapter is devoted to the statistical tools and methods used in order to obtain quantit-
ative interpretations from the conducted analyses. First, the likelihood-based fit procedure,
test statistics and the concept of statistical significance in the context of p-values is de-
scribed. Moreover, the CLs technique, necessary to determine exclusion intervals, is briefly
discussed. Finally, systematic uncertainties, which are incorporated in the statistical eval-
uations as so-called nuisance parameters are explained in detail.

The data analysis, which is based on these concepts, is accomplished using the HistFitter
software framework [186], which in turn adopts the functionality of the HistFactory pack-
age [187].

6.1 Likelihood

The statistical evaluation of the analyses in Chapter 7 and Chapter 8 follows the con-
cepts and definitions described in [188]. In the analyses, a maximum likelihood fit is
performed for the signal regions (see Section 4.1) in order to test the background-only and
the background+signal hypotheses against the observed number of events. The expected
event yield in each region is described by a Poisson probability density function with the
sum of background events as the mean value. Signal events may be included to the back-
ground events, depending whether a background-only or background+signal hypothesis is
considered. The estimated background events may be taken from simulation or are scaled
to the observed events in the corresponding CR using a normalisation factor computed in
the fit to the observed data. In the latter approach, the normalisation is controlled by
independent free parameters. Depending on the considered hypothesis, signal processes
may be included in the fit or omitted. Hence, the signal normalisation is also controlled
by a free parameter, denoted as the signal strength µ.

Systematic effects, originating from experimental or theoretical nature, are taken into
account in the fit procedure and are interpreted as so-called nuisance parameters. A nuis-
ance parameter θ that follows a Gaussian probability density function is implemented as a
smearing factor on the expected events in the likelihood. Further on, the mean (θ0) of the
Gaussian distribution is defined by the nominal prediction, whereas the standard deviation
(σ) is determined by the size of the systematic uncertainty:

N (θ) =
1√

2πσ2
exp

(
− (θ − θ0)2

2σ2

)
. (6.1)

Furthermore, by substituting α = (θ− θ0)/σ, the mean of the new nuisance parameter
α becomes 0 and the standard deviation becomes 1.

Statistical uncertainties of the SM background processes are taken into account as ad-
ditional nuisance parameters, if the relative statistical uncertainty of the expected number
of events in a signal region is larger than 5%.

The number of signal events sr and SM background events br in a corresponding region
of phase space r are predicted by a model with a set of nuisance parameters θ, which are
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estimated in a maximum likelihood fit. The likelihood function is defined as the product
of the Poisson probabilities for all regions:

L(µ,θ) =
∏

r∈Regions

(µsr + br)
nr

nr!
e−(µsr+br)

∏
i∈Syst.

N (θi), (6.2)

with the number of observed events nr in the corresponding region of phase space.
Depending on the fit procedure, the CR and/or SR are considered in the likelihood function.
The expected number of background events also depends on the background normalisation
factors, which are determined via a background-only fit. In this fit configuration, the
likelihood is maximised for µ = 0 and the signal regions are not included in the fit, hence
the signal contribution is not taken into account.

6.2 Test statistics and p-values

The test statistic tµ is defined in order to quantify hypotheses with different configur-
ations for the signal strength µ, given an observed number of data events. Reasonable
configurations for the signal strength are for example µ = 0, which corresponds to the SM
expectation. This hypothesis is usually referred to as the background-only hypothesis. A
concurrent scenario would be if potential signal events are considered to the total expected
number of events and µ ≥ 0. Since a signal region is typically not free of background,
this hypothesis is also called background+signal hypothesis. Depending on the hypothesis
in questions, either background-only or background+signal hypothesis can be considered
as the null hypothesis and the alternative hypothesis. In order to compare competing
hypotheses, the profile likelihood ratio is defined as [188]:

λ(µ) =
L(µ,

ˆ̂
θ)

L(µ̂, θ̂)
, (6.3)

with ˆ̂
θ being the estimator that maximises the likelihood for a given signal strength

µ, while for the likelihood function in the denominator both µ̂ and θ̂ are estimators that
maximise the likelihood. Thus, the profile likelihood ratio assigns a number within the
range of 0 and 1 to the hypothesis in question and describes the level of agreement of
observed data with the hypothesis specified by µ.

It is common to define the test statistic tµ as:

tµ = −2 lnλ(µ) (6.4)

Here, larger values of tµ reflect larger disagreement between the observed data events
and the hypothesis in question. Further on, the level of incompatibility between data and
the hypothesis can be determined by the p-value:

pµ =

∫ ∞
tµ,obs.

f(tµ|µ)dtµ. (6.5)

tµ,obs. is the measured test statistic given the observed data and f(tµ|µ) is the prob-
ability density function of tµ under the hypothesised value of µ. A p-value may be also
interpreted as a statistical significance Z = Φ−1(1 − pµ). In this context, Z reflects mul-
tiples of the standard deviation of a Gaussian distributed variable. Φ−1 is the inverse
of the cumulative distribution of the Gaussian distribution. In the particle physics com-
munity, evidence for new physics is found if the background-only hypothesis is rejected
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with a significance of at least Z = 3 standard deviations, corresponding to a p-value of
p0 = 1.35× 10−3, whereas a discovery is only claimed if Z ≥ 5 (p0 ≤ 2.87× 10−7).

The requirement to exclude a potential signal hypothesis is less stringent with a threshold
of p1 = 0.05 (Z = 1.64), corresponding to a 95 % confidence level.

6.3 The CLs technique

If the sensitivity for a potential signal model in a dedicated search region is very low or
a downward fluctuation of data compared to the prediction is observed, results can be
mis-interpreted and a potential signal could be falsely excluded. The CLs technique [189]
aims to prevent excluding signal models with low sensitivity and is defined as:

CLs =
pµ

1− p0
. (6.6)

Here, the denominator can only be less than or equal to unity, hence the exclusion
criterion based on the CLs method is more stringent than the usual requirement which
is based on pµ. If the signal sensitivity is very low, then pµ decreases, but 1 − p0 also
decreases, hence the exclusion condition that CLs is below a certain threshold will not be
satisfied.

The CLs technique is a widely acknowledged procedure in the high energy physics
community and is used in the analyses documented in this work in order to derive an
exclusion limit on the signal strength. A signal is excluded at 95% confidence level if the
CLs value is smaller than 0.05 for the background+signal hypothesis.

6.4 Systematic uncertainties

Systematic effects play a crucial role in statistical data analysis, because they affect the
profile-likelihood ratio as a function of the signal strength µ, which can be interpreted as
a loss of information about µ. The systematic uncertainties on the signal as well as the
background estimates originate from experimental effects, such as imperfect description of
detector conditions and finite resolution of the object calibration, and from uncertainties
in the theoretical predictions and modelling.

The same set of experimental and theoretical systematic uncertainties is considered in
analysis bWN-subSet and bWN-fullSet. The various sources of systematic uncertainties are
summarised in the following, while the impact of the particular effect on the final result is
discussed later on in the dedicated section of the respective analysis.

6.4.1 Experimental uncertainties

Jet calibration

In analysis bWN-subSet as well as analysis bWN-fullSet, the dominant sources of experi-
mental uncertainties are from imperfect knowledge of the jet energy scale and jet energy
resolution [159, 190]. In both analyses, a strongly reduced set of jet energy scale uncer-
tainties is considered. A large set of related representations is combined in a strongly
reduced set of uncertainty sources, in which an adequate level of correlations is still pre-
served [191]. Two concurrent strongly reduced sets of jet energy scale uncertainties have
been applied to the analyses individually and the obtained results were not significantly
different, which indicated that both analyses are not sensitive to the correlations associated
with the uncertainties. By this procedure the complexity of the analysis is reduced.
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Flavour tagging

The efficiency measurements for the calibration of b-tagged jets provide also variations
on the efficiencies, which are further used to determine dedicated systematic uncertain-
ties [163]. In addition, systematic uncertainties associated with the mis-tagging rate of
c-tagged jets and light-flavour jets are derived [192,193].

Lepton reconstruction, isolation and identification

As already mentioned in Section 4.3.2 and Section 4.3.3, dedicated scale factors, based
on efficiency measurements, are applied to electrons and muons to correct for imperfect
detector simulations. Moreover, the efficiency measurements provide also independent
variations of the reconstruction, identification and isolation efficiencies for electrons and
muons. The effect of these variations has been evaluated and is found to be negligible in
both analyses.

Missing transverse momentum

Systematic uncertainties associated with the scale as well as the resolution of the missing
transverse momentum are also considered, leading to changes in both the magnitude and
the direction of the missing transverse momentum. Since Emiss

T is determined from the
physics objects in an event, Emiss

T is re-calculated for each systematic variation of the
calibrated objects. Additionally, the soft term (see Section 4.3.7) also contributes to the
uncertainties in the scale and the resolution. A detailed methodology for the scale and
resolution uncertainties of Emiss

T is given in [166].

Residual experimental uncertainties

Additionally, further experimental uncertainties such as the modelling of pileup, trigger ef-
ficiencies and the estimation of the integrated luminosity have been investigated. However,
those uncertainties have a minor impact on the final results.

6.4.2 Theory uncertainties

tt̄ modelling

The largest source of theoretical systematic uncertainty corresponds to the modelling of
the tt̄ background. Three independent sources of systematic effects in the context of the
modelling of the top quark pair process have been investigated. Systematic uncertainties
may be introduced due to the choice of the Monte-Carlo event generator used to generate
the hard scattering process, the modelling of the fragmentation and hadronisation in the
parton shower and the amount of initial- and final-state radiation.

To evaluate the size of the systematic effects, alternative tt̄ samples are compared to
the nominal sample. In analysis bWN-subSet, the Powheg-Box event generator interfaced
with Pythia6 for parton showering is used for the generation of nominal tt̄ events. Hence,
the uncertainty from the hard scattering process is determined by comparing tt̄ events gen-
erated with the Powheg-Box and the MG5_aMC@NLO event generators. Uncertainties
due to fragmentation and hadronisation effects are computed from the comparison of nom-
inal tt̄ events and events generated with the alternative Herwig++ [194] software framework
for parton showering. The impact of altering the amount of initial- and final-state radi-
ation is estimated from comparisons of individual Powheg-Box+Pythia6 samples with
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different parton shower radiation, modified factorisation and renormalisation scales and
NLO radiation.

The nominal tt̄ sample in analysis bWN-fullSet is generated using the Powheg-
Box event generator and Pythia8 parton shower. The systematic uncertainty on the hard
scattering process is based on the comparison of tt̄ events generated with the Powheg-
Box and the MG5_aMC@NLO event generators. Systematic uncertainties from fragment-
ation and hadronisation effects are determined from the comparison of nominal tt̄ events
and with those generated using the alternative Herwig7 [195] package for parton shower-
ing. Systematic uncertainties from initial- and final-state radiation in bWN-fullSet are
computed from the comparison of the nominal tt̄ events with tt̄ events which are re-
weighted using internal event weights. The internal event weights include the variation
of factorisation and renormalisation scales as well as variable shower radiation.

In both analyses, the expected event yield of the tt̄ background is normalised to data in
a dedicated control region. Hence, only the extrapolations from the control region into the
signal regions are affected by the systematic uncertainties of the tt̄ background process.
Systematic uncertainties on the tt̄ modelling does not affect the overall normalisation.
In order to compute the effect of the systematic uncertainty on the extrapolation of the
tt̄ events, a so-called transfer factor is computed for the alternative as well as for the
nominal sample:

TF =
ySR

yCR
, (6.7)

where ySR and yCR represent the number of simulated tt̄ events in the signal region and
the control region, in which the tt̄ contribution is normalised to data. Afterwards, the sys-
tematic uncertainty δ from radiation, hard scatter and hadronisation effects is determined
from the ratio of the transfer factors of the alternative and nominal tt̄ events:

δ =
TF ′ − TF

TF
=
TF ′

TF
− 1. (6.8)

Here, TF ′ is the transfer factor of the alternative tt̄ background sample and TF is the
transfer factor of the nominal tt̄ sample.

No uncertainty on the cross section is needed, because the the tt̄ background is norm-
alised to data in a dedicated control region.

Modelling of the residual SM background sources

In both analyses, the number of events from SM backgrounds other than top quark pair
processes is minor, with a total contribution of less than 15 % in the signal regions. The-
oretical uncertainties on these processes are found to have a negligible impact on the final
result. Thus, only a conservative uncertainty on the theoretical cross section of the re-
spective SM background is applied in both analyses. The uncertainty on the cross section
ranges from 25 %-100 %, depending on the SM background.

SUSY signal modelling

Since the targeted SUSY signal events and the dileptonic tt̄ events are very similar in the
considered 3-body decay phase space, additional radiation can have a significant impact on
the kinematic variables and on the acceptance of the expected signal events in the signal
regions. As a consequence, systematic uncertainties on the signal acceptance due to the
modelling of initial- and final-state radiation and the variation of the factorisation and
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renormalisation scales are considered. In addition, an uncertainty on the expected signal
cross section is taken into account in both analyses. In the first analysis, bWN-subSet, the
signal cross sections are normalised to NLO accuracy and an uncertainty on the expected
signal cross section is taken from an envelope of cross section predictions using different
PDF sets as well as factorisation and renormalisation scales, as described in [121]. The
signal cross sections in the second analysis, bWN-fullSet, are calculated to approximate
next-to-next-to-leading order and the considered uncertainties on the cross sections are
derived using the PDF4LHC15_mc PDF set, following the recommendations in [143].



Chapter 7

Search for top squark pair production in the
3-body decay mode with a single lepton
final state using 36.1 fb−1 of pp collision

data

In this chapter, the results from a search for top squark pairs in a compressed decay scenario
are presented and discussed. As already mentioned, this analysis targets a signal model
as illustrated in Figure 2.4, denoted as t̃1 → bWχ̃0

1. The compressed decay scenario is
characterised by the potential mass difference of the t̃1 and the χ̃0

1, mW + mb ≤ ∆m =
mt̃1
− mχ̃0

1
≤ mt. The results of this search are published in [58] together with various

other analyses that attempt to probe similar supersymmetric models and share common
properties of the final state.

7.0.1 Event preselection

In analysis strategy is described in Section 4.1.
In order to monitor the modelling of important kinematic variables in the simulated

events, a loose event preselection is defined. The selection criteria of the preselection are
mainly driven by basic properties of the targeted SUSY model, so that SM background
events which are very different from the target signal are excluded at an early stage of
the analysis. The preselection is necessary to sort out events that did not pass particular
quality requirements, and guarantees that only data is selected in which all sub-detectors
were fully functional. The event sample at preselection level also serves as a starting point
for the definition of the signal, control and validation region.

The event preselection is summarised in Table 7.1. Selection criteria are based on the
physics objects which have to fulfil the respective quality requirements as discussed in
Chapter 4. Events are required to have exactly one electron or muon with a minimum pT

of at least 25 GeV after the preselection. Events with additional leptons are suppressed
by requiring no further baseline leptons in the sample. The analysis is performed on the
dataset which is recorded using Emiss

T triggers only. In order to guarantee that the trigger
is fully efficient, an additional requirement on Emiss

T > 230 GeV is defined. Selected events
must have a minimum of 4 hadronic jets, and at least one jet must be tagged as a b-jet. The
transverse momentum of the leading jet is required to be larger than 50 GeV, whereas the
pT threshold for all other hadronic jets in the selected events is pT > 25 GeV. Furthermore,
the azimuthal angle between the direction of Emiss

T and the two leading jets is required to
be |∆φ(j1,2, E

miss
T )| > 0.4, and selected events are also required to have a transverse mass

of mT > 130 GeV. As a consequence, a potential contribution from QCD multi-jet events
is effectively suppressed. In fact, a proper estimation of the multi-jet background in a
data driven-manner indicated that the contribution of multi-jet processes is negligible due
to the high Emiss

T threshold, the requirement on |∆φ(j1,2, E
miss
T )| and the tight cut on

mT. Moreover, the stringent requirement on mT effectively suppresses contributions from
W+jets processes and semi-leptonic tt̄ events, as already discussed in Section 4.3.9. Events
including hadronic τ candidates are vetoed by the requirement of mτ

T2 > 80 GeV.
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Trigger Emiss
T trigger only

Second-lepton veto no additional baseline leptons
Number of leptons exactly 1 e or µ
Lepton pT > 25 GeV
Emiss

T > 230 GeV
Number of jets (min. pT) ≥ 4(25 GeV)
Number of b-tagged jets ≥ 1
Leading jet pT > 50 GeV
|∆φ(j1,2, ~p

miss
T )| > 0.4

mτ
T2 > 80 GeV

mT > 130 GeV

Table 7.1: Summary of the event preselection criteria.

 2L (72.1%)tt
W+jets (8.3%)
Single top (6.8%)
+V (5.3%)tt
 1L (5.2%)tt

Diboson (2.3%)

Preselection
-1 = 13 TeV, 36.1 fbs

Figure 7.1: Relative contributions of
the individual SM backgrounds after the
preselection.

After the preselection, the dominant SM background stems from top quark pair pro-
duction (see Figure 7.1). In fact, the dominant fraction of tt̄ events are dileptonic top
quark pair decays (∼ 72 %), in which one lepton is either not reconstructed, not identi-
fied, removed by the overlap-removal procedure, or one W boson decays leptonically and
the other via a hadronically decaying τ lepton. Distributions of the most important kin-
ematic observables after the preselection are shown in Figure 7.2. In these distributions,
the tt̄ background prediction is scaled by the normalisation factor obtained from a like-
lihood fit of the CR, which is described in detail in Section 7.2. Other SM background
processes are normalised with the respective theoretical cross sections. Good agreement
between observed data and the SM prediction is obtained. The shaded band around the
total SM prediction as well as the shaded band in the data/SM ratio include statistical
and experimental uncertainties. tt̄ modelling uncertainties which are defined only for the
signal and validation region are not included in the uncertainty band.

In the following, simulated events are used to define the event selections for the signal,
control and validation regions.
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Figure 7.2: Kinematic distributions of key observables after the preselection is applied. The tt̄ background
prediction is scaled by the normalisation factor obtained from a likelihood fit of the CR, while all other
SM background processes are normalised with the respective theoretical cross sections. The hatched
band around the total SM prediction and the hatched band in the data/SM ratio include statistical and
systematic uncertainties, except the tt̄ modelling uncertainties, which are determined only for the VR and
SR, respectively. Overflows are included in the last bin.

7.1 Signal region

The metric for the optimisation is to maximise the discovery significance1 for the t̃1 →
bWχ̃0

1 decay scenario. For the optimisation procedure, a benchmark signal model with a
top squark mass of 350 GeV and a neutralino mass of 200 GeV is used. The procedure
for the optimisation of the signal region selection is based on an iterative algorithm. At
first, the algorithm determines the maximum expected significance by selecting an upper
or lower bound for all variables at preselection level, respectively. Afterwards all considered
variables are ranked by their corresponding significance. The variable selection with the
highest significance is then applied to the preselection and the procedure is repeated for all
remaining variables afterwards. The algorithm stops if the expected significance does not
change significantly by adding additional cut selections. Moreover, statistical uncertainties

1The expected significance for the benchmark signal is calculated using the BinomialExpZ function
provided by the RooStats [196] framework.
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and a constant relative systematic uncertainty of 25 % on the SM background events are
considered in the computation of the significance. The four kinematic variables which
showed to most discriminative power between the signal and background are considered in
the iterative optimisation approach and are illustrated in Figure 7.3. Since mT indicated
the best separation power after a very loose event selection it was decided to apply this
variable in the initial event preselection. Furthermore, the distributions for signal processes
are scaled by multiples of its nominal cross section, in order to stress the distinct kinematics
compared to the SM background processes. Especially amT2 and ∆φ(`, Emiss

T ) tend to
have good discriminating power. Due to the kinematic construction of the amT2 variable
(see Section 4.3.9) and the compressed mass splitting of the considered top squark decay
scenario, the SUSY signal events peak below 100 GeV in amT2, compared to the dileptonic
tt̄ background which has its maximum around the top quark mass. The separation power
of the ∆φ(`, Emiss

T ) variable is due to the neutralinos in the final state of the top squark pair
decay, in which the Emiss

T is no longer associated with the neutrino from the leptonic decay
of the W boson. The signal peaks around the range of 1 to 1.5 radian while the dileptonic
tt̄ events tend to have a larger angular distance between the lepton and Emiss

T above 2.5
radian.
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Figure 7.3: Kinematic distributions of the most important variables of the analysis after the preselection.
Only simulated events are shown. For the distribution of mT, the cut on the shown quantity is omitted
in the event preselection in order to stress the discriminating power of this observable. Only statistical
uncertainties are shown in the distributions. Overflows are included in the last bin. The distribution
for signal events is scaled by multiples of its nominal cross section, to illustrate the distinct kinematics
compared to the SM background.

The final signal region definition is listed in Table 7.2, and the remaining simulated
SM background events and the expected number of events of the signal benchmark model
are listed in Table 7.3, while Figure 7.4 shows the relative contribution from the individual
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SM background sources. As already mentioned, dileptonic tt̄ processes make up the largest
contribution, while the fraction of semi-leptonic tt̄ events is fairly small. As a consequence,
the top quark pair processes are not divided into fractions in the following, except it is
mentioned explicitly. Figure 7.5 shows the comparison of data and SM expectation before
the fit. Plotted quantities are kinematic distributions of the variables used in the selection,
the cut on the dedicated quantity is omitted, except for the distribution of themT variable,
because a tight requirement on mT is already applied at event preselection level. The
vertical line in the plot shows where and in which direction the cut on this variable would
be applied.

Signal region definition

Emiss
T > 300 GeV

mT > 130 GeV
amT2 < 110 GeV
∆φ(`, Emiss

T ) < 2.5

Exclusion technique shape-fit in amT2

Bin boundaries in amT2 [GeV] [80, 91, 97, 106, 118, 130]

Table 7.2: Overview of the signal region selection. In addition, the event preselection as defined in
Table 7.1 is applied. The last row shows the bin intervals for the shape-fit scenario.

Signal region Events

tt̄ 2L 57.8 ± 1.5
tt̄ 1L 2.2 ± 0.5
Single top 1.9 ± 0.3
tt̄+ V 1.7 ± 0.2
W+jets 1.4 ± 0.3
Diboson 0.9 ± 0.1

Total SM 65.9 ± 1.9

m(t̃, χ̃0
1) = (350, 200) GeV 60.9 ± 6.0

Table 7.3: Number of expected events in the signal region
for 36.1 fb−1. Only statistical uncertainties are shown.

 2L (87.6%)tt
 1L (3.4%)tt

Single top (2.9%)
+V (2.6%)tt

W+jets (2.2%)
Diboson (1.3%)

Signal region
-1 = 13 TeV, 36.1 fbs

Figure 7.4: Relative contributions of the
individual SM backgrounds in the signal
region.
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Figure 7.5: Kinematic distributions of the variables used to define the signal region. The selection
on the displayed quantity is omitted as indicated by the vertical line, except for the distribution of the
mT variable, because a tight requirement onmT is already applied at event preselection level. The direction
of the arrow on top of the vertical line indicates the region of accepted events in the signal region. Only
statistical uncertainties are included. The category ’Others’ in the legend represents the sum of minor SM
backgrounds that contribute less than 5 % of the total SM background. The lower panel shows the ratio
of signal to SM background in each bin respectively.

As shown in the last row of Table 7.2, a one-dimensional shape-fit is performed in
amT2 including five bins in order to improve the exclusion sensitivity for the targeted
SUSY signal, in addition to the single-bin strategy. The bins are designed such that the
expected number of signal events is similar in all bins. In addition, all bins are required to
contain no less than 15 expected background events. Expected significances for the single-
bin and the shape-fit scenario are given in Table 7.4 for a few selected signal points with
different ∆m(t̃1, χ̃

0
1). It is found that, utilising different signal-to-background ratios in the

bins of the shape-fit, the search sensitivity can be increased with respect to the single-bin
configuration.
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Signal point Discovery scenario Exclusion scenario

m(t̃, χ̃0
1) = (350, 185) GeV 1.91 2.04

m(t̃, χ̃0
1) = (350, 200) GeV 3.09 3.38

m(t̃, χ̃0
1) = (350, 230) GeV 2.70 3.18

m(t̃, χ̃0
1) = (350, 260) GeV 1.04 1.57

Table 7.4: Comparison of the expected significance for various signal points in the single-bin and shape-fit
scenario. Statistical and systematics uncertainties are included in the computation.

7.2 Background estimation and validation

The dominant SM background process in the analysis originates from tt̄ production. There-
fore, tt̄ processes are estimated in a dedicated control region in which the number of simu-
lated tt̄ events is normalised to the observed data with a likelihood fit. In order to guarantee
a reliable estimation in the SR, the event selection for the CR has to be kinematically as
close as possible to the SR. Other stringent requirements for the definition of the control
region are that a potential signal contribution should be avoided, while the purity of top
quark pair produced events should be enhanced. As a consequence, the event selection
of the CR is based on the requirements of the SR, but requirements on key variables are
either inverted or loosened.

Afterwards, the normalisation of tt̄ events, obtained in the control region, is verified in
a particular validation region. Again, the event selection of the VR has to be kinematically
similar to the signal and the control region, with an enhanced purity of tt̄ processes and a
reduced contribution from potential SUSY signal events.

Since the signal and the control region are both used in the likelihood fit, the event
selections for these regions are kept disjunct. The validation region is not part of the fit
procedure, but its event selection is still defined to be statistically independent.

Other contributions to the total SM background are estimated from simulation.

7.2.1 Control region

The event selection of the control region is listed in Table 7.5 together with the corres-
ponding event selections of the signal and validation region, in order to stress the kinematic
differences. For the definition of the CR, the requirement on ∆φ(`, Emiss

T ) is inverted to
enhance the purity of tt̄ processes. Potential signal contamination is reduced by shifting
the amT2 selection to 130 GeV < amT2 < 170 GeV. The upper cut on amT2 is necessary
to avoid an overlap with other analyses in publication [58] which require high amT2. In
addition, the requirement on Emiss

T is loosened to further enhance statistics of top quark
pair processes. In general, the signal contamination has been tested for different signal
points in the 2-, 3- and 4-body phase space of the analysis and was found to be less than
5%.

The predicted number of SM events in the control region is listed in the upper section
of Table 7.6 and compared with the corresponding number of simulated SM events, which
is listed in the lower section of the table. The number of observed events and predicted
events are identical by construction, because the tt̄ processes are normalised to data in
this region. The event yields of SM backgrounds other than tt̄ production are identical,
because they are estimated from simulations. The uncertainties in the upper list include
statistical and systematic uncertainties, while in the lower list only statistical uncertainties
are given. The composition of the SM background in the control region is illustrated in
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SR CR VR

Emiss
T > 300 GeV > 230 GeV > 300 GeV

amT2 < 110 GeV 130− 170 GeV 110− 130 GeV
∆φ(`, Emiss

T ) < 2.5 > 2.5 > 2.5

Table 7.5: Overview of the event selection of the signal region, the control region to estimate the nor-
malisation of the tt̄ background, and the validation region to verify the estimation method. The event
preselection as defined in Table 7.1 is applied to all regions.

Figure 7.6. As intended, the purity of tt̄ events is well above 90 % in this selection.

Control region Events

Observed events 293
Predicted background events 292.9± 17.1

tt̄ 275.2± 20.0
Single top 5.5± 5.5
tt̄+ V 7.7± 7.6
W+jets 2.3± 2.3
Diboson 2.2± 0.7

Simulated background events 272.4 ± 6.9

tt̄ 254.7 ± 5.3
Single top 5.5 ± 0.5
W+jets 2.3 ± 4.3
tt̄+ V 7.7 ± 0.4
Diboson 2.2 ± 0.2

Table 7.6: Observed and predicted SM events in the con-
trol region. The individual uncertainties are correlated and
do not add up quadratically to the total uncertainty. The
lower section lists the number of SM events obtained from
simulation.

 (93.5%)tt

+V (2.8%)tt

Single top (2.0%)

others (1.7%)

Control region
-1 = 13 TeV, 36.1 fbs

Figure 7.6: Relative contributions of the
individual SM backgrounds in the control
region.

The distribution of the four key variables in the control region is shown in Figure 7.7
for observed data events and the predicted SM events respectively. The observed data is
in good agreement with the predicted SM events.
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Figure 7.7: Kinematic distributions of key variables for events that pass the control region selection. The
tt̄ events are scaled by the normalisation factor obtained in the CR. Residual SM background processes are
normalised with the respective theoretical cross section. The category ’Others’ in the legend represents the
sum of minor SM backgrounds that contribute less than 5 % of the total SM background. The lower panel
shows the ratio of data to the SM prediction. The uncertainty band includes statistical and experimental
systematic uncertainties. tt̄ modelling uncertainties are only determined for the VR and SR and hence not
included in the total uncertainty. The last bins include the overflow.

7.2.2 Validation region

In order to test the background estimation method, the normalisation factor for the tt̄
background, obtained in the CR, is applied in the validation region and the observed
number of events is compared to the predicted number of events.

The event selection for the VR is listed in the third column of Table 7.5. To get
kinematically closer to the signal region the requirement on Emiss

T is kept at 300 GeV,
while the selection on amT2 is shifted to 110 GeV < amT2 < 130 GeV to avoid potential
contamination from signal events. For similar reasons, the ∆φ(`, Emiss

T ) selection is still
inverted. As in the other regions of interest, the dominant SM background source is top
quark pair production with a purity above 90 %. The number of observed events as well
as a comparison of predicted SM events to the number of events obtained from simulation
are given in Table 7.7. tt̄ processes are normalised according to the normalisation factor
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obtained in the control region. The event yields of all other SM backgrounds are identical
in the upper and lower list, because they are estimated from simulations. All uncertainties
are included in the upper part of the table and only statistical uncertainties are shown
in the lower part of the table. Relative fractions of SM backgrounds contributing to the
validation region is shown in Figure 7.8.

Validation region Events

Observed events 41
Predicted SM events 41.2± 6.5

tt̄ 38.0± 6.6
Single top 0.8± 0.8
tt̄+ V 1.5± 1.5
W+jets 0.5± 0.3
Diboson 0.4± 0.2

Simulated background events 38.4 ± 1.4

tt̄ 35.1 ± 1.32
Single top 0.8 ± 0.2
tt̄+ V 1.5 ± 0.2
W+jets 0.5 ± 0.2
Diboson 0.4 ± 0.2

Table 7.7: Observed and predicted SM events in the val-
idation region. The individual uncertainties are correlated
and do not add up quadratically to the total uncertainty.
Only statistical uncertainties are included in the simulated
SM backgrounds listed in the lower part of the table.

 (91.5%)tt

+V (3.9%)tt

Single top (2.1%)

others (2.5%)

Validation region
-1 = 13 TeV, 36.1 fbs

Figure 7.8: Relative contributions of the
individual SM backgrounds in the valida-
tion region.

The kinematic distributions of Emiss
T , mT, amT2 and ∆φ(`, Emiss

T ) in the validation
region are shown in Figure 7.9. The observed events and predicted events match within
statistical and systematic uncertainty.
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Figure 7.9: Kinematic distributions of key variables in the validation region. The tt̄ events are scaled by
the normalisation factor obtained in the CR. Residual SM background processes are normalised with the
respective theoretical cross section. The category ’Others’ in the legend represents the sum of minor SM
backgrounds that contribute less than 5 % of the total SM background. The lower panel shows the ratio
of data to the SM prediction. The uncertainty band includes statistical and systematic uncertainties. The
last bins include the overflow.

7.3 Impact of systematic uncertainties

The various sources of systematic effects considered in the analysis are discussed in detail in
Section 6.4. The basic methodology in order to evaluate the systematic effect is to compare
the change in the number of predicted events in the regions of interest when varying the
different sources of systematic uncertainties.

The dominant systematic uncertainties in the VR and SR are listed Table 7.8. The
largest uncertainty is due to the modelling of the top quark pair production. This con-
tribution is evaluated by comparing the results from alternative tt̄ MC samples using the
transfer-factor method (see Equation 6.7). By definition, the differences in the normal-
isation of the different MC samples cancel out in the transfer-factor method, and only
differences in the shapes of kinematic distributions between the alternative tt̄ samples in-
fluence the systematic uncertainty. However, the alternative tt̄ samples are statistically
limited in the tight event selection of the signal region, thus the original transfer-factor
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method is slightly modified. To reduce the statistical uncertainties, not the full signal
region definition is used, but instead only the requirement of one key variable is applied
on top of the preselection and the systematic uncertainty is computed. This procedure
is repeated for all discriminating variables used for the signal region definition, and the
corresponding uncertainties are summed up in quadrature. Although correlations between
the variables are neglected, the systematic uncertainties still agree with the results from
the original approach, only the statistical uncertainties are smaller.

Another large contribution to the total SM background uncertainty stems from the
jet energy scale calibration. The reason is that the computation of Emiss

T is affected by
variations in the jet energy scales. Hence, also mT and ∆φ(`, Emiss

T ) are influenced by this
systematic effect. Moreover, jet energy scales also impact the kinematic construction of
amT2.

Systematic uncertainty VR SR

Total predicted SM background 41.2 70.8

Total statistical (
√
Nexp) ±6.4 ±8.4

Total background uncertainty ±6.5 [15.8 %] ±15.7 [21.5 %]

tt̄ radiation ±2.1 [5.1 %] ±9.0 [12.7 %]
tt̄ hadronisation ±2.3 [5.6 %] ±8.6 [12.1 %]
tt̄ generator ±4.0 [9.7 %] ±5.5 [7.8 %]
tt̄ normalisation ±3.1 [7.5 %] ±5.3 [7.5 %]
Jet energy scale (1st component) ±1.8 [4.4 %] ±4.7 [6.6 %]
Single top cross section ±0.8 [1.9 %] ±1.9 [2.7 %]
Statistics (simulated samples) ±1.5 [3.6 %] ±1.7 [2.4 %]
tt̄+ V cross section ±1.5 [3.6 %] ±1.7 [2.4 %]
Emiss

T resolution (⊥ component) ±0.8 [1.9 %] ±1.5 [2.1 %]
Emiss

T resolution (‖ component) ±0.2 [0.5 %] ±1.2 [1.7 %]
Flavour tagging c mis-tag rate ±0.5 [1.2 %] ±1.2 [1.7 %]
Flavour tagging b-tagging efficiency ±0.8 [1.9 %] ±1.2 [1.7 %]
Jet energy resolution ±1.2 [2.9 %] ±1.1 [1.6 %]

Table 7.8: Summary of the dominant systematic uncertainties on the total predicted number of SM
background events for the validation and signal region. Individual uncertainties may be correlated, and
hence do not necessarily add up in quadrature to the total uncertainty. Systematic uncertainties which
contribute less than 1 % are omitted in the list. The percentages show the size of the uncertainty relative
to the total predicted SM background. The systematic uncertainties are ordered by the size of their relative
contribution to the total predicted SM background in the SR.

The total statistical uncertainty of the total SM background (
√
Nexp) is also given in

the table in order to compare the size of the statistical uncertainty with the systematic
uncertainty. The total relative uncertainty in the signal region is 21.5 %, which is larger
than total statistical uncertainty. For completeness, the individual contributions of sys-
tematic effects to the total uncertainty for the five bins in the shape-fit are summarised in
Table 7.9. As for the single-bin scenario, the largest systematic sources are the modelling
of top quark pair production and the jet energy scale.
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Systematic uncertainty Bin 1 Bin 2 Bin 3 Bin 4 Bin 5

Total predicted SM background 16.5 16 25.6 40.1 38.5

Total statistical (
√
Nexp) ±4.1 ±4.0 ±5.1 ±6.3 ±6.2

Total background uncertainty ±4.5 [27.3 %] ±6.0 [37.5 %] ±5.3 [20.7 %] ±8.1 [20.2 %] ±8.3 [21.6 %]

tt̄ hadronisation ±3.1 [18.8 %] ±2.4 [15.0 %] ±2.9 [11.3 %] ±3.5 [8.7 %] ±4.2 [10.9 %]
tt̄ radiation ±2.2 [13.3 %] ±2.2 [13.8 %] ±3.1 [12.1 %] ±5.3 [13.2 %] ±4.7 [12.2 %]
tt̄ normalisation ±1.2 [7.3 %] ±1.2 [7.5 %] ±1.9 [7.4 %] ±2.9 [7.2 %] ±2.9 [7.5 %]
Jet energy scale (1st component) ±1.1 [6.7 %] ±0.9 [5.6 %] ±1.8 [7.0 %] ±2.0 [5.0 %] ±1.8 [4.7 %]
tt̄ generator ±1.0 [6.1 %] ±4.7 [29.4 %] ±1.7 [6.6 %] ±2.4 [6.0 %] ±3.6 [9.4 %]
Statistics (simulated samples) ±0.8 [4.8 %] ±0.7 [4.4 %] ±1.1 [4.3 %] ±1.7 [4.2 %] ±1.3 [3.4 %]
Jet energy resolution ±0.8 [4.8 %] ±0.4 [2.5 %] ±0.01 [0.05 %] ±1.1 [2.7 %] ±1.0 [2.6 %]
Single top cross section ±0.5 [3.0 %] ±0.4 [2.5 %] ±0.7 [2.7 %] ±1.4 [3.5 %] ±0.9 [2.3 %]
Emiss

T resolution (⊥ component) ±0.5 [3.0 %] ±0.5 [3.1 %] ±0.2 [0.8 %] ±0.5 [1.2 %] ±1.5 [3.9 %]
tt̄+ V cross section ±0.5 [3.0 %] ±0.3 [1.9 %] ±0.6 [2.2 %] ±1.0 [2.5 %] ±1.2 [3.1 %]
Flavour tagging c mis-tag rate ±0.4 [2.4 %] ±0.2 [1.3 %] ±0.5 [2.0 %] ±0.5 [1.2 %] ±0.2 [0.5 %]
Pileup ±0.4 [2.4 %] ±0.02 [0.1 %] ±0.1 [0.4 %] ±0.2 [0.5 %] ±0.3 [0.8 %]
Jet energy scale (1st component) ±0.4 [2.4 %] ±0.02 [0.1 %] ±0.02 [0.1 %] ±0.4 [1.0 %] ±0.2 [0.5 %]
Flavour tagging b-tagging efficiency ±0.3 [1.8 %] ±0.3 [1.9 %] ±0.3 [1.2 %] ±0.9 [2.2 %] ±0.9 [2.3 %]
Emiss

T resolution (‖ component) ±0.2 [1.2 %] ±0.3 [1.9 %] ±0.3 [1.2 %] ±0.9 [2.2 %] ±0.3 [0.8 %]

Table 7.9: Summary of the dominant systematic uncertainties on the total predicted number of SM
background events for the five bins in the shape-fit. Individual uncertainties may be correlated, and
hence do not necessarily add up in quadrature to the total uncertainty. Systematic uncertainties which
contribute less than 1 % are omitted in the list. The percentages show the size of the uncertainty relative to
the total predicted SM background. The systematic uncertainties are ordered by their relative contribution
to the total predicted SM background in the most sensitive bin (Bin 1) with respect to the SUSY signal
benchmark.

The total relative uncertainty in the various bins ranges from 20.2 % to 37.5 %. Com-
parison to the total statistical uncertainty (

√
Nexp) indicates that systematic effects are

the dominant source of uncertainty in the shape-fit configuration, but compatible with the
respective total statistical uncertainty.

7.4 Results and interpretation

The observed and predicted number of events in the signal region are given in Table 7.10.
The observed data is well in agreement with SM expectation. In addition, the normalisation
factor of the tt̄ background µtt̄ obtained in the control region by the background-only fit,
is shown in the table. Further on, a model-independent upper limit at 95 % confidence
level on the expected (S95

exp.) and observed (S95
obs.) number of beyond-SM events is derived

in the signal region. For this procedure, a generic signal model is assumed to contribute in
the SR only. Neither experimental nor theoretical uncertainties, except for the luminosity,
are considered for such a generic signal model.

In addition, the comparison between observed data and predicted SM background
events in the validation as well as in the signal region is shown in Figure 7.10. Observed
events are well in agreement with the SM prediction. The lower panel in the figure illus-
trates the difference between observed events (nobs) and predicted SM background events
(nexp) divided by the total uncertainty (σtot) and is commonly referred to as pull. σtot

is defined as σtot =
√
σ2 + σ2

nPoisson
pred.

and includes the total SM background uncertainty

(σ2) and a variation from the 68 % central confidence interval of a Poisson distribution
(σ2
nPoisson

pred.
). The pull represents an approximation of the significance of the p0-value in the

presence of a data excess.
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Signal region

Observed events 68
Total background 71± 16

tt̄ 65± 16
W+jets 1.41± 0.88
Single top 1.9± 1.9
tt̄+ V 1.7± 1.7
Multi boson 0.89± 0.28

µtt̄ 1.08± 0.09

S95
exp. 35.2+10.5

−9.7

S95
obs. 30.7

Table 7.10: Number of observed events in the signal region together with the predicted number of SM
background events. All types of uncertainties are included. In addition, the normalisation factor (µtt̄)
for the prediction of tt̄ processes as obtained in the fit is listed, as well the expected (S95

exp.) and observed
(S95

obs.) 95 % upper limit on the number of beyond-SM events.
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Figure 7.10: Comparison between the observed data (nobs) and the predicted SM background (nexp)
events in the validation and the signal region. The shaded area around the SM expectation includes all
uncertainties. The bottom panel shows the difference between observed and the predicted events divided
by the total uncertainty (σtot).

The kinematic distribution of Emiss
T , mT, amT2 and ∆φ(`, Emiss

T ) in the signal region
are illustrated in Figure 7.11. Reasonable agreement between observed events and the SM
prediction is found.

Since the result from the single-bin scenario does not show any hint for new physics
beyond the standard model, the shape-fit procedure is performed in order to derive ex-
clusion limits at 95 % confidence level. First, the numbers of observed events and the
predicted numbers of SM background events for each bin contributing to the shape-fit are
summarised in Table 7.11.

Figure 7.12 shows the amT2 distribution with a variable bin width matching the defini-
tion of the shape-fit. In all bins good agreement is found between the observed data and the
SM prediction. Statistical as well as experimental and theoretical systematic uncertainties
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Figure 7.11: Kinematic distribution of relevant variables in the signal region. The requirement on the
plotted quantity is omitted, but indicated by the vertical lines, except for the mT distribution. The
predicted tt̄ background process is scaled with the normalisation factor obtained from the control region.
Furthermore, the benchmark signal model is shown. The label ‘Others’ in the legend represents minor
SM backgrounds that contribute less than 5% of the total background. All uncertainties are included and
represented by the shaded area around the total SM expectation. The last bin contains overflows.

Exclusion scenario Bin 1 Bin 2 Bin 3 Bin 4 Bin 5
amT2 [GeV] [80, 91] [91, 97] [97, 106] [106, 118] [118, 130]

Observed events 13 19 22 30 36
Total background 16.5± 4.5 16.0± 6.0 25.6± 5.3 40.1± 8.1 38.5± 8.3

tt̄ 15.1± 4.6 14.9± 6.0 23.4± 5.4 35.5± 8.1 35.3± 8.4
W+jets 0.1± 0.1 0.2± 0.2 0.7± 0.4 2.0± 1.1 0.6± 0.4
tt̄+ V 0.5± 0.5 0.3± 0.3 0.6± 0.6 1.1± 1.1 1.2± 1.1
Single top 0.5± 0.5 0.4± 0.4 0.7± 0.7 1.4± 1.4 0.9± 0.9
Diboson events 0.3± 0.1 0.2± 0.1 0.3± 0.1 0.2± 0.1 0.5± 0.2

Table 7.11: Number of observed events and predicted SM background events for 36.1 fb−1, in each signal
region contributing to the shape-fit. Individual uncertainties can be correlated and do not necessarily add
up quadratically to the total background uncertainty.

are included. The bottom panel shows again the difference between data and the predicted
SM background divided by the total uncertainty (σtot). In addition, the distribution of the
benchmark signal model is shown.

Finally, exclusion limits are set for top squark pair production in the 3-body decay
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Figure 7.12: Kinematic distribution of amT2 for the shape-fit scenario. The event selections corresponding
to the bins of the shape-fit are applied. tt̄ events are scaled with the normalisation factor obtained from
the control region. Statistical and systematic uncertainties are included. The last bin contains overflows.
Additionally, the benchmark signal model is overlaid for comparison. The bottom panel shows the difference
between observed and predicted events divided by the total uncertainty (σtot).

mode, as well as in the adjacent 2-body and 4-body phase space. Therefore, potential
signal contributions to the control region and the five regions comprised by the shape-
fit are taken into account. All uncertainties, except those for the theoretical signal cross
section, are included in the fits.

The observed and expected exclusion contour as a function of the top squark mass and
the neutralino mass in the targeted phase space are shown in Figure 7.13. The yellow
uncertainty band (±1σexp) indicates the impact of the statistical and systematic uncer-
tainties on the expected limit. The red dashed lines represent the uncertainty (±1σth) on
the observed limit, which is obtained by varying the nominal signal cross section by one
standard deviation of the theoretical cross section.

The grey shaded regions represent the exclusion contours from previous analyses that
targeted the 2-, 3- and 4-body decay modes, respectively [173]. Those analyses were per-
formed on the full Run 1 pp collision data recorded by the ATLAS collaboration at a
centre-of-mass energy of 8 TeV and corresponds to an integrated luminosity of 20.3 fb−1.
The blue shaded region represents the exclusion contour from a search for direct top squark
pair production performed on pp collision data at a centre-of-mass energy of

√
s = 13 TeV,

corresponding to an integrated luminosity of 3.2 fb−1. However, that analysis was optim-
ised for signal models with a large top squark mass and a relatively small neutralino mass
and is therefore not sensitive in the phase space of the 3-body decay mode.

Since there are no signal points below m(t̃1) = 220 GeV considered in the 3- and 4-
decay mode, the actual exclusion contour is bounded from the bottom, which is illustrated
by the straight line of the actual exclusion contour at a top squark mass of approximately
200 GeV to 250 GeV.

The non-excluded area between the transition of the 3- and 4-body decay regions at a
top squark mass of approximately 350 GeV is because of a reduction in the sensitivity. The
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reason of this decrease in sensitivity is because of the significant change of the kinematic
properties of the signal models. For example, if the mass splitting ∆m(t̃1, χ̃

0
1) decreases

the momenta of the two b-tagged jets decrease. This results in a significant decrease of the
acceptance of the pT requirement on the b-tagged jets in the signal region.

In addition, Figure 7.14 shows the expected and observed exclusion contours in the
plane spanned by the top squark mass and the mass splitting ∆m(t̃1, χ̃

0
1). A greater level

of detail is provided for the targeted 3-body decay region. The exclusion contour obtained
from the results of the previous publication [173] is again illustrated by the grey hatched
region. The acronyms tN, bWN and bff’N represent the different kinematics defined by
m(t̃1) − m(χ̃0

1) > m(t), m(t) > m(t̃1) − m(χ̃0
1) > m(W ) + m(b) and m(W ) + m(b) >

m(t̃1)−m(χ̃0
1) > 0, respectively.

The performed analysis excludes top squark masses up to 460GeV depending on the
mass of the neutralino, under the assumption of B(t̃1 → bWχ̃0

1) = 100%.
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Figure 7.13: Expected (black dashed) and observed (red solid) exclusion limit at 95 % confidence level
in the phase space spanned by m(χ̃0

1) versus m(t̃1) for direct top squark pair production. Either t̃1 → tχ̃0
1,

t̃1 → bWχ̃0
1, or t̃1 → bff ′χ̃0

1 decay modes with a branching ratio of 100 % are assumed. The excluded
regions from previous publications [55,173] are illustrated with the grey and blue shaded area, respectively.
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1 decay with a branching ratio of 100 %. The excluded regions from previous publications [55,

173] are also illustrated with the grey shaded area.



Chapter 8

Search for top squark pair production in the
3-body decay mode with a single lepton
final state using 139 fb−1 of pp collision

data

In the following, a search for top squark pairs using the complete set of Run 2 pp collision
data, recorded by the ATLAS experiment is presented. As in the previous chapter, the
analysis targets the exact same signal model (t̃1 → bWχ̃0

1). This search forms the successor
of analysis bWN-subSet and is further referred to as bWN-fullSet. Besides some similar-
ities regarding analysis bWN-subSet, the major difference is, that a single discriminating
variable, which is based on a machine learning classifier, is applied in order to separate the
signal events from the dominant tt̄ background. The presented results are also published
by the ATLAS collaboration [197].

8.1 Discrimination between signal and background

The analysis strategy is described in Section 4.1. Again, observed results are statistically
interpreted by a maximum likelihood fit. Therefore, a discovery scenario based on a single-
bin signal region is defined in order to probe a potential data excess, and an exclusion
scenario, comprising multiple bins, is defined to extract the signal exclusion in the absence
of any evidence for new physics phenomena.

A significant change in this analysis compared to the previous analysis concerns the
choice of the discriminating variables to define the signal region. Preliminary studies, per-
formed on simulated events using a benchmark signal model with a larger t̃1 mass, revealed
that the discovery significance decreased by using the amT2 variable as the discriminating
variable, even at an increased integrated luminosity. Possible reasons for this circumstance
are that by definition amT2 has a lower boundary at 80 GeV, and since the signal selection
was defined by an upper threshold in amT2 before, reducing the amT2 threshold reduces the
signal efficiency as well. Furthermore, the top squark mass was raised for the benchmark
signal model, which is used to define the signal region. The predicted cross section for
t̃1 pair production rapidly decreases with increasing t̃1 mass. More precisely, the predicted
cross section at

√
s = 13 TeV pp collisions at NNLO accuracy decreases from ∼ 4.4 pb for

mt̃1
= 350 GeV down to ∼ 1.1 pb for mt̃1

= 450 GeV [118, 119, 141, 142], which obviously
could not be compensated by the increase of integrated luminosity. As a consequence of
the low signal sensitivity, the signal region definition in the following analysis is based on
a machine learning approach.

Since the phase space of the target model has not changed, top quark pair processes still
remain the dominant SM background. A dedicated control region is defined, to estimate
the tt̄ background in a data-driven manner and a validation region is defined to validate
the extrapolation of the tt̄ background normalisation from the CR to adjacent regions of
phase space.
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8.1.1 Event preselection

At first, a loose event preselection is defined, which depends mainly on the basic features
of the decay products of the targeted SUSY signature (t̃1 → bWχ̃0

1). The modelling of im-
portant kinematic distributions is verified at preselection level. The subsequent definitions
for the signal, control and validation region are also developed from simulated events that
satisfy the preselection criteria.

The event preselection is based on the quality requirements for the physics objects as
defined in Chapter 4 and is summarised in Table 8.1. Selected events are required to have
exactly one electron or muon with a minimum pT of at least 25 GeV. Moreover, no further
baseline leptons are required in the sample. The dataset is recorded using Emiss

T triggers
and an additional requirement of Emiss

T > 230 GeV ensures that the trigger is fully efficient.
Furthermore, only events with a minimum of 4 jets, at which one of them is at least tagged
as b-jet, are selected. The pT threshold for those jets is pT > 25 GeV. In order to suppress
a substantial contribution from QCD multi-jet events, the azimuthal angle between the
direction of Emiss

T and the two leading jets is required to be |∆φ(j1,2, E
miss
T )| > 0.4. Events

including hadronic τ candidates are vetoed by the requirement of mτ
T2 > 80 GeV. As

already outlined and illustrated in Figure 4.6(b), the contributions from W+jets events
and semi-leptonic tt̄ processes are reduced by a requirement on the transverse mass, mT >
110 GeV.

Preselection

Trigger Emiss
T trigger only

Second-lepton veto no additional baseline leptons
Number of leptons exactly 1 e or µ
Lepton pT > 25 GeV
Emiss

T > 230 GeV
Number of jets (min. pT) ≥ 4(25 GeV)
Number of b-tagged jets ≥ 1
|∆φ(j1,2, ~p

miss
T )| > 0.4

mτ
T2 > 80 GeV

mT > 110 GeV

Table 8.1: Summary of the event preselection criteria.

 2L (59.2%)tt
 1L (18.1%)tt

W+jets (9.4%)
Single top (6.9%)
+V (4.0%)tt

Multi-boson (2.3%)

Preselection
-1 = 13 TeV, 139.0 fbs

Figure 8.1: Relative contributions of
the individual SM backgrounds after the
preselection.

As indicated in Figure 8.1, tt̄ production represents the dominant SM background after
the preselection.

Distributions of kinematic observables at preselection level are illustrated in Figure 8.2.
The tt̄ background prediction in those distributions is scaled by the normalisation factor
obtained from a likelihood fit of the CR, which is described in detail in Section 8.4, while
all other SM background processes are normalised with the respective theoretical cross
section. In general, good agreement between observed data and SM prediction is obtained.
In addition, the expected distribution of the benchmark signal model is overlaid in order to
stress the fact that the individual variables have low discriminating power. Initial studies
of discriminating variables at preselection have been performed on simulated events only
and the observed data was hidden until the signal region was defined in order to avoid a
bias by the experimenter. Figure 8.2(b) indicates, that the contribution from semi-leptonic
tt̄ events saturates the region at lower values ofmT. Furthermore, it will be shown, that this
essential feature is also learned by the ML classifier, so that the semi-leptonic tt̄ background
can be effectively suppressed in the analysis. Distributions of remaining variables, used to
train the ML algorithm can be found in Section A.1 of the Appendix.
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Figure 8.2: Kinematic distributions of key observables after the preselection is applied. The tt̄ background
prediction is scaled by the normalisation factor obtained from a likelihood fit of the CR, while residual SM
background processes are normalised with the respective theoretical cross section. The hatched area around
the total SM prediction and the hatched band in the ratio include statistical and systematic uncertainties,
except for the tt̄ modelling uncertainties, which are defined only for the signal and validation region.
Additionally, the expected distribution of the SUSY benchmark signal model is overlaid (blue dashed line).
Overflows are included in the last bin.
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8.2 Signal extraction with machine learning techniques

In order to discriminate the SUSY signal events from the large amount of SM background
processes, the SR selection is optimised by employing a machine learning approach. The
goal of the ML classifier is to maximise the discovery sensitivity by learning the difference
in the event topology between the signal and background. The ML classifier attempts to
extract correlations amongst a set of kinematic distributions, which are considered as input
variables for the training procedure. In order to perform the ML classification studies and
the subsequent definition of the SR a signal benchmark model with mt̃1

= 450 GeV and
mχ̃0

1
= 300 GeV is chosen.

8.2.1 Truth-assisted ML training

As detailed in Chapter 5, to classify events as either signal-like or background-like from
multi-variate data itself, the ML model needs to be trained on labelled events, and its
output needs to be tested on an established mixture of signal and background events. The
training and testing phase are performed on simulated events.

Any ML method requires sufficient statistics of the training sample to achieve a proper
performance. However, generating the full simulation samples with adequate statistics is
computationally expensive. As a consequence, signal events generated only at particle-
level (Truth) were used for the training to enhance the signal statistics. Whereas, for the
SM background processes, fully simulated and reconstructed events (Reco) were used with
sufficient statistics.

In order to guarantee reliable results from the ML discriminator, the distributions of
particle-level signal events should be well in agreement with those at fully reconstructed-
level. To prevent possible deviations between particle-level events and detector-level events,
the particle-level events were corrected to the reconstructed events using a dedicated smear-
ing procedure.

Particle-level smearing procedure

Particle-level events are corrected by parametrisations for reconstruction and identification
efficiencies, which are obtained based on dedicated ATLAS measurements. Furthermore,
energies or transverse energies of physics objects at particle-level are smeared with a Gaus-
sian term using a standard deviation corresponding to the energy (or ET) resolution of
the detector. Particle-level electrons, muons and jets are smeared according to their re-
spective pT, η as well as their applied identification working point. In addition, flavour
tagging efficiencies are also applied on particle-level jets. Finally, the vector of the missing
transverse energy is re-computed from all smeared particle-level objects, including also an
approximation for the track soft term.

In the case of electrons, the identification efficiencies depend on pT, η and on the
applied reconstruction working point. The efficiency is determined in η bins of constant
width, while a linear interpolation between adjacent values is used in pT in the range from
7 GeV to 120 GeV. If the electron is beyond the given pT range, the efficiency is associated
to the respective upper or lower bound of the interval. The fraction of electrons which are
mistakenly reconstructed from particle-level jets, depend on pT, η and the applied electron
isolation working point. The same interval for the interpolation in pT is used for the
isolation efficiency. The energy of the particle-level electron is smeared through a Gaussian
term. The mean of the Gaussian distribution corresponds to the particle-level energy, while
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standard deviation corresponds to the energy resolution, which in turn depends on η and
pT.

The identification efficiencies for particle-level muon candidates are binned in the η
range. According to the applied identification working point, different values for the effi-
ciencies are approximated. Likewise, the muon ET is smeared by a Gaussian distribution.
The two parameters of the Gaussian distribution are defined by the transverse energy and
resolution of the particle-level muon candidate. Distinct approximations for the energy
resolution are applied, depending whether the muon is located either in the barrel or the
end-cap region.

A similar smearing based on a Gaussian term is also applied for the correction of
the energy of particle-level jets. The approximation for the energy resolution relies on five
equidistant η bins within the interval of |η| ≤ 4.5. The pT range for the smearing procedure
of particle-level jets extends from 10 GeV to 1500 GeV.

Approximations of flavour tagging efficiencies are also determined for particle-level jets
with a transverse momentum above 20 GeV, and depend on the different flavour tag-
ging working points. The corresponding approximations incorporate the various tagging
efficiencies for light-, bottom-, charm- and tau-jets.

At last, the vector of the missing transverse momentum is derived from the transverse
momenta of all smeared particle-level objects. An approximation for the track-based soft
component, which constitutes energy remnants not associated to any physics object (see
Section 4.3.7), is also included. Approximations for the soft term depend on the momentum
balance between hard and soft components in an event, phard

T = −psoft
T . Where phard

T

represents the sum of all smeared particle-level objects, and psoft
T is the track-based soft

term. phard
T is smeared by a Gaussian term, in which the standard deviation corresponds to

the Emiss
T resolution. There are two components of the Emiss

T resolution which are parallel
and perpendicular aligned with respect to the phard

T . The approximated contribution for
the track-based soft component is finally defined as the difference between the smeared
and initial phard

T component.
Figure 8.3 shows a comparison of important kinematic distributions between smeared

particle-level signal events (black line) and fully reconstructed signal events (red line) after
the preselection. These distributions nicely demonstrate the fact that no substantial differ-
ences between particle-level and detector-level events are observed. Kinematic distributions
of all input variables at particle-level after smearing are found to be in agreement with the
distributions at detector-level. Additionally, further distributions of input variables can be
found in Section A.2 of the Appendix.
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Figure 8.3: Comparison of kinematic distributions between smeared particle-level signal events (“Smeared-
truth”, shown as black dots on a black histogram) and fully reconstructed signal events (“Reco” shown as
red dots on a red histogram) after preselection. Distributions are normalised to unity in order to investigate
the shape of the distributions.

Network architecture and training phase

After applying the preselection on the smeared benchmark signal model, a total of about
∼ 200000 signal events were selected to perform the machine learning classification, accom-
panied by approximately ∼ 300000 fully reconstructed SM background events. In order
to verify the result of the training procedure, the total statistics of signal and background
events are splitted. 70 % of signal and background events are used to train the ML al-
gorithm respectively, while 30 % of the total signal and background statistics are reserved
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as a test set.
According to the kinematical characteristics of the 3-body signal model (see Figure 2.4),

two different types of jets play a crucial role in the analysis. On the one hand, a high ener-
getic jet may recoil against the top squark pair system, and thus may induce a significant
amount of Emiss

T . On the other hand, only low energetic jets may emerge from the decay of
the top squark and the subsequent hadronically decaying W boson due to the compressed
mass splitting of the SUSY parameters (∆m = mt̃1

−mχ̃0
1
). However, the jet multiplicity

in the signal events is not fixed. In order to process the variable length jet collection,
the first stage of the ML architecture in this analysis is composed of a recurrent neural
network. The reason is, because RNNs are known to extract information from sequences of
arbitrary length, as already discussed in Section 5.2.2. Subsequently, the output vector of
the jet-RNN is passed to a neural network in order to compute the signal and background
probabilities at the output of the neural network. Further discriminating variables are
applied as input neurons to the subsequent NN to further enhance the classification power.
The conceptual architecture of the combination of the jet-RNN and the subsequent NN is
illustrated in Figure 8.4.
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Figure 8.4: Conceptual layout of the machine learning architecture used to discriminate signal from SM
background. In order to exploit the information of the whole jet collection, jet 4-vectors are processed in a
recurrent neural network. The output vector of the jet-RNN is then passed as an input to the NN together
with further discriminating variables.

Many different ML architectures have been tested and extensive parameter optimisation
has been performed. The training parameters of the final ML classifier are defined as
follows. The training is performed at preselection level. The 4-vectors (composed of pT,
η, φ and E) of all jets, which satisfy the dedicated jet reconstruction criteria as described
in Section 4.3.4, are processed event-wise through a RNN using the aforementioned LSTM
algorithm. The LSTM transforms the variable length sequence of jets into a 32 dimensional
output vector, corresponding to a maximum of 8 jets output considered. The LSTM is then
connected to the input layer of a NN together with 12 discriminating variables. A list of the
12 additional input variables used to train the neural network is shown in Table 8.2. The
neural network is comprised of a single hidden layer with 128 neurons which are connected
to two output neurons. The two output neurons represent the probabilities of the signal
and background, respectively. The framework to train the ML classifier to discriminate
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between SM background processes and SUSY signal events is based on the keras [198]
package using tensorflow [199] as a backend. During the training, the weight parameters
are optimised by the Adam optimiser [185] with a learning rate of 10−3. A leaky rectified
linear unit with a slope coefficient of ε = 0.1 was used as activation function in the hidden
layer. A softmax activation function is used in the output layer to ensure that the output
scores of the two output neurons sum up to unity. In addition, a few more parameters are
applied to the NN, which may not necessarily improve the performance of the classifier,
but rather accelerate the training procedure or prevent the network from overtraining. A
small L2 regularisation term of λ = 10−2 is applied in the NN. Regularisation is a common
method to prevent overtraining by modifying the weights during the training phase. In
order to enhance the training speed, the weight parameters corresponding to the hidden
layer are initialised to a normal distribution [200] and the training was performed in mini-
batches of 32 events each, with batch normalisation [201] applied. The parameters of the
final neural network are summarised in Table 8.3.

Notable to mention, the jet-RNN is not trained separately before its output vector is
forwarded to the neural network, the jet-RNN and NN are trained simultaneously in one
step instead.

Input variables Description

Emiss
T Missing transverse energy

φ(Emiss
T ) Azimuthal angle of the direction of Emiss

T

mT Transverse mass
∆φ(`, Emiss

T ) Azimuthal angle between the direction Emiss
T and the lepton

mbl Invariant mass of the leading b-tagged jet and the lepton
pb−jet

T Transverse momentum of the leading b-tagged jet
njet Jet multiplicity
nb−jet b-jet multiplicity
pT(`) Transverse momentum of the lepton
η(`) Pseupdorapidity of the lepton
φ(`) Azimuthal angle of the lepton
E(`) Energy of the lepton

Table 8.2: Discriminating variables applied as inputs to the NN. In addition, the output vector of the
jet-RNN to process the arbitrary-length jet collection is also applied as an input.

Architecture Parameter set

Number of hidden layers 1
Neurons per hidden layer 128
Activation function leaky ReLU (ε = 0.1)
Learning rate 10−3

Regularisation L2 (λ = 10−2)
Weight initialisation Glorot normal
Batch size 32
Batch normalisation Yes

Table 8.3: Architecture and parameters of the neural network.
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Performance metrics of the ML classifier

After the NN is successfully trained, several measures are performed to quantify the per-
formance of the network.

At first, the linear correlation between the input variables can be examined, even before
the training procedure is accomplished. In order to compare the linear correlations of
the inputs for observed data as well as simulated events, the quantity (x − 〈x〉) · (y −
〈y〉)/(RMSx ·RMSy) is computed. The corresponding distributions are given in Figure 8.5.
Further correlation distributions of the various input variables are shown in Section A.3 of
the Appendix. Despite some fluctuations in statistically limited bins, the observed events
are well in agreement with the SM expectation.
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Figure 8.5: Distributions of the linear correlation between two kinematic observables, respectively. Agree-
ment between data and simulated background events is observed. Only statistical uncertainties are shown.
Underflows and overflows are included in the first and last bins.

After the training phase is finished, the NN output score is evaluated for training events
and independent test events respectively, in order to verify the classification power of the
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network. Figure 8.6(a) shows the accuracy metric, as a function of the number of training
cycles, as discussed in Section 5.4. It can be seen that the accuracy, and thus the overall
performance of the NN, increases until the training stopped after 25 training epochs. The
larger fluctuations of the test accuracy is due to the smaller statistics in the test set. The
decrease of the loss function of the ML classifier with each training epoch is illustrated in
Figure 8.6(b). In both figures, the training and the test set show a similar behaviour, which
indicates that the network does not tend to overtrain and does not learn from statistical
fluctuations of single events included in the training sample. Given the progression of
the loss function, it could be argued that even more training epochs may further increase
the performance. Although, a stopping algorithm was implemented such that if the loss
is not significantly improved after 5 consecutive training cycles, the training procedure is
stopped. It turned out that with the aforementioned configuration of the ML classifier, a
good performance is achieved in the whole phase space of 3-body decay mode, even if it
was trained on a benchmark signal point (∆m = 150 GeV). In-depth optimisation on this
signal point could have lead to lower sensitivities amongst signal points in the phase space
with varying ∆m.
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Figure 8.6: Distribution of the accuracy and loss of the NN as a function of the number of training
epochs.

Figure 8.7 shows the distribution of the neuron of the output score of the ML classi-
fier that represents the signal probabilities, referred to as NNbWN. The distributions are
separated into signal and background events, which either belong to the training or test
sample. The respective distributions for SUSY signal events and SM background processes
are well in agreement, which indicates that the learned attributes from the training set
are valid on an independent sample as well. The distributions are normalised to unity in
order to investigate any shape differences. In general, a good separation power between
background and signal events is achieved.

The performance of the classification problem is further quantified by the receiver op-
erating characteristic illustrated in Figure 8.8. The ROC curves are determined for the
training and test set, respectively. The similarities of both curves indicate once again that
the NN is not overtrained. The AUC values in the legend represent the area under ROC,
which gives a measure of the overall performance of the classification problem.

The next metric discussed are the confusion matrices of the training and test set re-
spectively, illustrated in Figure 8.9. Values close to unity in the diagonal term signify good
performance of the classifier, while off-diagonal terms indicate the fraction of mis-classified
events. The dataset is again split into events used in the training and test phases to analyse
possible overtraining. The values in the diagonal and off-diagonal terms in both matrices
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and test events are in good agreement, no overtraining is observed. Distributions are normalised to unity.

0.0 0.2 0.4 0.6 0.8 1.0
Sig.

0.0

0.2

0.4

0.6

0.8

1.0

r B
kg

.

Training (AUC = 0.85)
Testing (AUC = 0.84)
Luck

Figure 8.8: Receiver operating characteristic of the ML classifier. The events are separated into training
and test set. Both curves are in good agreement, which indicates that the NN is not overtrained. The
quantity in the legend denotes the area under the curve (AUC) and is a metric for the overall performance
of the classification problem.

are in agreement.
Finally, the dependence of each input variable as a function of the ML output score

is investigated. Figure 8.10 shows the mean value of the respective input variable as a
function of NNbWN for SM background events and observed data, respectively. Overall, a
good agreement between observed and simulated SM background processes is observed. In
addition, the uncertainties represent the standard deviation (RMS) of the distribution in
the corresponding bin. The dependence of the sensitive variable with respect to the ML
output score can be nicely seen. Events with large Emiss

T and a high leading jet pT tend
to accumulate the region with larger values of NNbWN (see Figures 8.10(a) and 8.10(b)),
whereas events with a high NNbWN score also tend to have softer transverse momenta of
further reconstructed objects such as the lepton, the leading b-jet or further light jets (see
Figures 8.10(c), 8.10(d), 8.10(e) and 8.10(f)). Further profile distributions of the various
input variables are shown in Section A.4 of the Appendix.
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Figure 8.10: Distribution of the mean of the sensitive input variable as a function of NNbWN for data
and simulated SM events. Good agreement between observed and simulated events is observed. The error
bands represent the standard deviation (RMS) of the respective variable in the corresponding bin.



Search for top squark pair production using 139 fb−1 of pp collision data 107

Since smeared particle-level signal events are applied in the training phase, a com-
parison of the shape of the NNbWN distribution between smeared particle-level and fully
reconstructed signal events is of particular interest. The distribution of NNbWN is shown in
Figure 8.11. Both distributions agree well within uncertainty. This figure indicates that no
substantial differences between particle-level and detector-level events are induced during
the learning procedure.
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Figure 8.11: Comparison of the distribution of the ML output score between particle-level and recon-
structed events of the benchmark signal model. Both distributions agree well within uncertainty. In order
to investigate differences of the shapes of the distributions, the distributions are normalised to unity.

Comparison with alternative analysis techniques

In addition, the performance of the current ML-based analysis technique is also compared to
alternative cut-based methods as well as concurrent multi-variate techniques. The meth-
odology for this study is as follows. Three cut-based approaches are investigated. For
those analyses, a signal region selection is defined, based on a set of discriminating vari-
ables. Moreover, four alternative multi-variate techniques are trained with a particular set
of input variables and the dedicated signal region selection is defined, based on the output
score of the corresponding multi-variate technique. The expected discovery significance Z1

in the respective signal region is chosen as the figure of merit for the comparison of the
concurrent analysis techniques. An additional 25 % relative uncertainty on the total SM
background, supplementary to the statistical uncertainty is considered in the calculation
of the significance. In the following, the various analysis techniques are briefly described:

• bWN-subSet refers to the exact same signal region selection as it is discussed in
Chapter 7 with the only difference, that the simulated events are normalised to
139 fb−1.

1The significance Z of observing n events for a prediction of b ± σ is computed following the profile
likelihood method in [202]:

Z =
√

2(n ln [n(b+σ2)

b2+nσ2 ]− b2

σ2 ln [1 + σ2(n−b)
b(b+σ2)

]) when n ≥ b, or

Z = −
√

2(n ln [n(b+σ2)

b2+nσ2 ]− b2

σ2 ln [1 + σ2(n−b)
b(b+σ2)

]) when n < b.
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• bWN-subSet (re-optimised) uses the set of discriminating variables as bWN-subSet,
but for the signal region definition the dedicated thresholds have been optimised for
the larger integrated luminosity.

• Cut-based uses the same 12 input variables as described above for the actual NN
approach (see Table 8.2), but the signal region is based on particular cuts on the
different variables.

• NN (alt. input) refers to a neural network which has been optimised and trained
with a different set of input variables.

• NN incl. 4 jets represents again a neural network. In addition to the 12 input
variables listed in Table 8.2, the 4-vectors of the four leading jets are applied as input
variables, and as a consequence the jet-RNN is omitted.

• BDT defines a signal region based the on the output score of a boosted decision tree,
which is trained and optimised with the same 12 input variables as the final NNbWN.

• NN w/o jet-RNN refers to a SR which is based on a neural network using again the
12 main input variables, but without the jet-RNN applied.

• NN represents the final ML method.

Further details on the alternative methods can be found the Appendix A.5. The ex-
pected number of SM background and SUSY signal events, as well as the expected dis-
covery significance is listed in Table 8.4. For multi-variate analysis techniques, the same
truth-smeared benchmark signal model as the final NNbWN is used to train the respective
algorithm, whereas for the cut-based methods, fully reconstructed events of the same sig-
nal point are applied. However, the expected number of events from a signal model with
slightly different kinematics (m(t̃1, χ̃

0
1) = (500, 380) GeV) are listed in the Table, in order

to stress the generalisation of the respective analysis technique in the 3-body phase space.
The reason is, because, some of the analyses may isolate the considered signal model very
well, but could do worse on adjacent signal points in the 3-body phase space due to slightly
different kinematics. The final NNbWN approach gives the largest significance compared to
other analysis techniques. In addition, the performances of all considered methods are illus-
trated in Figure 8.12 in terms of signal efficiency (εSig.) and background rejection (rBkg.).
The solid lines correspond to the ROC curves of the dedicated multi-variate technique,
while the points represent the corresponding signal region selection.

140 fb−1 bWN-subSet bWN-subSet(re-optimised) Cut-based NN (alt. input)

Total SM 257.04± 2.88 77.66± 1.41 22.45± 0.99 20.89± 0.68
m(t̃1, χ̃

0
1) = (500, 380) 54.83± 3.21 27.70± 2.27 31.31± 2.44 31.87± 3.97

expected Z 0.62 1.02 3.10 3.31

NN (incl. 4 jets) BDT NN (w/o jet-RNN) NN

Total SM 6.04± 0.14 5.22± 0.16 5.57± 0.17 4.56± 0.09
m(t̃1, χ̃

0
1) = (500, 380) 13.88± 1.76 13.69± 1.79 14.88± 2.10 16.21± 2.56

expected Z 3.33 3.49 3.65 4.27

Table 8.4: Comparison of the discovery significance of NNbWN with alternative cut-based and multi-
variate approaches.
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Figure 8.12: Illustration of the ROC curves and working points, associated with a signal region, of the
primary ML classifier and various alternative methods.

8.3 Signal region definition

After training the ML classifier and validating its performance metrics, it is evaluated on
all simulated SM background processes as well as on SUSY signal events. Figure 8.13
represents the distribution of the classifier output score. In addition to the distribution
of the benchmark signal point, another signal model is shown, which has slightly different
kinematics, in order to indicate the universal sensitivity of NNbWN in the signal phase
space. As expected the SM background processes dominate at low values, in contrast to
the SUSY signal models which saturate at large NNbWN scores. As a consequence, the
signal region is defined by a stringent requirement on NNbWN.

The exact event selection for the single-bin SR as well as for the shape-fit configuration
is listed in Table 8.5.

Scenario Signal region definition and its binning

Discovery NNbWN > 0.9
Exclusion NNbWN ∈ [0.65∗, 0.7∗, 0.75∗, 0.8, 0.82, 0.84, 0.86, 0.88, 0.9, 0.92, 1]

Table 8.5: Overview of the signal region definition. A single-bin SR is defined for a potential data excess
(Discovery), while a shape-fit is used to enhance the exclusion sensitivity (Exclusion). Square brackets
indicate the interval in the NNbWN score. An additional requirement of mT > 150 GeV is applied to bins
marked by ∗, in order to suppress potential contamination of semi-leptonic tt̄ events.

A single cut is placed above 0.9 of NNbWN, for a possible discovery scenario. Table 8.6
lists the expected events of the respective SM background process as well as a potential
signal model. The expected number of the given signal model does not exactly match the
number of expected signal events which is listed in Table 8.4, because the requirement on
NNbWN in the study above was tighter. However, it was decided to loosen the requirement
on NNbWN a little bit in order to gain sensitivity across the full phase space of the 3-
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body decay. In addition, Figure 8.14 shows the relative contribution of the individual SM
background processes.

Signal region Events

tt̄ 2L 28.2 ± 0.9
tt̄ 1L 1.41± 0.25
Single top 1.9 ± 0.7
W+jets 1.50 ± 0.6
tt̄+V 0.85 ± 0.18
Multi-boson 1.24 ± 0.11

Total SM 35.1 ± 1.30
m(t̃, χ̃0

1) = (500, 380) 52.5 ± 3.1

Table 8.6: Expected simulated events in the signal region
for 139 fb−1. Only the statistical uncertainties are given.

 2L (80.2%)tt
Single top (5.5%)
W+jets (4.3%)
 1L (4.0%)tt

Multi-boson (3.5%)
+V (2.4%)tt

Signal region
-1 = 13 TeV, 139.0 fbs

Figure 8.14: Breakdown of the individual
SM contributions to the signal region.

To test the significance across the full phase space of the 3-body decay mode, the set
of considered signal points is also extended by additional signal points from the adjacent
2-body and 4-body phase space. The expected significance in the phase space characterised
by 20 GeV < ∆m < 200 GeV is shown in Figure 8.15. The black contour line indicates the
threshold where the expected significance reaches Z = 3. Only the statistical uncertainty
of the background and a 25 % relative uncertainty on the absolute SM background is
considered in the computation of Z. A universal sensitivity across the full signal phase
space is achieved by the ML classifier.

In order to increase the potential exclusion sensitivity in the absence of any data ex-
cess compared to the SM prediction, the shape of the NNbWN distribution is exploited in
the shape-fit while expanding bins to lower NNbWN than the single-bin signal region. A
dedicated binning in NNbWN is defined within the interval from 0.65 to 1.0 in the classifier
output score. Figure 8.16 shows the mT distributions for the fraction of events within
NNbWN ∈ [0.65, 0.8] and above NNbWN > 0.8, respectively. A significant amount of semi-
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leptonic tt̄ events is located at mT < 150 GeV in the phase space with moderate ML
classifier output scores (Figure 8.16(a)), while this background contribution is mainly sup-
pressed for higher values of NNbWN. This indicates, that the classifier successfully learned,
that SUSY signal events tend to have larger values of mT. However, for the three lowest
bins in the shape-fit configuration, an additional requirement of mT > 150 GeV is applied,
in order to keep the composition of the different SM contributions similar across the various
bins.
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Figure 8.16: Distribution of mT for simulated SM backgrounds as well as for three different signal points
in the interval of NNbWN ∈ [0.65, 0.8) (a) and NNbWN ≥ 0.8 (b). At moderate values of the output scores
(a), a significant amount of semi-leptonic tt̄ processes saturates at mT < 150 GeV, whereas such events
are suppressed in the region characterised by large values of NNbWN (b).

A signal region composed of multiple bins can further constrain the SM prediction in
the fit, if the the ratios of the SUSY signal to the SM background are distinct in the various
bins. In order to test the impact of the number of bins contributing to the shape-fit, several
exclusion fits for two different signal points has been performed, in which the number of
bins has been increased, respectively. Figure 8.17 shows the expected significance Z for
rejecting the background+signal hypothesis determined from exclusion fits for two different
signal points as a function of the number of bins included in the fit procedure and indicates
that the Z significantly increases with the number of bins.
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Figure 8.17: Expected significance Z for rejecting the background+signal hypothesis for two different
signal points as a function of bins included to the maximum likelihood fit. Z significantly increases if
multiple bins are added to the fit procedure. Proper systematic uncertainties accounting for tt̄ radiation,
fragmentation and hard scattering are applied respectively, as well as systematic uncertainties for flavor
tagging, lepton identification, isolation and reconstruction, and pileup are included. Emiss

T uncertainties as
well as uncertainties on jet energy scales and resolutions are also applied. Signal acceptance uncertainties
and uncertainties on the cross section of the minor SM backgrounds are included as well.

Figure 8.16 shows the distribution of NNbWN for simulated SM backgrounds as well as
for three different signal points. The chosen binning is identical as defined in the shape-
fit configuration. Emphasis is on the distinct shapes of NNbWN for SM processes and
signal events. In addition, the total amount of simulated SM background processes and a
hypothetical supersymmetric signal in the corresponding bins are listed in Table 8.7.
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Figure 8.18: Distribution of NNbWN in the range from 0.65 to 1.0 for SM background as well as for signal
points with three different mass splittings. An additional requirement on mT > 150 GeV is applied on the
first three bins ranging from 0.65 to 0.8. Only the statistical uncertainty of the simulated events is shown
in the shaded area around the total SM expectation. The tt̄ background is not yet normalised to the CR.
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Shape-fit Bin 1 Bin 2 Bin 3 Bin 4 Bin 5

tt̄ 189.93± 3.09 165.21± 2.79 137.88± 2.49 62.67± 1.70 52.02± 1.38
Single top 8.71± 1.49 9.74± 1.59 6.10± 1.25 2.61± 0.80 1.28± 0.52
W+jets 13.70± 1.82 11.64± 1.71 7.97± 1.12 3.15± 0.87 3.63± 0.84
tt̄+V 9.02± 0.48 6.32± 0.44 6.32± 0.39 2.32± 0.24 1.80± 0.23
Multi-boson 6.20± 0.37 5.29± 0.63 4.30± 0.25 1.71± 0.13 1.71± 0.15

Total SM 227.56± 3.93 198.19± 3.72 162.34± 3.04 72.47± 2.09 60.43± 1.72
m(t̃, χ̃10) = (500, 380) 23.49± 2.21 26.94± 2.30 31.68± 2.51 17.20± 1.82 20.98± 2.03

Bin 6 Bin 7 Bin 8 Bin 9 Bin 10

tt̄ 42.19± 1.28 35.52± 1.24 25.25± 0.90 16.67± 0.64 12.91± 0.65
Single top 2.10± 0.74 1.58± 0.63 0.69± 0.40 1.03± 0.52 0.91± 0.48
W+jets 4.22± 1.03 2.75± 0.87 2.19± 0.99 0.48± 0.20 1.02± 0.53
tt̄+V 1.69± 0.22 1.24± 0.18 1.00± 0.16 0.37± 0.13 0.48± 0.12
Multi-boson 1.20± 0.13 1.38± 0.17 0.89± 0.11 0.57± 0.08 0.67± 0.08

Total SM 51.39± 1.82 42.47± 1.67 30.02± 1.41 19.14± 0.86 16.00± 0.98
m(t̃, χ̃10) = (500, 380) 19.08± 1.89 26.38± 2.26 24.01± 2.14 21.08± 1.98 30.90± 2.39

Table 8.7: Expected events in the corresponding bin of the shape-fit configuration for 139 fb−1. Only
the statistical uncertainty of the simulated events is given. The tt̄ background is not yet normalised to the
CR.

In the following, the tt̄ background is not divided into fractions, except where it is
explicitly mentioned, because the dominant SM background source in the signal region
originates from dileptonic tt̄ production and semi-leptonic top quark pair processes are
effectively suppressed.

8.4 Background estimation and validation

As in the previous chapter, the SM background originating from tt̄ production is estimated
with a data-driven method, while the remaining SM backgrounds are estimated from simu-
lation. The number of simulated tt̄ events is normalised to match the observed data in the
control region and afterwards, the obtained normalisation factor is applied on simulated
tt̄ processes in order to estimate the tt̄ background in the signal region.

In order to test the background estimation method, a validation region is defined in
which the background is extrapolated from the CR, using the dedicated tt̄ normalisation
factor, and compared with the observed data. Hence, a potential contribution from SUSY
signal events should be sufficiently small.

Since the output score of the ML classifier is used as the main discriminating variable
to separate the SUSY signal from SM background processes, the main objective is to use
the same variable to define the CR and VR. Moreover, the event selections of the control,
validation as well as for the signal region are statistically independent and do not overlap
in phase space.

8.4.1 Control region

The control region is defined as summarised in Table 8.8. In addition, the event selection of
the signal and validation regions are listed in order to emphasise the kinematical differences.

The CR is characterised by selecting events in the range from 0.40 to 0.60 in NNbWN.
By shifting the event selection to lower NNbWN values, a potential signal contamination
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SR CR VR

mT > 110 GeV > 150 GeV > 150 GeV
NNbWN > 0.9 (or > 0.65 for shape-fit) 0.40− 0.60 0.60− 0.65

Table 8.8: Summary of the event selection for the signal region and the associated control and validation
region. The event preselection as defined in Table 8.1 is applied to all regions, but not explicitly shown.

could be reduced. To preserve the composition of the SM background events as similar as
in the signal region an additional requirement on mT > 150 GeV is applied.

The upper part of Table 8.9 lists the number of observed events and the number of
predicted SM events in the control region, in which tt̄ processes are normalised accordingly.
The corresponding number of simulated SM events is listed in the lower part of the table for
comparison. The event yields of SM backgrounds other than tt̄ production are identical,
because they are estimated from simulations and normalised to their theoretical cross
section. The uncertainties in the upper list include statistical and systematic uncertainties,
while in the lower list only statistical uncertainties are given. As illustrated in Figure 7.6,
the relative contributions from all SM backgrounds in the control region are very similar
to the composition of the SM background in the signal region.

Control region Events

Observed events 1273
Predicted background events 1272.9± 35.7

tt̄ 1037.0± 100.8
Single top 60.6± 59.6
W+jets 83.2± 39.9
tt̄+ V 60.2± 59.3
Multi-boson 31.9± 7.9

Simulated background events 1218.2 ± 10.2

tt̄ 982.3 ± 7.3
Single top 60.6 ± 3.9
W+jets 83.2 ± 5.8
tt̄+ V 60.2 ± 1.2
Multi-boson 31.9 ± 0.7

Table 8.9: Observed and predicted SM events in the con-
trol region. The individual uncertainties in the upper table
are correlated and do not add up quadratically to the total
uncertainty. The lower section lists the number of SM
events obtained from simulation.

 (80.6%)tt

W+jets (6.8%)

Single top (5.0%)

others (7.6%)

Control region
-1 = 13 TeV, 139.0 fbs

Figure 8.19: Relative contributions of
the individual SM backgrounds in the con-
trol region.

Potential contributions from SUSY signal events in the control region are verified.
The signal contamination in the phase space spanned by m(t̃1) versus m(χ̃0

1) is shown in
Figure 8.20. Either 2-,3- or 4-body decay modes are considered. The black contour line
represents the limit of 5 % signal contamination. All signal points above this limit are
already excluded by previous analyses.

Kinematic distributions of selected variables used to train the ML classifier are shown in
Figure 8.21 in order to compare observed data events with the SM prediction. Distributions
of other input variables in the control region are illustrated in Section A.6 of the Appendix.
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Figure 8.20: Signal contamination in the control region illustrated in the phase space spanned by m(t̃1)
versus m(χ̃0

1). The black contour line illustrates the threshold for a signal fraction of 5%. Signal points
where the contamination is above 5% are already excluded by previous analyses.

In general, a reasonable agreement between data and SM expectation is found for all input
variables.
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Figure 8.21: Kinematic distributions of selected observables in the control region. The tt̄ background
prediction is scaled by the normalisation factor obtained from a likelihood fit of the CR, while all other
SM background processes are normalised with the respective theoretical cross section. The hatched band
around the total SM prediction and the hatched band in the data/SM ratio include statistical and sys-
tematic uncertainties, except for the tt̄ modelling uncertainties, which are only defined for the signal and
validation region. Overflows are included in the last bin.
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8.4.2 Validation region

In order to validate the extrapolation of the background prediction from the control to the
signal region, a validation region is defined. The event selection for the VR is also given in
the corresponding column of Table 8.8. The selection on NNbWN is defined by the interval
from 0.6 to 0.65. Alike the definition of the CR, the stringent requirement on mT is kept
at a threshold above 150 GeV in order to suppress semi-leptonic tt̄ processes.

A comparison of observed events with predicted SM events (upper part) and the number
of events obtained from simulation (lower part) are given in Table 8.10. The tt̄ events in
the upper list are scaled by the normalisation factor obtained in the CR. Statistical and
systematic uncertainties are given in the upper section, while only statistical uncertainties
are shown for the number of simulated SM background events in the lower table. The
number of predicted SM events agree with the observed data within uncertainty.

Additionally, relative fractions of SM backgrounds contributing to the validation region
are shown in Figure 8.22. The composition of the various SM backgrounds in the validation
region is similar to that of the control and signal region.

Validation region Events

Observed events 276
Predicted SM events 257.2± 18.3

tt̄ 217.4± 24.0
Single top 7.9± 7.8
W+jets 15.6± 7.4
tt̄+ V 9.9± 9.7
Multi-boson 6.4± 1.6

Simulated background events 245.6 ± 4.3

tt̄ 205.9 ± 3.1
Single top 7.9 ± 1.4
W+jets 15.6 ± 2.5
tt̄+ V 9.9 ± 0.5
Multi-boson 6.4 ± 0.4

Table 8.10: Observed and predicted SM events in the val-
idation region. The individual uncertainties in the upper
list are correlated and do not add up quadratically to the
total uncertainty. The lower section lists the number of SM
events obtained from simulation.

 (83.8%)tt

W+jets (6.4%)

+V (4.0%)tt

others (5.8%)

Validation region
-1 = 13 TeV, 139.0 fbs

Figure 8.22: Relative contributions of
the individual SM backgrounds in the val-
idation region.

The contamination of SUSY signal events in the validation region is also verified. Fig-
ure 8.23 shows the fraction of the signal events contributing to the total number of simulated
events in the validation region. Either 2-,3- or 4-body decay modes are considered. The
black contour in the plot indicates a signal fraction of 10 %. Signal points above this limit
are already excluded by previous analyses.

The kinematic distributions of selected variables, used to train the ML algorithm, in the
validation region are shown in Figure 8.24. Distributions of the additional input variables
in the validation region are given in Section A.7 of the Appendix. In general, a reasonable
agreement between observed and predicted events is found for all input variables.
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Figure 8.23: Signal contamination in the validation region illustrated in the phase space spanned by
m(t̃1) versus m(χ̃0

1). The black contour line illustrates the threshold for a signal fraction of 10%. Signal
points where the contamination is above 10% are already excluded by previous analyses.
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Figure 8.24: Kinematic distributions of selected observables in the validation region. The tt̄ background
processes are scaled by the normalisation factor obtained from a likelihood fit of the CR, while all other
SM background processes are normalised with the respective theoretical cross section. The shaded band
around the total SM prediction as well as the shaded band in the data/SM ratio include statistical and
systematic uncertainties. Overflows are included in the last bin.
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8.5 Impact of systematic uncertainties

A comprehensive summary of the various sources of systematic effects, considered in the
analysis can be found in Section 6.4. In general, the systematic uncertainties in the corres-
ponding region are evaluated by comparing the nominal number of predicted events with
the prediction when the different systematic effects are varied, respectively.

Table 8.11 summarises the dominant systematic uncertainties in the VR and SR. The
total statistical uncertainty

√
Nexp is just listed in the table in order to compare the impact

of the overall statistics with the total systematic uncertainty. As in the previous analysis,
the dominant systematic effect originates from the modelling and normalisation of the
top quark pair production. The methodology to determine tt̄ modelling uncertainties is
based on the transfer-factor method (see Equation 6.7), in which the differences in the
normalisation of the different simulated tt̄ samples cancel out by construction. Hence, only
differences in the shape of NNbWN between the alternative tt̄ samples affect the systematic
uncertainty.

Systematic uncertainty VR SR

Total predicted SM background 257.2 36.8

Total statistical (
√
Nexp) ±16.0 ±6.1

Total background uncertainty 15.0[5.8 %] 7.2[19.6 %]

tt̄ hadronisation ±7.8 [3.0 %] ±6.1 [16.6 %]
tt̄ normalisation ±21.2 [8.3 %] ±3.1 [8.4 %]
Single top cross section ±7.8 [3.0 %] ±1.9 [5.2 %]
Jet energy resolution (3rd component) ±1.9 [0.7 %] ±1.6 [4.3 %]
tt̄ radiation ±1.8 [0.7 %] ±1.4 [3.8 %]
Statistics (simulated samples) ±4.5 [1.7 %] ±1.4 [3.8 %]
Jet energy scale (2nd component) ±2.6 [1.0 %] ±1.2 [3.3 %]
Jet energy resolution (2nd component) ±2.4 [0.9 %] ±1.1 [3.0 %]
Jet energy scale flavour response ±1.5 [0.6 %] ±0.9 [2.4 %]
tt̄+ V cross section ±9.7 [3.8 %] ±0.8 [2.2 %]
Jet energy scale (1st component) ±2.1 [0.8 %] ±0.7 [1.9 %]
W+jets cross section ±7.3 [2.8 %] ±0.7 [1.9 %]
Jet energy resolution (1st component) ±2.9 [1.1 %] ±0.7 [1.9 %]
tt̄ generator ±2.2 [0.9 %] ±0.6 [1.6 %]
Flavour tagging b-tagging efficiency ±0.1 [0.04 %] ±0.6 [1.6 %]
Jet energy resolution (6th component) ±1.6 [0.6 %] ±0.5 [1.4 %]
Jet energy resolution (7th component) ±0.8 [0.3 %] ±0.5 [1.4 %]
Jet energy resolution (4th component) ±0.5 [0.2 %] ±0.4 [1.1 %]

Table 8.11: Summary of the dominant experimental and theoretical systematic uncertainties on the
total predicted SM background in the validation region and the signal region, respectively. Individual
uncertainties may be correlated, and hence do not necessarily add up in quadrature to the total uncertainty.
Systematic uncertainties which contribute less than 1 % to the total SM prediction are omitted in the
list. The percentages show the size of the uncertainty relative to the total predicted SM background. The
systematic effects are ordered by the size of their relative contribution to the total predicted SM background
in the SR.

The total relative uncertainty in the signal region is 19.6 %, which is compatible with
the total statistical uncertainty of the total SM background (

√
Nexp). This is an improve-
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ment compared to the previous analysis, in which the total systematic uncertainty was
significantly larger than the statistical uncertainty.

The individual systematic uncertainties in each bin of the shape-fit configuration are
listed in Table 8.12. Similar as in the single-bin scenario, the largest systematic effects are
the modelling of the tt̄ background and the calibration of the jet energy resolution. To
avoid complexity, the various components contributing to jet energy scale and resolution,
Emiss

T scale and resolution, as well as systematic effects associated to the flavour tagging
efficiency are summarised into a single component. Systematic effects which contribute less
than 1 % to the total SM prediction are omitted in the list.

The total uncertainty in the various bins ranges from 5.7 % to 28.7 %, relative to the
total predicted SM background. Systematic effects are still the dominant source of uncer-
tainty in the shape-fit configuration, but compatible with the respective total statistical
uncertainty (

√
Nexp).
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Systematic uncertainty Bin 1 Bin 2 Bin 3 Bin 4 Bin 5

Total predicted SM background 238.1 207.4 170.0 76.0 63.3

Total statistical (
√
Nexp) ±15.43 ±14.40 ±13.04 ±8.71 ±7.96

Total background uncertainty ±13.6 [5.7 %] ±17.3 [8.3 %] ±21.8 [12.8 %] ±7.4 [9.7 %] ±7.6 [12.0 %]

tt̄ hadronisation ±6.8 [2.9 %] ±12.7 [6.1 %] ±17.9 [10.5 %] ±2.9 [3.8 %] ±5.4 [8.5 %]
tt̄ generator ±2.6 [1.1 %] ±0.7 [0.3 %] ±4.9 [2.9 %] ±3.4 [4.5 %] ±1.5 [2.4 %]
Jet energy resolution ±3.9 [1.6 %] ±3.8 [1.8 %] ±7.6 [4.5 %] ±2.4 [3.2 %] ±3.1 [4.9 %]
tt̄ normalisation ±19.6 [8.2 %] ±17.0 [8.2 %] ±14.2 [8.4 %] ±6.5 [8.6 %] ±5.4 [8.5 %]
Statistics (simulated sample) ±4.1 [1.7 %] ±3.9 [1.9 %] ±3.2 [1.9 %] ±2.2 [2.9 %] ±1.8 [2.8 %]
Jet energy scale ±3.3 [1.4 %] ±6.6 [3.2 %] ±3.5 [2.1 %] ±2.4 [3.2 %] ±0.3 [0.5 %]
Single top cross section ±8.6 [3.6 %] ±9.6 [4.6 %] ±6.0 [3.5 %] ±2.6 [3.4 %] ±1.3 [2.1 %]
tt̄ radiation ±2.2 [0.9 %] ±2.2 [1.1 %] ±0.9 [0.5 %] ±1.2 [1.6 %] ±1.1 [1.7 %]
W+jets cross section ±6.4 [2.7 %] ±5.4 [2.6 %] ±3.7 [2.2 %] ±1.5 [2.0 %] ±1.7 [2.7 %]
tt̄+ V cross section ±8.9 [3.7 %] ±6.2 [3.0 %] ±6.0 [3.5 %] ±2.3 [3.0 %] ±1.8 [2.8 %]
Flavour tagging efficiency ±1.7 [0.7 %] ±1.0 [0.5 %] ±0.8 [0.5 %] ±0.9 [1.2 %] ±0.9 [1.4 %]
Multi-boson cross section ±1.4 [0.6 %] ±1.2 [0.6 %] ±1.0 [0.6 %] ±0.4 [0.5 %] ±0.4 [0.6 %]
Emiss

T scale and resolution ±3.7 [1.6 %] ±1.3 [0.6 %] ±2.2 [1.3 %] ±2.7 [3.6 %] ±1.3 [2.1 %]

Systematic uncertainty Bin 6 Bin 7 Bin 8 Bin 9 Bin 10

Total predicted SM background 53.7 44.4 31.4 20.0 16.7

Total statistical (
√
Nexp) ±7.33 ±6.67 ±5.61 ±4.48 ±4.09

Total background uncertainty ±7.8 [14.5 %] ±7.1 [16.0 %] ±5.7 [18.2 %] ±3.2 [16.0 %] ±4.8 [28.7 %]

tt̄ hadronisation ±6.7 [12.5 %] ±4.0 [9.0 %] ±3.9 [12.4 %] ±2.0 [10.0 %] ±4.0 [24.0 %]
tt̄ generator ±2.1 [3.9 %] ±2.2 [5.0 %] ±2.1 [6.7 %] ±0.9 [4.5 %] ±1.5 [9.0 %]
Jet energy resolution ±0.6 [1.1 %] ±3.8 [8.6 %] ±2.3 [7.3 %] ±1.3 [6.5 %] ±1.4 [8.4 %]
tt̄ normalisation ±4.4 [8.2 %] ±3.7 [8.3 %] ±2.6 [8.3 %] ±1.7 [8.5 %] ±1.3 [7.8 %]
Statistics (simulated samples) ±1.9 [3.5 %] ±1.7 [3.8 %] ±1.5 [4.8 %] ±0.9 [4.5 %] ±1.0 [6.0 %]
Jet energy scale ±1.6 [3.0 %] ±2.6 [5.9 %] ±1.4 [4.5 %] ±0.8 [4.0 %] ±1.0 [6.0 %]
Single top cross section ±2.1 [3.9 %] ±1.6 [3.6 %] ±0.7 [2.2 %] ±1.0 [5.0 %] ±0.9 [5.4 %]
tt̄ radiation ±0.9 [1.7 %] ±1.0 [2.3 %] ±0.6 [1.9 %] ±0.9 [4.5 %] ±0.5 [3.0 %]
W+jets cross section ±2.0 [3.7 %] ±1.3 [2.9 %] ±1.0 [3.2 %] ±0.2 [1.0 %] ±0.5 [3.0 %]
tt̄+ V cross section ±1.7 [3.2 %] ±1.2 [2.7 %] ±1.0 [3.2 %] ±0.4 [2.0 %] ±0.5 [3.0 %]
Flavour tagging efficiency ±0.7 [1.3 %] ±0.5 [1.1 %] ±0.5 [1.6 %] ±0.3 [1.5 %] ±0.4 [2.4 %]
Multi-boson cross section ±0.3 [0.5 %] ±0.3 [0.7 %] ±0.2 [0.6 %] ±0.1 [0.5 %] ±0.2 [1.2 %]
Emiss

T scale and resolution ±0.4 [0.7 %] ±1.3 [2.9 %] ±1.2 [3.8 %] ±0.4 [2.0 %] ±0.1 [0.6 %]

Table 8.12: Summary of the dominant systematic uncertainties on the total predicted number of SM
background events for the bins included in the shape-fit. Individual uncertainties may be correlated, and
hence do not necessarily add up in quadrature to the total uncertainty. In order to avoid complexity, the
various components for jet energy scale and resolution, Emiss

T scale and resolution, as well as systematic
effects affecting the flavour tagging efficiency are summarised accordingly. Systematic uncertainties which
contribute less than 1 % to the total SM prediction are omitted in the list. The percentages show the size
of the uncertainty relative to the total predicted SM background. The sources of systematic uncertainties
are ordered by their relative contribution to the total predicted SM background in the most sensitive bin
(Bin 10) with respect to the SUSY signal benchmark.

8.6 Results and interpretation

The number of observed events and the number of predicted SM background events from
the background-only fit are illustrated in Figure 8.25 for the validation and signal region,
respectively. In addition, the significance of the observed events given the predicted SM
background events is shown in the bottom panel. Data matches the SM prediction within
uncertainties. A detailed summary of the number of observed events and the predicted
number of SM background events in the SR is listed in Table 8.13. Furthermore, the
fit parameter that controls the normalisation of the tt̄ background (µtt̄) is given. The
tt̄ normalisation factor of 1.06 ± 0.1 is compatible with unity. Uncertainties, listed in
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the table, include statistical as well as systematic uncertainties. The last two rows in
Table 8.13 represent the expected (S95

exp) and observed (S95
obs) upper limits on the number

of beyond-SM events at 95 % confidence level. These numbers are derived from a profile-
likelihood ratio test in which the level of agreement of the SM background-only hypothesis
with the observed data in the SR is quantified. In this procedure, a generic signal model is
assumed that contributes only to the SR and for which neither experimental nor theoretical
systematic uncertainties except for the luminosity uncertainty are considered.
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Figure 8.25: Comparison of observed events with the SM prediction in the VR and SR. The shaded
area around the total SM background prediction includes all uncertainties. The bottom panel shows the
significance of the observed data events given the number of predicted SM background events.

Signal region

Observed events 29
Total background 36.8± 7.2

tt̄ 31.2± 7.6
Single top 2.0± 1.9
W+jets 1.50± 0.73
tt̄+ V 0.85± 0.84
Multi-boson 1.24± 0.31

µtt̄ 1.06± 0.10

S95
exp 18.3+7.3

−4.9

S95
obs 13.8

Table 8.13: Number of observed events in the signal region together with the number of predicted
SM background events and their total uncertainties. In addition, the normalisation factor (µtt̄) for the
prediction of the tt̄ background is listed, and the expected (S95

exp) and observed (S95
obs) 95 % confidence level

upper limits on the number of beyond-SM events.

Figure 8.26 shows the kinematic distributions of some input variables for observed data
events and the predicted SM background, respectively. A reasonable agreement between
data and SM prediction is observed. Further kinematic distributions of variables used to
train the ML algorithm are shown in Section A.8 of the Appendix.
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Figure 8.26: Kinematic distributions of selected observables in the signal region. The tt̄ background
processes are scaled by the normalisation factor obtained from a likelihood fit of the CR, while all other
SM background processes are normalised with the respective theoretical cross section. The shaded band
around the total SM prediction as well as the shaded band in the data/SM ratio include statistical and
systematic uncertainties. Overflows are included in the last bin.
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The number of observed events and the number of predicted SM background events for
each signal region included in the shape-fit configuration is summarised in Table 8.14. In
addition, the breakdown of individual SM backgrounds that contribute to each SR in the
shape-fit is also listed. Figure 8.27 shows the comparison between the observed and pre-
dicted events in the ML classifier distribution. The variable bin width is equivalent to the
selection of the control, validation and the signal regions of the shape-fit. Good agreement
between observed data and the SM background prediction is found. All uncertainties are
included in the hatched area around the total SM prediction. The bottom panel shows
the significance of the observed data events given the number of predicted SM background
events. Additionally, the expected distribution from a representative SUSY signal model
is overlaid.

Shape-fit Bin 1 Bin 2 Bin 3 Bin 4 Bin 5
NNbWN [0.65, 0.70] [0.70, 0.75] [0.75, 0.80] [0.80, 0.82] [0.82, 0.84]
mT [GeV] mT > 150 mT > 150 mT > 150 - -

Observed events 196 215 173 61 63
Total SM background 238± 14 207± 17 170± 22 76± 7 63± 8

tt̄ 200.50± 22.22 174.41± 22.95 145.56± 25.15 66.16± 9.25 54.92± 8.68
Single top 8.71± 8.57 9.74± 9.58 6.10± 6.00 2.61± 2.57 1.28± 1.28
W+jets 13.69± 6.51 11.62± 5.47 7.96± 3.79 3.15± 1.50 3.63± 1.74
tt̄+ V 9.01± 8.87 6.31± 6.22 6.09± 6.00 2.32± 2.29 1.79± 1.77
Multi-boson 6.19± 1.55 5.28± 1.30 4.30± 1.07 1.71± 0.42 1.70± 0.45

Shape-fit Bin 6 Bin 7 Bin 8 Bin 9 Bin 10
NNbWN [0.84, 0.86] [0.86, 0.88] [0.88, 0.90] [0.90, 0.92] [0.92, 1.0]
mT [GeV] - - - - -

Observed events 51 42 32 16 13
Total SM background 54± 8 44± 7 31± 6 20.1± 3.2 17± 5

tt̄ 44.54± 8.67 37.50± 7.77 26.66± 6.08 17.60± 3.43 13.63± 4.89
Single top 2.10± 2.07 1.58± 1.55 0.69± 0.68 1.04± 1.02 0.91± 0.90
W+jets 4.21± 2.01 2.74± 1.30 2.19± 1.05 0.48± 0.24 1.01± 0.50
tt̄+ V 1.69± 1.66 1.24± 1.22 1.00± 0.98 0.37± 0.37 0.48± 0.48
Multi-boson 1.20± 0.31 1.38± 0.34 0.89± 0.22 0.57± 0.14 0.67± 0.17

Table 8.14: Observed data events in each bin of the shape-fit configuration together with the predicted
number of total SM background events and their uncertainties. The bin i (i = 1–10) corresponds to the
i-th bin (from left to right) of the ML classifier output score used in the shape-fit. Contributions of the
individual SM backgrounds are also given. Individual uncertainties may be correlated, and hence do not
necessarily add up in quadrature to the total uncertainty.

No data excesses in any of the signal regions (single-bin or shape-fit) are observed.
Hence, exclusion limits are derived for the particular top squark pair production models
based on profile-likelihood ratio tests.

For the hypothesis tests, the signal uncertainties and potential signal contributions to
all regions are taken into account. All uncertainties are included in the fit procedure,
except for the uncertainty on the theoretical signal cross section, because the variation
based on the theoretical signal cross section is evaluated separately. Exclusion limits at
95 % confidence level are obtained for each SUSY signal model, respectively. Finally, the
exclusion contours are derived by interpolating in the CLs values of all considered signal
points.

The expected and observed exclusion contour as a function of the top squark mass and
the neutralino mass in the targeted 3-body decay mode is shown in Figure 8.28. Signal
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Figure 8.27: Distribution of NNbWN. The variable bin widths correspond to the definitions of the control,
validation and signal regions. The shaded area around the total SM prediction includes all uncertainties.
The expected distribution from a representative signal benchmark model is overlaid. The bottom panel
shows the significance of the observed data events given the number of predicted SM background events.

points of the adjacent 2-body and 4-body decay region are also included in the interpolation
to determine the exclusion contour. The yellow band represents the ±1σexp uncertainty in
the expected limit and indicates how much the expected limit is affected by the systematic
and statistical uncertainties. The up and down variation of the nominal theoretical signal
cross section by its corresponding uncertainty is represented as the ±1σth uncertainty lines
around the observed limit. The exclusion contour from a previous search for direct top
squark pair production in the same phase space [58] is overlaid (grey shaded region).

To provide a greater level of detail, Figure 8.29 shows the expected and observed ex-
clusion contours in the plane spanned by the top squark mass and the mass splitting
∆m(t̃1, χ̃

0
1). The grey shaded region shows again the exclusion contour from the previous

analysis [58].
As in the previous analysis, a non-excluded area between the transition of the 3- and

4-body decay mode is noticeable at top squark masses of approximately 600 GeV and
650 GeV. Due to the change of the kinematic properties of the signal models, the sensitivity
decreases. For signal models which are characterised by a small mass splitting ∆m(t̃1, χ̃

0
1),

the momenta of the two b-tagged jets emerging from the top squark decay can decrease
to 0, which affects the acceptance of the pT requirement on the b-tagged jets in the signal
region.

The region of a top squark mass up to 720 GeV with a neutralino mass of approximately
580 GeV (assuming B(t̃1 → bWχ̃0

1) = 100%) is excluded and hence these results improve
upon previous exclusion limits.
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Figure 8.28: Expected (black dashed) and observed (red solid) excluded regions in the plane of m(χ̃0
1)

versus m(t̃1) at 95 % confidence level for direct top squark pair production. Either t̃1 → tχ̃0
1, t̃1 → bWχ̃0

1,
or t̃1 → bff ′χ̃0

1 decay modes are assumed with a branching ratio of 100 %. The grey shaded area illustrates
the excluded region from a previous publication [58], including also the results obtained from the analysis
described in Chapter 7.
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Figure 8.29: Expected (black dashed) and observed (red solid) excluded regions in the plane of ∆m(t̃1, χ̃
0
1)

versusm(t̃1) at 95 % confidence level for direct top squark pair production. Either t̃1 → tχ̃0
1, t̃1 → bWχ̃0

1, or
t̃1 → bff ′χ̃0

1 decay modes are assumed with a branching ratio of 100 %. The grey shaded area illustrates
excluded regions from a previous publication [58], including also the results obtained from the analysis
described in Chapter 7.



Chapter 9

Comparison of current results from searches
for top squark pair production

The results obtained from the two analyses described in the previous chapters are compared
in terms of exclusion limits in the following. The actual result is also compared with the
most recent result from a similar search from the CMS collaboration.

In order to quantitatively compare the results from the two searches, the exact same
shape-fit configuration in the amT2 variable as defined in Table 7.2, together with as-
sociated CR to normalise the tt̄ background events (see Table 7.5) is performed on the
SM background events and SUSY signal events using the simulated event samples from
analysis bWN-fullSet (see Table 4.2). The same experimental uncertainties as they are
derived in analysis bWN-fullSet are applied. The tt̄ modelling uncertainties based on the
transfer-factor method, as well as the theoretical uncertainties on the signal models are
re-computed according to the event selections of the amT2 shape-fit and the dedicated CR.

The expected limit using the shape-fit configuration in amT2 is compared with the
expected and observed limit which is derived from the shape-fit in NNbWN in Figure 9.1 in
the plane spanned bym(t̃1) andm(χ̃0

1). Both results correspond to an integrated luminosity
of 139 fb−1. The observed limit from the amT2-shape-fit approach is omitted, because the
analysis is not approved by the ATLAS collaboration. The grey shaded region represents
the excluded region from the previous publication corresponding to 36.1 fb−1 [55]. For a
greater level of detail, the respective limits are also illustrated as a function of m(t̃1) versus
∆m(t̃1, χ̃

0
1) in Figure 9.2. The actual limit obtained from a shape-fit in NNbWN improves

upon the results from a shape-fit using the amT2 variable by approximately 200 GeV in
m(t̃1) depending on the mass of the neutralino.

Finally, the presented results are compared with the results from a search performed
by the CMS collaboration. Figure 9.3 shows the exclusion limit at 95 % confidence level in
the m(t̃1)-m(χ̃0

1) plane from an inclusive search for gluinos and squarks in fully hadronic
events derived by the CMS collaboration [203]. The analysis is conducted on data from
pp collisions at a centre-of-mass energy of

√
s = 13 TeV recorded with the CMS detector

corresponding to an integrated luminosity of 137 fb−1. Emphasis of the comparison is on
the region where 3-body decay modes are kinematically favoured, indicated by thin grey
dashed lines and by the text “mt̃1

= mt + mχ̃0
1
” in the figure. The phase space in which

the top squark decays via a 4-body decay is omitted in the figure. The exclusion limits
are based on maximum likelihood fits to data in multiple disjunct signal regions. The
signal regions are categorised by the hadronic energy in the events, the number of jets,
the number of b-tagged jets and the value of MT2. In the 3-body decay region, top squark
masses of up to 590 GeV with a neutralino masses of approximately 500 GeV are excluded.
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Figure 9.1: Comparison of the expected (green dashed) excluded region obtained from a shape-fit in
amT2 with the expected (red dashed) and observed (red solid) excluded regions derived from a shape-fit in
NNbWN in the plane of m(t̃1) versus m(χ̃0

1) for direct top squark pair production. The limits correspond
to 95 % confidence level. Either t̃1 → tχ̃0

1, t̃1 → bWχ̃0
1, or t̃1 → bff ′χ̃0

1 decay modes with a branching
ratio of 100 % are assumed. The excluded region from the previous publication [55] is illustrated as the
grey shaded region.
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Figure 9.2: Comparison of the expected (green dashed) excluded region obtained from a shape-fit in
amT2 with the expected (red dashed) and observed (red solid) excluded regions derived from a shape-fit
in NNbWN in the plane of ∆m(t̃1, χ̃

0
1) versus m(t̃1) for direct top squark pair production. The limits

correspond to 95 % confidence level. Either t̃1 → tχ̃0
1, t̃1 → bWχ̃0

1, or t̃1 → bff ′χ̃0
1 decay modes with a

branching ratio of 100 % are assumed. The excluded region from the previous publication [55] is illustrated
as the grey shaded region.
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Conclusion

In this thesis, the results from two individual searches for direct top squark pair production
are presented. The searches target the same supersymmetric signal model in which the
top squark decays via a 3-body process into a b quark, a W boson, and a neutralino.
Such a decay scenario is kinematically favoured, if the mass difference between the top
squark and the lightest supersymmetric particle is smaller than the top quark mass. In
both analyses, events with one isolated electron or muon, multiple hadronic jets, and large
missing transverse momentum in the final state are considered. The lepton in the final
state is assumed to originate from the decay of a W boson.

The first analysis is performed on data from proton-proton collisions delivered by the
Large Hadron Collider at a centre-of-mass energy of

√
s = 13 TeV within the years 2015

and 2016 and recorded by the ATLAS detector, corresponding to an integrated luminosity
of 36.1 fb−1. In this search, amT2 is used as the main discriminating variable, which aims
to reconstruct the top quark mass in dileptonic tt̄ events. The discriminating character of
the amT2 variable between supersymmetric signal events and dileptonic tt̄ events is due to
the small mass difference between the top squark and the neutralino, leading to smaller
amT2 values for signal events. Since no significant excess in data upon the SM prediction
is found, exclusion limits at 95 % confidence level for the targeted simplified model are
determined by a shape-fit approach in the amT2 variable. For the shape-fit configuration,
5 disjoint signal regions in the interval from 80 GeV to 130 GeV in amT2 are included. By
exploiting the different shapes of the signal and background distribution in the shape-fit,
the background could be further constrained which results in a better exclusion sensitivity.
In the region where the 3-body decay scenario is kinematically favoured, top squark masses
up to 460 GeV are excluded, under the assumption of B(t̃1 → bWχ̃0

1) = 100%.
The second analysis discussed in this thesis is performed on the full Run 2 dataset

of pp collisions at a centre-of-mass energy of
√
s = 13 TeV within the period from 2015

to 2018, corresponding to an integrated luminosity of 139 fb−1. The analysis strategy of
this search is based on an innovative machine learning classifier in order to separate SUSY
signal events from SM background events, because a conventional signal region based on
amT2 indicated less discriminating power for signal models with higher top squark masses.
The ML classifier is based on a neural network which is trained with several kinematic
observables, such as the lepton 4-vector, jet 4-vectors and Emiss

T . The result from this
search do not hint at any evidence for new physics phenomena. The observed events are
in agreement with the events from the SM prediction. As a consequence, the results are
interpreted as exclusion limits at 95% confidence level for the considered simplified model.
In the considered phase space, which is characterised by the mass splitting m(W )+m(b) ≤
∆m(t̃1, χ̃

0
1) ≤ m(t), the observed exclusion limits improve upon previous exclusion limits.

Top squark masses up to 720GeV for neutralino masses up to 580GeV are excluded in the
context of simplified models assuming a 100% decay branching ratio of t̃1 → bWχ̃0

1.
At this time, maintenance work is carried out at the LHC and the collider experiments in

preparation for the next data taking period. The recorded dataset from Run 2 is currently
intensively investigated by many scientists and many exciting high precision measurements
and results from various searches beyond the standard model are yet to come.
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Only a small fraction of data has been analysed in this work compared to the total
expected data which will be delivered by the Large Hadron Collider in the next two decades.
Also the centre-of-mass energy of proton-proton collisions will be increased to 14 TeV. Due
to these reasons, searches of new physics phenomena beyond the standard model are more
exciting than ever. It also opens up the possibility for more exotic and unconventional
searches and advanced analysis strategies, such as shape-fit configurations and machine
learning techniques. These innovative methods are essential in order to benefit from the
incredible amount of data that lies ahead of us.
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Figure A.1: Kinematic distributions of key observables after the preselection is applied. The tt̄ back-
ground prediction is scaled by the normalisation factor obtained from a likelihood fit of the CR, while re-
sidual SM background processes are normalised with the respective theoretical cross-section. The hatched
area around the total SM prediction and the hatched band in the ratio include statistical and systematic
uncertainties, except for the tt̄ modelling uncertainties, which are defined only for the signal and validation
region. Additionally, the expected distribution of the SUSY benchmark signal model is overlaid (blue
dashed line). Overflows are included in the last bin.
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A.2 Comparison of particle-level and detector-level events
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Figure A.2: Comparison of kinematic distributions between smeared particle-level signal events
(“Smeared-truth”, shown as black dots on a black histogram) and fully reconstructed signal events (“Reco”
shown as red dots on a red histogram) after preselection. Distributions are normalised to unity in order to
investigate the shape of the distributions.

A.3 Linear correlation of input variables

In this Section, the linear correlation defined as (x−〈x〉)·(y−〈y〉)/(RMSx ·RMSy) is shown
for the all input variables of the NN except for the η and φ distributions of the jets and
the leading lepton. Despite fluctuations in statistically limited bins, data and simulated
background events agree within uncertainty.
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Figure A.2: Distributions of the linear correlation between two kinematic observables, respectively.
Agreement between data and simulated background events is observed. Only statistical uncertainties are
shown. Underflows and overflows are included in the first and last bins.
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A.4 Profile plots

The dependence of the average of the input variables to the classifier output score is
compared to data and the SM expectation. Overall, good agreement between data and
simulated background events is observed. The error bands represent the standard deviation
(RMS) of the distribution in the corresponding bin.
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Figure A.2: Distribution of the mean of the sensitive input variable as a function of NNbWN for data
and simulated SM events. Good agreement between observed and simulated events is observed. The error
bands represent the standard deviation (RMS) of the respective variable in the corresponding bin.

A.5 Further details on the alternative analysis techniques

Further details about the alternative analysis strategies which are compared in Section 8.2.1
are given in the following. The alternative analysis methods incorporate either different
kinematic variables for signal region definitions or different input variables are used to train
the alternative multivariate algorithms.

bWN-subSet (re-optimised)

This analysis uses the identical set of discriminating variables as bWN-subSet, but for
the signal region definition the dedicated thresholds have been optimised for the larger
integrated luminosity.

Signal region definition

Emiss
T > 300 GeV

mT > 130 GeV
amT2 < 100 GeV
∆φ(`, Emiss

T ) < 2

Table A.1: Overview of an alternative signal region selection. In addition, the event preselection as
defined in Table 8.1 is applied.

Cut-based

In this alternative analysis the same 12 input variables as described for final NNbWN ap-
proach (see Table 8.2), but the signal region is based on particular requirements on the
different variables.

NN (alt. input)

The signal region in this method is based on the threshold on the output score of a neural
network at which the discovery significance is maximal. The network architecture is the
same as listed in Table 8.3 and the input variables of the network are listed in Table A.3.
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Signal region definition

Emiss
T > 400 GeV

mT > 150 GeV
∆φ(`, Emiss

T ) < 2
mbl < 80 GeV
leading b-jet pT < 80 GeV
leading jet pT > 300 GeV

Table A.2: Overview of an alternative signal region selection. In addition, the event preselection as
defined in Table 8.1 is applied. Optimisation of the requirements of the other input variables used to train
NNbWN had no effect on the discovery significance.

Input variables Description

Emiss
T Missing transverse energy

mT Transverse mass
∆φ(`, Emiss

T ) Azimuthal angle between the direction Emiss
T and the lepton

mbl Invariant mass of the leading b-tagged jet and the lepton
pT(`) Transverse momentum of the lepton
η(`) Pseupdorapidity of the lepton
leading jet pT Transverse momentum of the leading jet
leading jet η Pseupdorapidity of the leading jet
leading b-jet pT Transverse momentum of the leading b-tagged jet
leading b-jet η Pseupdorapidity of the leading b-jet
njet Jet multiplicity
nb−jet b-jet multiplicity

Table A.3: Discriminating variables applied as inputs to train an alternative neural network.

NN incl. 4 jets

The signal region in this method is based on the threshold on the output score of a neural
network at which the discovery significance is maximal. The network architecture is the
same as listed in Table 8.3. In addition to the 12 input variables listed in Table 8.2, the
4-vectors (pT, η, φ, E) of the four leading jets are applied as input variables but the
jet-RNN is not used as an input to the neural network.

BDT

For this method, a Boosted Decision Tree has been trained to classify signal and back-
ground. The signal region in this method is based on the threshold on the output score of
the BDT at which the discovery significance is maximal. The exact same input variables
listed in Table 8.2 are used to train the BDT, the jet-RNN is omitted. The parameters of
the BDT are listed in Table A.4.

NN w/o jet-RNN

The signal region in this method is based on the threshold on the output score of a neural
network at which the discovery significance is maximal. The network architecture is the
same as listed in Table 8.3. The exact same input variables listed in Table 8.2 are used to
train the neural network but the jet-RNN is not used as an input to the neural network.
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Architecture Parameter set

Number of trees 1000
Maximum depth of trees 3
Learning rate 0.1
Regularisation L2 (λ = 1)

Table A.4: Architecture and parameters of the neural network.

A.6 Kinematic distributions of input variables in the control
region
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(b) b-jet multiplicity
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(c) Leading jet pT
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(d) 2nd leading jet pT
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(e) 3rd leading jet pT
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(j) Leading jet η
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(l) 2nd leading jet φ

Figure A.3: Kinematic distributions of selected observables in the control region. The tt̄ background
prediction is scaled by the normalisation factor obtained from a likelihood fit of the CR, while all other
SM background processes are normalised with the respective theoretical cross section. The hatched band
around the total SM prediction and the hatched band in the data/SM ratio include statistical and sys-
tematic uncertainties, except for the tt̄ modelling uncertainties, which are only defined for the signal and
validation region. Overflows are included in the last bin.
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A.7 Kinematic distributions of input variables in the valida-
tion region



188 Kinematic distributions of input variables in the validation region

4 5 6 7 8 9 10 11
Jet multiplicity

0.5
1

1.5

D
at

a 
/ S

M

Jet multiplicity

0

20

40

60

80

100

120
E

ve
nt

s
Data Total SM
tt W+jets
Single top Multi-boson
+Vtt

Validation region
-1 = 13 TeV, 139 fbs

(a) Jet multiplicity

0.5 1 1.5 2 2.5 3 3.5 4 4.5
b-jet multiplicity

0.5
1

1.5

D
at

a 
/ S

M

b-jet multiplicity

0
20
40
60
80

100
120
140
160
180
200
220
240

E
ve

nt
s

Data Total SM
tt W+jets
Single top Multi-boson
+Vtt

Validation region
-1 = 13 TeV, 139 fbs

(b) b-jet multiplicity
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Figure A.4: Kinematic distributions of selected observables in the validation region. The tt̄ background
processes are scaled by the normalisation factor obtained from a likelihood fit of the CR, while all other
SM background processes are normalised with the respective theoretical cross section. The shaded band
around the total SM prediction as well as the shaded band in the data/SM ratio include statistical and
systematic uncertainties. Overflows are included in the last bin.
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A.8 Kinematic distributions of input variables in the signal
region
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Figure A.5: Kinematic distributions of selected observables in the signal region. The tt̄ background
processes are scaled by the normalisation factor obtained from a likelihood fit of the CR, while all other
SM background processes are normalised with the respective theoretical cross section. The shaded band
around the total SM prediction as well as the shaded band in the data/SM ratio include statistical and
systematic uncertainties. Overflows are included in the last bin.
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