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Abstract

A new characterization of tree medians is presented: we show that
a vertex m is a median of a tree T with n vertices iff there exists a
partition of the vertex set into �n/2� disjoint pairs (excluding m when
n is odd), such that all the paths connecting the two vertices in any
of the pairs pass through m. We show that in this case this sum is
the largest possible among all such partitions, and we use this fact
to discuss lower bounds on the message complexity of the distributed
sorting problem. This lower bound implies that, given a network of a
tree topology, choosing a median and then route all the information
through it is the best possible strategy, in terms of worst-case num-
ber of messages sent during any execution of any distributed sorting
algorithm. We also discuss the implications for networks of a general
topology and for the distributed ranking problem.

1 Introduction

Many problems have been studied regarding location of specific points in
networks, optimizing certain measures that have to do with traffic in the
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network. Among them, tree networks have been quite popular, and the
notion of median is often used. A median is a vertex that minimizes the
average distance from any other vertex (to complement, a center is a vertex
that minimizes the maximal distance from any other vertex). For examples of
location problems that concern these notions, the reader is referred to [5, 7, 8];
specifically, in [8] the complexiy of determining p-medians in networks is
studied, with 1-median being the regular median. The study of these notions
goes back to [6]. In [13, 14] the notions of center and median are shown to be
extreme cases of general optimality criteria. In [16] it is shown that a vertex
is a median iff neither of the subtrees attached to it contains more than one
half of the vertices of the tree.

We present a new characterization of tree medians: we show that a vertex
m is a median of a tree T with n vertices iff there exists a partition of the
vertex set into �n/2� disjoint pairs (excluding m when n is odd), such that
all the paths connecting the two vertices in any of the pairs pass through
m. We show that in this case this sum is the largest possible among all
such partitions, and we use this fact to discuss lower bounds in distributed
computations.

A distributed network is composed of processors, that are connected by
communication lines. The processors can communicate only by exchang-
ing messages along these lines (we use the commonly used message-passing
model, as the one in [2]). Messages arrive without errors, loss or duplication,
in an asynchronous fashion, that is, within a finite but otherwise arbitrary
delay. A protocol has to be designed, that includes operations of sending
messages, receiving messages and doing local computations, to solve a given
problem. Due to the asynchrony in the network, more than one execution
is usually possible for a given starting configuration of the network. For a
protocol to solve a given problem it is required that each of its possible ex-
ecutions will result in a correct answer. The complexity of a protocol for
a given configuration is the maximum number of messages sent during an
execution that starts with this configuration.

We denote the processors as 1, 2, . . . , n, and assume that processor i has
a unique identity id(i) for every i. For the sorting problem we also assume
the existence of an initial value init(i). We want to assign the processors
final values, final(i) being the final value of processor i. All these values are
assumed to be integral.
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The distributed sorting problem is the task of redistributing the initial
values among the processors according to their identities. Formally, it is
required that

{init(i) | i = 1, 2, . . . , n} = {final(i) | i = 1, 2, . . . , n}

(in case of repetitions they will be equal as multisets), and that

∀i, j : id(i) < id(j) ⇒ final(i) ≤ final(j).

In the related distributed ranking problem it is desired to assign to each pro-
cessor its rank among the identities; namely, it is required to assign processor
i a rank rank(i) ∈ {1, 2, . . . , n} such that

∀i, j : id(i) < id(j) ⇒ rank(i) ≤ rank(j).

The distributed sorting and ranking problems are studied in [10, 15]. Various
works also consider the bit complexity of these problems (e.g., [3, 11]). This
paper is a revision of that part of [4] that deals with message complexity.

Using our characterization for tree medians, we show that, given a net-
work of a tree topology, choosing a median and then route all the information
through it is the best possible strategy, in terms of worst-case execution of
any distributed sorting algorithm. We also discuss the implication of this
characterization for general networks and for the ranking problem.

In Section 2 we present preliminary notions concerning medians in graphs,
and discuss their characterization for tree networks. In Section 3 we present
our new characterization for medians in trees, as well as few graph theoretic
results, used in Section 4, where we discuss the implication of this new charac-
terization for the distributed sorting and ranking problems. Open problems
are mentioned in Section 5.

2 Preliminaries

Let G = G(V, E) be an undirected graph, with a vertex set V and an edge set
E (we follow [1] for basic terminology). A vertex u ∈ V such that (u, v) ∈ E
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is called a neighbor of v. A median of a graph G is a vertex m ∈ V that
minimizes the average (shortest) distance to all vertices. Formally, for a
vertex v ∈ V let its valence ∆G(v) be

∆G(v) =
∑

w∈V

dG(v, w),

where dG(a, b) is the length (number of edges) of a shortest path connecting
the vertices a and b in G. We use ∆(v) and d(a, b) for ∆G(v) and dG(a, b),
respectively, when the graph G is clear from the text. Define ∆(G) as the
minimum valence of a vertex in G; namely,

∆(G) = min
v∈V ∆G(v).

A vertex attaining this minimum is called a median; that is, a median is a
vertex m satisfying

∆G(m) = ∆(G).

In [6] it is shown that in a tree there are either one or two adjacent medians.

The size |T | of a tree T is the size of its vertex set V . For two vertices
v, w ∈ V , denote by Tv,w the largest subtree of T that includes w but does
not include v. The following theorem characterizes tree medians in terms of
the sizes of these subtrees:

Theorem Z (Zelinka [16]): Let T be a tree with a vertex set V , |V | = n,
and let v ∈ V . The following two conditions are equivalent:

1. v is a median of T .

2. |Tv,w| ≤ n/2 for every neighbor w of v.

✷

This characterization is often used when dealing with tree medians. For
example, it implies a trivial linear time sequential algorithm for identifying
tree medians; this algorithm was used for a data-base application in [12].
The characterization was also used in [9] to obtain a distributed algorithm
for finding medians in tree networks. In all these examples, the process of
determining the median(s) starts at the leaves, and progresses towards the
median(s), keeping track of the sizes of the subtrees.
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3 The new characterization

Let G be a graph with vertex set V . A pairing P in G is a partition of the
vertex set V into disjoint pairs, leaving at most one vertex unmatched (we
term this vertex free(P )) when |V | is odd. Formally,

P = {{ai, bi} | i = 1, . . . , �n/2�,∀i : ai, bi ∈ V,∀i, j : ai �= bj,
and ∀i �= j : ai �= aj and bi �= bj}.

For such a pairing P , define

ΓG(P ) =
�n/2�∑

i=1

d(ai, bi).

We use Γ(P ) for ΓG(P ) when the graph G is clear from the text.

Define Γ(G) as

Γ(G) = max{ΓG(P ) | P a paring in G}.

A pairing P satisfying Γ(G) = ΓG(P ) is called maximal.

Lemma 1: Let G be a graph. Then

ΓG(P ) ≤ ∆G(v)

for every v ∈ V and every pairing P in G.

Proof: Let
P = {{ai, bi} | i = 1, . . . , �n/2�}

be a pairing. Then

ΓG(P ) =
∑�n/2�

i=1 d(ai, bi) ≤
≤ ∑�n/2�

i=1 [d(ai, v) + d(v, bi)] ≤
∑

u∈V d(u, v) = ∆G(v).

✷

Lemma 2: For every graph G with vertex set V

Γ(G) ≤ ∆(G);
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Moreover, if ΓG(P0) = ∆G(v0) for some vertex v0 ∈ V and some pairing P0

in G, then P0 is maximal and v0 is a median; namely,

ΓG(P0) = Γ(G) and ∆G(v0) = ∆(G).

Proof: Let v1 be a median and P1 a maximal pairing. Then by the definitions
and Lemma 1 we get

Γ(G) = ΓG(P1) ≤ ∆G(v1) = ∆(G).

If v0 and P0 satisfy ΓG(P0) = ∆G(v0), then for every pairing P Lemma 1
implies

ΓG(P ) ≤ ∆G(v0) = ΓG(P0),

hence
ΓG(P0) = Γ(G).

Similarly, for every vertex v we get

∆G(v0) = ΓG(P0) ≤ ∆G(v),

hence
∆G(v0) = ∆(G).

✷

Lemma 3: Let T be a tree with a vertex set V and let m ∈ V a median
in T . There exists a pairing P in T such that the path between every pair
{a, b} ∈ P passes through m, and such that free(P ) = m when |V | is odd.

Proof: Assume, by contradiction, that for every pairing P there exist a pair
of vertices {u, w} ∈ P such that the path connecting them does not pass
through m. Let P ′ be a maximal pairing in G. Let {u, w} ∈ P ′ such that
the path connecting them does not pass through m. There exists a neighbor
k of m such that u, w ∈ Tm,k. There also exists another pair {x, y} ∈ P such
that x, y /∈ Tm,k, since otherwise Tm,k will contain more than n/2 vertices,
contradicting Theorem Z.

Now construct P ′′ from P ′ by exchanging x and w; that is,

P ′′ = P ′ ∪ {{x, u}, {y, w}} − {{w, y}, {u, w}}.
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Clearly

Γ(P ′′) = Γ(P ′) + [d(x, u) + d(y, w)] − [d(x, y) + d(u, w)].

Since both the path connecting x and u and the one connecting y and w pass
through m, and since the path connecting u and w does not, we get

d(x, u) + d(y, w) = d(x, m)?d(m, u)] + [d(y, m) + d(m, w)] =
= [d(x, m) + d(m, y)] + [d(u, m) + d(m, w)] > d(x, y) + d(u, w),

so we have
Γ(P ′′) > Γ(P ′),

a contradiction.

It remains to show that free(P ′) = m in the case when |V | is odd. If
free(P ′) �= m then there exist two vertices v, w �= m, such that {m, v} ∈ P ′

and free(P ′) = w. Let

P ′′ = P ′ ∪ {{v, w}} − {{m, v}}.
Clearly free(P ′′) = m.

Case 1: v, w are not in the same subtree Tm,x for any neighbor x of m.

In this case
Γ(P ′′) = Γ(P ′) + d(v, w) − d(m, v)

and
d(v, w) = d(v, m) + d(m, w) > d(v, m).

Therefore Γ(P ′′) > Γ(P ′) , a contradiction.

Case 2: v, w are in the subtree Tm,x for some x.

Choose some pair {a, b} ∈ P ′ such that a and b are both not in Tm,x

(there exists such a pair, otherwise Tm,x will contain more than n/2 vertices,
contradicting Theorem Z). Let

P ′′ = P ′ ∪ {{a, v}, {b, w}} − {{m, v}, {a, b}}.

We have

Γ(P ′′) = Γ(P ′) + [d(a, v) + d(b, w)] − [d(m, v) + d(a, b)] =
= Γ(P ′) + [d(a, m) + d(m, v)] + [d(b, m) + d(m, w)] − [d(m, v) + d(a, b)] =

= Γ(P ′) + [d(a, m) + d(m, b)] − d(a, b) + d(m, w) ≥ Γ(P ′) + d(w, m) > Γ(P ′),

a contradiction.

7



✷

We now present our characterization for tree medians:

Theorem 4: Let T be a tree with a vertex set V , |V | = n, and let v ∈ V .
The following conditions are equivalent:

1. v is a median of T .

2. There exists a pairing P in T (with v being the unmatched vertex in
case n is odd), such that all the paths between its pairs pass through
v.

3. There exists a pairing P in T such that ΓT (P ) = ∆T (v).

Proof: 1 ⇒ 2 : By Lemma 3.
2 ⇒ 3 : By the assumption we have

d(a, b) = d(a, b) + d(v, b)

for every pair {a, b} ∈ P .

Therefore,
ΓT (P ) =

∑

{a,b}∈P

d(a, b) =

=
∑

{a,b}∈P

[d(a, v) + d(v, b)] =

=
∑

u∈V

d(u, v) = ∆T (v).

3 ⇒ 1 : By Lemma 2.

✷

In the next two lemmata we study the relation between Γ(G) and ∆(G),
needed for our discussion of lower bounds in the next section.

Lemma 5: ∆(T ) = Γ(T ) for every tree T .

Proof: Let v be a median of the tree T . By Theorem 4 there exists a
pairing P in T for which ΓT (P ) = ∆T (P ). The lemma follows from Lemma
2.
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✷

Lemma 6: For every graph G,

Γ(G) ≤ ∆(G) ≤ 2 · Γ(G),

and these bounds are best possible.

Proof: By Lemma 2 we have Γ(G) ≤ ∆(G).

For the other part of the inequality, define a set P of pairings in G as
complete if

∀a, b ∈ V ∃P ∈ P : {a, b} ∈ P.

Two pairings P1 and P2 are distinct if P1 ∩ P2 = ∅.
There exists a complete set of distinct pairings in G. To see this, observe

that this problem is equivalent to the 1-factorization of the complete graph
K2n (for the case of |V | odd, one can use the 1-factorization of the complete
graph K2n+2). There are many such complete sets (see, e.g. [1]).

Consider a complete set of distinct pairings. Define

Ψ(G) =
∑

(a,b)∈V

dG(a, b).

Clearly
Ψ(G) = 2 ·

∑

P∈P
Γ(P ).

Since Γ(P ) ≤ Γ(G) for every P ∈ P, and since |P | ≤ |V |, we get

Ψ(G) ≤ 2 · |V | · Γ(G).

On the other hand,

Ψ(G) =
∑

a∈V

∑

b∈V

d(a, b) =
∑

a∈V

∆(a).

But
∀a ∈ V : ∆(a) ≥ ∆(G),

hence
Ψ(G) ≥ |V | · ∆(G),
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and therefore
|V | · ∆(G) ≤ Ψ(G) ≤ 2 · |V | · Γ(G),

which implies
∆(G) ≤ 2 · Γ(G).

Since in any tree or a ring with an even number of vertices we have
Γ(G) = ∆(G), and since in a complete graph with an odd number of vertices
we have ∆(G) = 2 · Γ(G), the bounds in this lemma are best possible.

✷

4 Applications

We now discuss the implication of our characterization for the distributed
sorting and ranking problems. We assume that the identities, initial values
or ranks can only be compared with each other; this implies, for example,
that in order for the initial value init(i) residing in processor i to get to
processor j in a network with topology G, at least dG(i, j) messages have to
be transmitted, regardless of other traffic in the network. The proof of the
following theorem is a modification of the one in [15]:

Theorem 7: Given a distributed network with a topology of a graph G,
there exists a distribution of initial values for which every sorting (ranking)
algorithm requires at least 3·Γ(G) (2·Γ(G)) messages during every execution.

Proof: Let P = {{ai, bi} | i = 1, . . . , �n/2�} be a maximal pairing. For
the sorting problem assume that id(i) = i for every processor i, and consider
the distribution init defined as follows: init(ai) = bi and init(bi) = ai. If
|V | is odd and free(P ) = k then init(k) = k. Given any distributed sorting
algorithm α, then for every pair {ai, bi} ∈ P , and during every execution of
α, the values of ai and bi have to be compared, as well as their identities,
and the resulting final values have to be transferred appropriately.

For the ranking problem consider the assignment of identities such that
id(ai) = 2i − 1 and id(bi) = 2i, for every i. Given any distributed ranking
algorithm α, then during every execution of α, the identities of of processors
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ai and bi have to be compared, and the resulting ranks have to be transferred
appropriately.

This amounts to a total of at least 3 ·ΓG(P ) (2 ·ΓG(P )) messages for the
sorting (ranking) problem.

✷

Using Lemma 6, one can bound the number of messages in terms of ∆(G),
which seems to be easier to estimate than Γ(G). This is stated as follows:

Corollary 8: Given a distributed network with a topology of a graph G,
there exists a distribution of initial values for which every sorting (ranking)
algorithm requires at least 3

2
∆(G) (∆(G)) messages during every execution.

✷

Using Lemmata 5 and 6, one can obtain better bounds for tree networks:

Corollary 9: Given a distributed network with a topology of a tree T ,
there exists a distribution of initial values for which every sorting (ranking)
algorithm requires at lest 3·∆(T ) (2·∆(T )) messages during every execution.

✷

The algorithm in [15] assumes the existence of a spanning tree in a net-
work, and then performs sorting and ranking trough a center of this tree. It
is shown that there are networks of a tree topology for which this algorithm is
optimal. Using our characterizations we can state a stronger result; namely,
by running the algorithm of [15] on a tree network, with the median as the
root of the tree, one gets a distributed sorting (raking) algorithm that uses
(see [15]) at most 3 · ∆(T ) + O(n) (2∆(T ) + O(n)) messages during every
execution; Corollary 9 implies that there are initial configurations for which
this is also a lower bound, hence we get

Corollary 10: Given a tree network, by modifying the algorithm of [15]
to use the median as the root of the tree, one gets a distributed sorting
(ranking) algorithm that is optimal for every tree.
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✷

This corollary implies that, given a network of a tree topology, choosing
a median and then route all the information through it is the best possible
strategy, in terms of worst-case number of messages sent during any execution
of any distributed sorting or ranking algorithm; in other words, if we are
interested in the worst-case communication complexity, then for every tree
we cannot avoid the non-distributed flavor of these problems, in which all
the traffic will have to go through the median of the tree.

5 Open problems

• It follows from Lemma 6 that for every graph

1 ≤ ∆(G)/Γ(G) ≤ 2.

Characterize those graphs for which

∆(G)/Γ(G) = α,

for a constant 1 ≤ α ≤ 2, and study their applications for location
problems.

• Our results apply only for the analysis of worst case executions. Extend
these studies for average case analysis.

• Find additional applications of our new characterization of medians,
for either graph theoretic studies or algorithmic ones.

• Our results show that a slight modification of the algorithm in [15] is
optimal for every tree network. Design an optimal algorithm for the
distributed sorting problem for general networks.

• The lower bound argument in the proof of Theorem 7 uses very strong
assumptions. Show (or disprove) that these bounds hold also for weaker
assumptions (e.g., where any operations can be performed on the var-
ious values)
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