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Recent years have witnessed the adoption of wireless sensor-actuator networks as a communication
infrastructure for process control applications. An important enabling technology for industrial process
control is WirelessHART, an open wireless sensor-actuator network standard specifically developed for
process industries. A key challenge faced byWirelessHART networks is to meet the stringent real-time
communication requirements imposed by feedback control systems in process industries. Fixed priority
scheduling, a popular scheduling policy in real-time networks, has recently been shown to be an effective
real-time transmission scheduling policy in WirelessHART networks. Priority assignment has a major
impact on the schedulability of real-time flows in these networks. This paper investigates the open
problem of priority assignment for periodic real-time flows for feedback control loops closed through a
WirelessHART network. We first propose an optimal priority assignment algorithm based on branch and
bound for any given worst case delay analysis. We then propose an efficient heuristic search algorithm for
priority assignment. We also identify special cases where the heuristic search is optimal. Simulations
based on random networks and the real topology of a physical sensor network testbed showed that the
heuristic search algorithm achieved near optimal performance in terms of schedulability, while
significantly outperforming traditional real-time priority assignment policies.
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Priority Assignment for Real-Time Flows In
WirelessHART Sensor-Actuator Networks

Abusayeed Saifullah, You Xu, Chenyang Lu, and Yixin Chen
Washington University in St. Louis

Abstract—Recent years have witnessed the adoption of wirelessadopted real-time scheduling strategy in CPU schedulirty an
sensor-actuator networks as a communication infrastructee for  traditional real-time networks (e.g., Control-Area Netks).
process control applications. An important enabling techiology Recent study has shown that fixed priority scheduling is an

for industrial process control is WirelessHART, an open wireless . . . . .
sensor-actuator network standard specifically developedof pro- effective policy for real-time flows in WirelessHART netvisr

cess industries. A key challenge faced by WirelessHART netwks ~and developed worst case delay analysis that can be used
is to meet the stringent real-time communication requiremets for efficient schedulability test [13]. Priority assignnidmas
imposed by feedback control systems in process industrieBixed- g significant impact on the schedulability of real-time flows
priority scheduling, a popular scheduling policy in real-ime —yqyever, optimal priority assignment for WirelessHART et

networks, has recently been shown to be an effective real- Ks | hall . d bl that h tb
time transmission scheduling policy in WirelessHART netwaoks. WOrKS IS a chailenging and open problem that has not been

Priority assignment has a major impact on the schedulabiliy of ~addressed in the literature. An ideal priority assignméntid
real-time flows in these networks. This paper investigatedie open not only enable real-time flows to meet their deadlines, but
problem of priority assignment for periodic real-time flows for  also work synergistically with real-time schedulabilitysts

feedback control loops closed through a WirelessHART netwit. v, gypport effective network planning and efficient online
We first propose an optimal priority assignment algorithm based S h
admission control and adaptation.

on branch and bound for any given worst case delay analysis. & . 7 o )
then propose an efficient heuristic search algorithm for prority For a given schedulability test, a priority assignment al-
assignment. We also identify special cases where the heuits gorithm is optimal if it can find a priority ordering under

search is optimal. Simulations based on random networks anthe  which a set of flows is deemed schedulable by the test
real topology of a physical sensor network testbed showed #t the whenever there exists any such priority ordering. Since an

heuristic search algorithm achieved near optimal performace - L . . .
in terms of schedulability, while significantly outperforming optimal priority assignment is NP-hard for all but a few spéc

traditional real-time priority assignment policies. cases of little practical interest, simple heuristics swash
Deadline Monotonic and Rate Monotonic policies are adopted
. INTRODUCTION in practice in real-time networks [12]. However, as shown in

Wireless Sensor-Actuator Networks (WSANs) are aour simulation results in this paper, the effectivenesshebe
emerging communication infrastructure for industrial ggss heuristics in real-time scheduling for WirelesHART netk®r
control. A feedback control system in process industries. (e is far from the optimality.
oil refineries) is implemented in a WSAN for process moni- This paper is the first to address the optimal priority assign
toring and control applications. To maintain the stabiityd ment problem for real-time flows in WirelessHART networks.
acceptable control performance, the networked contrgbdooSpecifically, our key contributions are four-fold: (1) Wesi
impose stringent reliability and real-time requirements f an algorithm based on branch and bound that is optimal for any
communication between sensors and actuators [16]. To mg&®en schedulability test based on worst case delay asalysi
these requirements in harsh industrial environments, Win@) We then propose an efficient heuristic search algoritbm f
lessHART has been developed as an open WSAN standpribrity assignment; (3) We identify special cases wheee th
with unique features such as centralized network manadeeuristic search is optimal. (4) We present simulation ltesu
ment, multi-channel TDMA, redundant routes, and channeésed on both random networks and the real topology of a
hopping [2], [7]. With the adoption of WirelessHART, recenphysical sensor network testbed. Our results showed tleat th
years have seen successful real-world deployment of WSANauristic search algorithm achieved near-optimal peréonce
for process monitoring and control [7]. As they continue ton terms of schedulability, while significantly outperfaing
evolve in process industries, transmission schedulinggsare traditional real-time priority assignment policies.
becoming increasingly important for WirelessHART netwsrk  In the rest of this paper, Section Il describes the Wire-

In this paper, we consider a WirelessHART network thaeéssHART network model. Section Il formulates the priprit
supports feedback control loops through periodic reaétinassignment problem. Section IV analyzes important prageert
data flows from sensors to controllers and then to actuatafsexisting schedulability tests that lead to key insightsler-
through the network. In particular, we focus on priorityigas lying the priority assignment approach. Sections V and VI
ment for real-time flows whose transmissions are schedulegksent the optimal and the heuristic algorithm, respelstiv
based on a fixed priority policy. Due to its simplicity andSection VII presents the simulation results. Section Véi r
efficiency, fixed priority scheduling is the most commonlyiews the related works. Section IX concludes the paper.



II. WIRELESSHART NETWORK MODEL that have the same intended receiver interfere each other. A

We consider a WirelessHART network consisting of fieldf@nsmission involves exactly one pair of devices conmkcte
devices, a gateway, and a centralized network manageelch Py an edge. Therefore, two transmissions that happen along
deviceis a sensor, an actuator or both, and is usually connecf@gesuv andcd, respectively, areonflictingif (u = ¢) Vv (u =
to process or plant equipment. The gateway provides the héstY (v = ¢) V (v = d). Since conflicting transmissions
system with access to the network devices. The network m&Not be scheduled in the same slot, transmission conflicts
ager is located at the gateway and has the complete infamatignificantly contribute to communications delays.
of the network. It creates schedules, and distributes arttong

devices. The unique features that make WirelessHART partic =~ _ _ .
u|ar|y suitable for industrial process control are as foBo Real-time flows.We consider a WirelessHART network with

Limiting Network Size.Experiences in process industrieé set of egd-to-”er:jdt;‘;ws. Assou?te(t:l W|th”e;et|a/éﬂo:/_v are a
have shown the daunting challenges in deploying Iargeescﬁfmsor node catle urce an actuator catled feestina-
WSANS. The limit on the network size for a WSAN makes th&on of the flow, and one or more routes connecting its source

centralized management practical and desirable, and eebarfo destination through the gateway (where contro!lers are
the reliability and real-time performance. Large-scalsvoeks ocated). Each flow periodically generates a packet at dsceo

can be organized by using multiple gateways or as hierarc thich has to be delivered to its destination within a deadlin

cal networks that connect small WSANs through tradition flow may need to deliver its packet through multiple routes.

resource-rich networks such as Ethernet and 802.11 netwo the delivery through a r.oute fail_s or some link on a route is
. L . . broken, the packet can still be delivered through anothatero
Time Division Multiple Access (TDMA)In contrast with

; ) In a schedule, time slots must be reserved for transmissions
CSMA/CA protocols, TDMA protocols provide predlCt"j‘blethrough each route associated with a flow for redundancy. For

communication latencies, thereby making themselves an é&hedulability test and priority assignment purposeh

tractive approach for real-time communication. In W'reéach of its associated routes a flow is treated as an individua

lesSHART n_etworks, time is synchronized and_ sl_otted. Tm%w with the same deadline and period. Therefore, from now
length of a time slot allows exactly one transmission and ihward the term ‘“flow’ will refer to flow through a single
associated acknowledgement between a device pair. route. That is, an original flow witkp routes is considered
Route and Spectrum Diversit$patial diversity of routes al- flows each with a single route. Thus, we consider therenare
lows messages to be routed through multiple paths to mitig@fows denoted by the sdt. Each flowb € F is characterized
physical obstacles, broken links, and interference. $pect by a periodT;,, a deadlineD;, < T;, a source, a destination,
diversity gives the network access to all 16 channels defingdd a route from its source to destination through the gatewa
in IEEE 802.15.4 physical layer and allows per time slqtor each flowh € F, the number of transmissions required to
channel hoppingo avoid jamming and mitigate interferencejeliver a packet through its route is denoteddy Thus,C;,

from coexisting wireless systems. Besides, any channel thathe number of time slots required by flane F.
suffers from persistent external interferencdliacklistedand

not used. The combination of spectrum and route divers
allows a packet to be transmitted multiple times, over déffet

IIl. PROBLEM DEFINITION

End-to-end delay. For a flow, if a packet generated at slot
Wis delivered to its destination at sldtthen itsend-to-end

. : delayfor this packet is defined as— r + 1. The worst case
channels over dn‘f_ergnt paths, thereby handlmg the chade ﬁnd-to—end delay of flows € F is denoted byLs.
of network dynamics in harsh and variable environmentset th. o ) ) o ) )
cost of redundant transmissions and scheduling complexity xed priority schedulingIn afixed priority scheduling policy

. - . . “each flow has a fixed priority. At any time slot, among all
_Handllng Internal InterferenceDue to d|ff!cul_t_y n d_etectmg ready transmissions that do not conflict with the transrorssi
interference between nodes and the variability of interiee

. S already scheduled in the same slot, the transmission of the
patterns, WirelessHART allows only one transmission |rhea§. hest priority flow is scheduled on an available channel
channel in a time slot across the entire network, there; estp - y o i '
avoiding spatial reuse of channels [7]. Thus, there are at mschedulability. Transmissions are scheduled usimgchan-

m concurrent transmissions across the network at any siBglS: The set of periodic flows' is calledschedulableinder

with 7 being the number of channels. This design decisi¢hScheduling algorithma, if A is able to schedule all trans-

effectively avoids transmission failure due to interfeyen MiSSions inm channels such that no deadline is missed, i.e.,

between concurrent transmissions, and improves the ilélab Ly < Dy, Vb€ F.

at the potential cost of reduced throughput. The potertigd | Schedulability test.For A, a schedulability tes$' is sufficient

in throughput is also mitigated due to small size of networkf any set of flows deemed schedulable By is indeed
With the above features, WirelessHART forms a mestthedulable byA. S is necessaryf any set of flows deemed

network modeled as a gragh = (V, E), where the node-set unschedulable by is indeed unschedulable by. S is exact

V consists of the gateway and field devices, and the edge-sei it is both sufficient and necessary. For a set of flows, an

is the set of communication links between the nodes. A nodad-to-end delay analysjgrovides a sufficient schedulability

can send, receive, and route packets but cannot both send&stl by showing that, for every flow, an upper bound of its

receive in the same time slot. In addition, two transmissiomvorst case end-to-end delay is no greater than its deadline.



Priority assignment. In priority assignment, our objective ishigher priority flows in a slot), and (lyansmission conflicts

to assign a distinct priority to every flow. Given sEtof n  (when a transmission of the flow and a transmission of a higher
flows, we have priority leveld to n denoted by setP = priority flow conflict). A(b,a) denotes an upper bound of the
{1,2,---,n}. Any priority assignmenbr orderingis, thus, a delay that flowb can experience from a flow € hp(b) due
one-to-one functiorf : P — F, wheref (i) = b if and only if to transmission conflict€2,(x) denotes the total delay (in an
the priority of flowb € F'isi € P. A priority level i is higher interval of = slots) caused by all higher priority flows an
than another priority level if and only if i < j, i.e., a lower due to channel contention. According to this test, the worst
value represents a higher priority. Given a priority assignt, case end-to-end delak; of flow b is the minimum value of
hp(b) denotes the set of flows whose priorities are higher thgn> «* that solves Equation 1, whegé is the minimum value
that of flow b. of x > () that solves Equation 2 using a fixed-point algorithm.

Optimal priority assignment algorithnor a schedulability !f z ory exceedsD,, thenb is decided to be “unschedulable”.

test.S, a priority assignment is callescceptablaf under that . y

assignment all flows are guaranteed to meet their deadlines y=a + Z {?-‘ - A(b,a) 1)
according toS. For flow b € F, let R, denote its worst achp(v) ' ¢

case end-to-end delay according§o A priority assignment Qp ()

is acceptabledenoted byfrt : P — F if it satisfies S, T = {TJ + Gy )

i.e., Ry < Dy, Vb € F. For a schedulability tes$, a priority
assignment algorithm is calleptimalif it can find an accept-  A(b,a) is calculated by finding the possible conflicting
able priority assignment whenever there exists any acbkptatransmissions of: and b by comparing their routes. Far,
assignment. That is, if there exists any priority assignmeN cnp)|7- |A(b,a) is an upper bound of its total delay (in
under whichS will determine the flows as schedulable, the@n interval ofy slots) due to transmission conflicts witip(b).

an optimal algorithmis able to find that priority assignment. {»() is calculated based on a mapping of the transmission
scheduling in a WirelessHART network to the multiprocessor

IV. END-TO-END DELAY ANALYSIS scheduling. Specificallys2,(z) is the delay ofb when the

In this section, we analyze some properties of the exigtows are executed on multiprocessor, and is analyzed using t
ing schedulability tests for real-time flows in WirelessHRR response time analysis considering edt:has the worst case
networks. These properties provide key insights for an-optesponse time of € hp(b). The authors used the state-of-the-
mal priority assignment algorithm, and intuition for effiot art response time analysis for multiprocessor schedulidg [
heuristics. We focus on worst case delay analysis, a commama representative method to calcul@igx). Since schedu-
approach for schedulability tests in CPU scheduling [6],][1 lability test is not the focus of our work, we skip its details
and WirekessHART networks [13]. These tests are based and refer to [13]. We point out our observations on this test.
efficient but pessimistic analysis of end-to-end delaya, pio- In this test, when setip(b) is known for b, the term
vide a sufficient but not necessary condition for schedlitgbi > ,c;, ) [ 7 |A(b; a) can be calculated. Bu,(x) depends

To find an optimal priority assignment policy for a scheduwsn R, of everya € hp(b) and, hence, is different for different
lability test, the idea is to start from the lowest priorigwél, priority ordering amonghip(b). Therefore,,(z) cannot be
and to upper bound and lower bound the end-to-end delayscafculated if we know only séip(b). Thus, the bounds aR,
the flows according to the test, thereby avoiding unnecgssaepend on the bounds 6, (x). Q,(x) non-decreases with the
options for priority assignment at higher levels. To est@naincrease ofR,, and non-increases with the decreasergfof
these bounds, we identify a class of schedulability testisyed « € hp(b). Hence, a lower bound and an upper bounfg(z)
Class-1 in which the worst case end-to-end delay of a flowan be derived when it is calculated with a lower bound and
depends on the worst case end-to-end delays of highertgriotipper bound, respectively, d?, for everya € hp(b). Note
flows. The other class of tests in which the worst case end-tbat >, ;. [ 7 |A(b,a) is a dominating term inz, due
end delay of a flow is independent of the worst case end-to- high degree of conflicts in the network specially near the
end delays of higher priority flows is named @kss-2 Our gateway (since all flows pass through the gateway). Thexefor
proposed algorithms work with both classes of schedutgbiliour calculated bounds faR,, for any b € F, are tight even
tests. While Class-1 tests are usually more precise thassCldf we setQ,(x) to 0 to find a lower bound, or to maximum
2, Class-2 tests provide the advantages of simplifying tlehannel contention delay to find an upper boundref
search for priority assignment. In the following, we anelyzB' Class-2 Schedulability Test

this using one representative schedulability test of eda$sc
- Now we present a schedulability test of Class-2. An optimal

A. Class-1 Schedulability Test priority assignment policy for this test is comparativehsier

An example of a Class-1 schedulability test for real-timsince the worst case end-to-end delay of a flow can be
flows in WirelessHART networks was proposed in [13]. Givederived whenever its higher priority flows are known. Such
the fixed priorities of the flows, a lower priority flow canan observation has been made previously in [9], [10] for
be delayed by the higher priority ones due to ¢annel priority assignment in multiprocessor scheduling by eitrig
contention(when all channels are assigned to transmissionstbe analogy with that in uniprocessor scheduling [5].



When R;, is calculated using the fixed-point algorithm inpriority [ — 1. For every option, it generates a child node. The
Equation 2 for flowb, x* represents the worst case respond®anches in the subtree rooted at each child node represent
time of b when the flows are executed on multiprocessadifferent reordering from level to | — 1. Consideringf as
Now, to determineR;, using Equation 2g* for flow b € F'  the priority assignment at a node, we introduce the follgwin
is calculated based on the polynomial-time response timetations to establish the bounds in its subtree:

analysis for multiprocessor proposed in [6] as follows. . R?’?ti): denotes the worst case end-to-end delayf 6
) according toS in an acceptable priority assignmeffi".
G Z min(Wj(a), Dy — Cy + 1) ©) . R%): denotes an upper bound ﬁﬁ’}i‘zz)

™ ahp(v) « RP : denotes a lower bound g¢" .
_ . A . o fix: denotes the priority assignment from leveb £ in
\;V:gf\ezg(a) @ffgi);gng'”(Ca’ Dy+Da=Ca=Ap(a).Ta); f,wherel < I < k < n (Figure 1). Inf, a partial priority

b = Ti@ . . . - _ opt -

Here z* for flow b is a function ofCy,, D,, and of C,, T,, assignmentf; ;. is calledacceptableif f;, = f, i.e.,

and D, of everya € hp(b), which remain unchnaged over the aSS|_gnment from prlorlty Ie_véltol; in f is the same
S . as that in an acceptable priority assignment.

every priority ordering amongp(b). Hence,R,, can be found . R.: denotes an upper bound of the end-to-end delay

using Equations 1 and 3 when the #et(b) is known. This HON

test, hence, represents Class-2 schedulability tests. of ,f(l) unpler infinite number of chgnnels, 1€ when
f(i) experiences no channel contention and is delayed

V. PRIORITY ASSIGNMENTUSING BRANCH AND BOUND only due to transmission conflicts with the higher priority
flows. Therefore, for flowf (), R%; is calculated using

In this section, we exploit the observations made in Sec- Equation 1 withe* being replaced by, .

tion IV on the classification of schedulability tests andelep
an optimal priority assignment algorithm based on branch a
bound. Given a schedulability test and setF’ of n flows, A Upper Bound of Worst Case End-to-End Delay
if there exists any acceptable priority assignment, then th The upper bounds are calculated based on the observations
optimal algorithm is able to find that assignment. If no aceepMade in Section IV. Specifically, an upper bound of the worst
able assignment exists, then it returns a priority assignméase end-to-end delay of a flow is determined by considering
that is likely to be good for schedulability of the flows. Thdhe upper bounds of its higher priority flows.
proposed algorithm is compatible to any Class-1 and Class-2n a priority assignmeny’, let the assignment.1,,, from
schedulability test (Section 1V). We also analyze someispeclevel k+1 (< n) to n has been decided to be in an acceptable
cases where the algorithm runs in pseudo polynomial timeassignment. To decide whether the assignnfgntfrom level
The idea underlying branch and bound is to lower bourdd< k) to & is also in that acceptable assignment, the upper
and upper bound the worst case end-to-end delay accordin@@ndRY,,) for everyf(i), | <i < k, is calculated as follows.
S of every flow in an acceptable priority assignment. Starting« The set{f(j)|1 < j < I} is considered as the set of
from the lowest priority level, the algorithm explores difént higher priority flows off (). Whenl = 2, R%) for flow
options, in the form of a search tree, for assigning priesiti f(1) is set toCy(). Whenl > 2, R?’?') of every flow
at higher levels. For a possible acceptable assignment in a ¢;) 1< j < is set to its deadlineDjf(j).
subtree, if, for every flow, an upper bound of its worst case, |t | < i, flow f(i), | < i < m, does not experience
end-to-end delay according t6 happens to be no greater gy channel contention, and he”ﬁﬁ?n = R%,. For
than its deadline, then t_he subtree isuficient b_ranchand every other flowf(i), m < i < k, R%. is calculated
all other branches are discarded. Upper bounding the delays . o . f{}@
thus, provides asufficient conditionthat guarantees that an according to schedulablllty'teS‘tuS|nng(j) gs the worst
acceptable assignment can be found in a branch. For a pmssibl 2S¢ end-to-end delay gi;) for every; <. b
acceptable assignment in a subtree, if, for every flow, afowe ® T £ > ™. then for every floyvf(z),bl Si sk Ry is
bound of its worst case end-to-end delay according te no calculated according t§' using R, as the worst case
greater than its deadline, then the subtree is designated as €nd-to-end delay of (j) for every; <.
necessary branchrhus, lower bounding the delays provides a The upper bound calculation is shown as Procedure
necessary conditiorAny branch that dissatisfies this conditior5**(f, I, k). In this procedure, S(4)) returns f(i)’s worst
is guaranteed not to lead to an acceptable assignment, andaise end-to-end delay according $0 using R%) as the
discarded as annnecessary branch worst case end-to-end delay ¢fj) for everyl < j < i.
Having the above idea, the search starts from any initi&t®(f, 1, k) returns false if the upper bound is greater
priority assignmentf : P — F. If an acceptable priority than deadline for any flowf (i), | < i < k. Otherwise, it
assignment exists, then it can be found by reordefingvery returnstrue. Thus, if S®(f, I, k) returnstrue, then it is a
node in the tree performs a reordering of the prioritiessghg guarantee that there exists a priority assignment among the
representing a new priority assignment. Specifically, #srch flows {f(j)|1 < j < [} such that using that assignment (from
starts reordering from the lowest priority level When it priority level 1 to [ — 1), and the current assignmetfit;, (
reaches priority level > 1, a node has— 1 options to assign from level! to k), the resulting assignment from levelto k

4



is the same as that in an acceptable assignmé&htfSi, k)
thus provides a&ufficient conditiorto determine if reordering

fi11-1 can guarantee an acceptable assignment. Any partial fii fik fitn

assignmeny; . is said tosatisfyS“’(f, I, k), if SU(f, I, k)
returnstrue.

1‘2‘... ‘|_1|‘ lkk+1l n

Fig. 1. Priority assignmenf at a node

From our discussions in Section 1V, in the above uppeisignment such that, 1., satisfies 8(f,k + 1,n). Then

bound calculationRL;t(’.) for every f(i), I <1i <k, includes

K2

its exact delay due to transmission conflicts (according)to

kbl = f,S_‘fl o €., priority assignment from levéi + 1 to
level n in f is the same as that in an acceptable assignment.

This delay is a dominating term in the worst case end-to-efl other words, there is an ordering of priorities from level
delay of a flow due to hlgh degree of conflicts in the network) k in f that will give an acceptab|e priority assignment_
specially near the gateway (since all the flows pass through proof: Assume to the contrary that there exists no priority
the gateway). As a result, our upper bound estimation besomgdering among the flowsf(j)|1 < j < k} for which Fretin

precise, thereby making the sufficient condition strong.

bool S¥(f, I, k)

begin
if [ =2 then R.L;ct()l) — Crays
else
| for j=1tol—1do R;'gj) — Dy(jy;
end
if I <m then
" = min(m, k);
for i=1tol’ do
R%) — Ry, /= Exact val ue =/
if RP, > Dy then return false
end
l—U+1;
end
for i =1 to k do
R%) — S(f(i)); [+ Using test S */
if Ry, > Dy then return false
end
return true;
end

Procedure S“*(f, 1, k): Upper Bound Calculation

is a part of an acceptable priority assignment. Therefoeret
must be at least one flovi(j), 1 < j < k} that cannot be
assigned any priority from levdl to k. This implies that we
must be able to assign some priority wherek < j' < n,
to this particular flowf(j) since there exists an acceptable
priority assignment. But its worst case end-to-end delag at
lower priority level ;/ must be no less than that at the higher
priority level j. That is, if f(j) is schedulable at the lower
priority level 5/, it must be schedulable at the higher priority
level j which contradicts our assumption. |
Lemma 3:Let there exists an acceptable priority assign-
ment f°°' : P — F. Let f : P — I be any priority
assignment such thafe.1, = fiv,,. 0 < k < n. Now
if fie, 1 <1<k satisfies 8(f,1, k), then f,,, = f".
Proof: Since f1,, 1 < | < k satisfies %°(f,l, k), by
Theorem 1,R%) < Dy, for every flow f(i) wherel <i <
k. Again, this worst case end-to-end delayfdt), | <i <k,
does not depend on priority assignmentfjn.; ,, since each
flow f(i") with i’ > k is a lower priority flow. Thus, for each
f (@) with [ < i < n the upper bound of worst case end-to-end
delay is no greater than its deadline. Therefore, theresexis
an ordering of priorities among the flows/(7)|1 < j < [}
for which every flow f (i) with | < i < n is schedulable at
priority level . Hence, the priority assignmetft,, is a part

Theorem 1:Let f : P — F be any priority assignment. If of an acceptable priority assignment. u

there exists an acceptable priority assignnﬁﬁ‘t_l, 2<1<
n+1,among flows{ f (:)|1 < i < I}, then, forf, ., | < k <mn,
R‘;}gi) calculated in Procedure*S f,1, k) is an upper bound
of R% for every f(i), | <i < k.

B. Lower Bound of Worst Case End-to-End Delay

Similar to upper bound calculation, a lower bound of the
worst case end-to-end delay of a flow is determined by

(4) . . S o o
]groof: First, let.S be a Class-2 schedulability test (Seceonsidering the lower bounds of its higher priority flows.

tion IV). For each flowf(:),l < i < k, we know its higher
priority flows, andR%) does not depend on arﬂ}f’?j) where

. . b __ popt
j < i. Hence,RY = R

(@)

In a priority assignmeny, let the assignmenty, , from
level £+ 1(< n) to n has been decided to be in an acceptable
assignment. To decide whether the assignnfgptfrom level

Now, let S be a Class-1 schedulability test (Section IV)I(< k) to k is also in that acceptable assignment, the lower
For anyi, | < i < k, such thati < m, flow f(i) does not boundR'}’(i) for everyf(i), I <i <k, is calculated as follows.

experience any channel contention. Henﬂét(’i) = Ry, =
R‘;’zz) holds. For anyi, [ < i < k, such that > m, Procedure

SUb(f,1,k) computesR;it(’i) for flow f(z) according toS by

considering the upper boundﬁ;?j) for every higher priority

flow f(j) wherej < i. Hence, based on our observations in

Section 1V, R‘;”i is an upper bound oRo.p‘i . [
Theorem 2:Let there exists an accepi
ment f°°' : P — F. Let f : P — [ be any priority

o The set{f(j)|1 < j < I} is the set of higher priority
flows of f£(1). R'JP(J.) of every flow f(j), 1 < j < I, is
set to its number of transmissiol ;).

e If I < m,then flowf (i), | <i < m, does not experience
any channel contention and, hende}, = Ry, . For
every other flowf (i), m < i < F, R%) is calculated

able priority assign-  according to schedulability test using theR'JE’(j) as the

worst case end-to-end delay ¢f;) for every; < i.



o If 1> m, then for every flowf(i), | <i <k, Ry, is S°(f,1,k) computesrY; for flow f(i) according toS by

calculated according t& using theR']E’(j) as the worst considering the lower boundB']E’(j) for every higher priority
case end-to-end delay ¢f(j) for every; < i. flow f(j) wherej < i. Hence, based on our observations in

The procedure for calculating the lower bounds is showp€ction IV’R?@% is a lower bound _OfR;?;)- _ u
as Procedure'sf, I, k). In this procedure, §(i)) returns _ Corollary 1: For any given priority ordering’ : P — F',
f(i)'s worst case end-to-end delay accordingstasing kY, if fir, 1 < k < n, does not satisfy '§(f,,k), then
as the worst case end-to-end delayf ¢f) for everyl < j <i. NO accgptable priority assignment can be found frénby
SU(f, 1, k) returnsfalseif the lower bound is greater thanf€ordering the flows from level to [ —1.
deadline for any flowf (i), | < i < k. Otherwise, it returns c. Branch and Bound
true. Thus, if S(f, I, k) returnsfalse it is a guarantee
that no ordering of flows{f(j)|1 < j < I} can be in an
acceptable assignment’§, [, k) thus provides aecessary
conditionto determine if reordering; ;_; can guarantee an
acceptable assignment. Any partial assignmgntis said to

Now we structure the search for an acceptable priority
assignment into a branch and bound framework. Starting from
an initial assignment, the algorithm performs a reordedhg
the priorities at every node of its search tree, therebyticrga
. . a new assignment. Specifically, the search starts from the
satisfyS*(f, 1, .k)’ i .Slb(f’.l’ k) re_turnstmlf. lowest prior?ty level agd inves)t/igates if any flow that has

From 9“ d|s.cu55|ons. in Section IVRf(i) for every. higher priority in current assignment can be assigned this
J(@), I <i <k, includes its exact delay due to transmissiop, yer priority and generates a child node representingrtéis
conflicts (according ta5). This delay is a dominating term assignment. The branches are discarded or explored based on

in the worst case _end-to-end delay O,f a flow due to highe ower hounds and upper bounds calculated for a branch.
degree of conflicts in the network specially near the gatewaype search tree has as its root node a Deadline Monotonic

(since all the flows pass through the gateway). As a reski, “(DM) priority ordering. It has a maximum of + 1 levels with

the upper bounds, our lower bound estimation also becomgs oot being at leveh + 1. If the DM priority assignment

precise, thereby making the necessary condition strong. g acceptable, then the algorithm terminates. Otherwise, t
search branches down by creating new nodes. Every node

bool S*(f, 1, k) represents a complete priority assignment a part of which is
begin guaranteed to be in an acceptable assignment. Therefore, be
fori=1tol—1do R?,tc’(i) — Cyay; sides the priority assignmetfit every node has two attributés
if [ <m then andk, wherel <1 <n, | <k <n+1 (Figure 1). In priority
" = min(m, k); assignmentf at a node, its parf;+1,, is guaranteecdto be
for i =1to !’ do in an acceptable assignmerfi;; is not guaranteed but may
R'JE’(Z.) — R, /» Exact value */ bein an acceptable assignment; afid,_; is yet undecided
if R'}’(i) > Dy ;) then return falsg Thus, k is the level on the path from root to this node such
end that every node on this path from levelto £+ 1 has satisfied
L1 +1; the sufficient condition. The steps of the search are:
end 1) The root starts with = n + 1 andk = n since no part
for i =1 to k do of its assignment is yet final.
R — S(f(4)); /* Using test S */ 2) For the undecided pait, ;_; of priority assignmentf
if RI}J@) > Dy ;) then return falsg at a node at tree-leveé] the node creates a child node at
end tree levell — 1 for everyi, 1 <1i <1—1, by exchanging
return true; the priorities betweerf (i) and f(I — 1).
end 3) If a child node created in Step 2 satisfies the sufficient
Procedure S°(f, 1, k): Lower Bound Calculation condition, then itsk becomesl less than itd meaning
that fr41, iS now guaranteed to be in an acceptable
Lemma 4:Let f : P — F be any priority assignment. Let assignment. Hence, all other branches are discarded.

fOP be an acceptable priority assignment such that there exists  This child is expanded further by going to Step 2.
an ordering among flow$f(j)|1 < j < I} which is also in 4) If a child node created in Step 2 cannot satisfy the nec-
fOPt Then, forf, 1, | < k < n, R® . calculated inS®(f,1, k) essary condition, it is closed. Otherwise, it is expanded
o Lo et o 1O o further by going to Step 2
is a lower bound ofR%". for every f(i), | <i < k. y going e -
. F@ b opt 5) The search continues creating new nodes until it reaches
Proof. Similar to Theorem 1Rz, = Ry, for every anode at tree leval wherek becomes) which indicates

f@@), I <i <k, whenS is a Class-2 schedulability test. that an acceptable assignment has been found or until

Now, let 5 be a Class-1 schedulability test (Section IV).  there exists no unexpanded node for which neither the
For anyi, | < i <k, such thati < m, flow f(i) does not necessary nor the sufficient condition is satisfied. In the
experience any channel contention. Heng§,) = Rf;) = latter case, no acceptable assignment is found and the
Rff(’;) holds. For any, ! < < k, such that > m, Procedure priority assignment of the current node is returned.

6



bool BB(Node nd) child is expanded as a sufficient branch by calling 88(

begin If S!®(ch.f, ch.l, ch.k) returnsfalsg thench is closed. Other-
if nd.k =0 then wise, it is expanded as a necessary branch. If the tree cannot
| f* < nd.f; retuntrue; [+ Acceptable =/ expand any more and> 0 at every node, then no acceptable
end assignment exists, anfl of current node is returned g5'.
for i = nd.l — 1 down tol do Theorem 5:For a given setr” of n flows and a schedula-

Create a Child Nodeh;
ch.f —nd.f; ch.l —nd.l—1; ch.k — nd.k;
SwapPriority¢h. f (i), ch.f(ch.l));
if S**(ch.f,ch.l,ch.k) = true then
ch.k — ch.l —1; /* Sufficient =/
if BB(ch) =truethen [* branch x/
| return true; [ found =/
break; [+ Cut other branches =*/
end
if S%(ch.f,ch.l,ch.k) = false then
continue /+ Close this child
else if BB(ch) = true then
| return true; /* Necessary branch =/

bility test S, there exists an acceptable priority assignment of
F if and only if the priority assignment* returned by the
B&B algorithm is acceptable.

Proof: Let there exists an acceptable priority assignment
of F. According to Theorem 2 and Lemma 3, if the search
stops withk = 0 at a node, then the priority assignment of
that node must be acceptable. Suppose to the contrary the
search has stopped at a nogéwith k& > 0. Let the priority
assignment atd be f. Since an acceptable priority assignment
exists, by Theorem 2, there must exist a priority orderfhg
among flows{f(¢)|1 < i < k} in f such thatf{ , and the
current assignment irf from level k + 1 to n will give an
acceptable assignment. Hence, at least one necessanhbranc

/

*

endend mhust reaﬁh levell (;‘;371 ncll arlld at least one su((j:hdtzranch
N that reaches a no at level 1 must correspond tq ,.

f* e nd.f; /*. No accept abl e/ Nodend’ must satisfy the sufficient condition and hﬁl.k}’]ics
dreturn false [+ assignment exists </ updated tol — 1 = 0 which contradicts our assumption. Now,
en Procedure BB(Nodend): Branch and Bound !et f_* returned by the algorithm is cons_idered acceptable. This

implies that the search has stopped with- 0. By Theorem 2
and Lemma 3,f* must satisfyS. [ |
input : SetF of n flows, and schedulability test
output: f*: P — F, whereP = {1,2,--- ,n} D. Analysis
f «Deadline Monotonic priority assignment; ) .
it S(f,1,n)=tructhen /+ DMsatisfies S */ Now_we anquze the B&B Algor!thm_ for some special cases
| f* < f; return “acceptable assignment found”; where it runs in pseudo polynomial time.
end Case 1.According to Section IV, whenS is a Class-2
Create a Nodeoot with attributesf, I, k; schedulability test, both the lower bound and the upper Boun
root.f « f; root.l < n+1; root.k — n; calculated for a flow are its exact worst case end-to-end/dela
if BB(root) = true then according toS. That is, both the necessary condition and

| return “acceptable assignment found”;
else
| return“no acceptable assignment exists”;

the sufficient condition become exact. As a result, the $earc
tree consists of just one path. If there exists an acceptable
assignment, then the path reaches laveDtherwise, it stops
Algorithm: B&B Priority Assignment at some level where no flow can be assigned that priority. In
either case, the search always las k and, at every level

(< n+1), it tests at most— 1 flows. Thus the algorithm runs

. o . in O(n?t) time, wheret is the time to calculate the worst case
The pseudo code is shown as B&B Priority AssignmeRiyq.io-end delay of a flow using and is pseudo polynomial.

Algorithm. If DM priority assignmentf is acceptable, then i i i

Procedure &, 1, n) returnstrue. Otherwise, the root wittf, ~CaS€ 2Based on our observations in Section IV, wher n,

I = n+1, andk = n expands by calling procedure BB(1). there is no channel contention and, herﬁ?oi is the \_/vo_rst
The attributed, &, and the priority assignmerft at any node ¢2s€ end-to-end delay for every flofi(i). Hence, similar
nd in the search tree is denoted byl.l, nd.k, and nd.f, to Cf_;l_se 1, both the sufficient co_nd|t|0n and the necessary
respectively. In BB(Noded), if nd.k = 0 for current nodexg, CONdition are exact, and the algorithm runs(n?t) time.
then the search terminates by returning f as an acceptable Whenn > m, the same thing happens when the value:of
assignmen*. Otherwise, for every flowd. f (i) starting from P€COMeS no greater than during the search.

1 =1—1to1, it generates a child nodé with ch.k = nd.k at Case 3.If the DM priority assignment is acceptable, then the
level ch.l = nd.l — 1, and SwapPriority(:. f (i), ch.f(ch.l)) search stops immediately and returns that ordering. Asgign
exchanges the priorities betweeh.f(:) and ch.f(ch.l). If DM priorities takesO(nlogn) time, and to verify if it is
S“(ch.f,ch.l,ch.k) returnstrue, then ch.k is updated to acceptable byS, we needO(nt) time. Hence, the algorithm
ch.l — 1, and all other branches are discarded, and only thisns inO(nlogn + nt) time.



V1. PRIORITY ASSIGNMENTUSING HEURISTIC SEARCH ' ——

While the proposed B&B algorithm is optimal and runs effi-
ciently in most cases (as shown in simulation in Section,VII)
a faster execution time cannot be guaranteed theoretifzally ]
all the time. Therefore, in this section, we propose an effici
near-optimal heuristic search. It is also based on the aimil
strategy but is forced to discard many branches by expanding
only the branches deemed good. Hence, it runs much faster at
the cost of loosing the optimal behavior in some cases.

The B&B algorithm can take longer time mostly when it = B
is hard to find a sufficient branch. The key idea behind the
heuristic search (HS), therefore, is to loose this condifmr Fig. 2. Testbed topology (at transmission power of 0 dBm) iyaB Hall
faster execution. To determine whether the subtree rodted a
a nodech is sufficient, the B&B algorithm calls Procedure ?}
Sub(ch.f, ch.l, ch.k). The procedure determines the branch asg
sufficient only if the upper bound of the worst case end-to-go,s
end delay of every flowh.f(i), | <1i < k, is no greater than
its deadline. Since this is an overestimate, the HS algurith
instead checks only for current leveh.l. That is, only if
the upper bound of the worst case end-to-end delay of flow @~=1 (b) =2
ch.f(ch.l) is no greater than its deadline, it discards all other Fig. 3. Performance under varying deadlines
branches and expands only this branch. Note that such atbranc

is still good (but not guaranteed to be the best as the new
LD . . ime to calculate the worst case end-to-end delay of a flow
condition is not sufficient) since every node from leveto

ch.l on this branch has either satisfied this new condition urSlng 5. Besides, Case 3 always holds for it. It trivially

L . . ominates DM in that whenever the DM priority assignment is
the necessary condition which we have previously arguee to . . .
i . - acceptable the HS algorithm also determines that assignmen
a strong condition because of precise lower bound estimati

X ) %s acceptable and runs i@(rnlogn + nt) time. In other
in Lr;gclgiu?(leggtzr? iznlsfhelr:) 2?{%6'63/:(!;?:& Eoof\}éiﬁon cases for Class-1 tests, although the execution time of the H
since thenew conditionS®(ch. f, ch.l, ch.l) — true does not algorithm is theoretically exponential, it can be guaradte

. to run faster in practice. A long execution time can happen
mean thatf; ,, is acceptable, the search updateas long as P 9 PP

the new condition is satisfied on a root to leaf path, and stoif the new condition is hardly satisfied or the necessary
o o eal path, E3ndition cannot discard enough branches. Note that the new
updating it after the first time the new condition is violatad

that path. That isch.k is updated only ih.k > ch.l— 1. The condition is hardly satisfied when the flows have very tight

HS algorithm is, thus, pseudo coded by making two chang%%ad“nes' However, in this case, the necessary condititbn w
in Procedure BB(Noded) of the B&B algorithm: iscard many branches. Again, the necessary condition may

L ) not discard enough branches if the deadlines are not tight. |
1) Replace the conditioi*”(ch.f, ch.l, ch.k) = true with  this case, the new condition is easily satisfied to discard al

S“(ch.f,ch.l,ch.l) = true. other branches, thereby making the search faster.
2) Before the statementh.k <« ch.l — 1, add the check

if (ch.k > ch.l—1).
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By Theorem 2, the partial priority assignmefpt,; ,, of f at o TR o | SRy Sewm
a node of the search tree in the HS algorithm is still guaghte goanEm N 5 N st
to be a part of an acceptable assignment (if there exists or%"">#sm o1 £ 2%
at all). However, when the algorithm terminates at a node £ |2omsm) 5=, g e,

some node on a level fromd.k to nd.l (whennd.k # nd.l) 5 o5 1070 s TS
on the path from the root tad may have violated the sufficient

condition which the HS algorithm is not aware of. In that case @~ =1 rf d (b) v =2
the algorithm is not optimal. However, our simulation segi Fig. 4. Performance under varying rates
have shown that such cases hardly happen in practice.

Analysis. In Case 1 and Case 2 (Subsection V-D), the optima
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VIl. PERFORMANCEEVALUATION PRR is considerectliable and drawn in Figure 2 (embedded

We evaluate our priority assignment algorithms throug‘?‘f1 the floor plan of Bryan Hall). Figure 2, thus, represents a
simulations based on both random topologies and the ré%?ology of the testbed.. Us.|ng 12 channels, we compare HS,
topology of a physical testbed. We compare the heurisft&B: DM, gnd PD_ conS|der|ng the Class-1 schedulability test
search (HS) with the B&B algorithm (B&B) and the follow-Presented in Section IV on this topology.

ing priority assignment policies commonly used in realeimy,ying deadlines. We generate flows in the network by
systems: (aDeadline Monotonic (DMassigns priorities 0 andomly selecting the sources and destinations consigleri
flows according to their relative deadlines; (Bjoportional ¢ _ ggo (i.e., 40% of the total nodes are sources while
Deadline monotonic (PD)assigns priorities to flows based orynother 40% are destinations). The periods of the flows are
relative subdeadlineélefined for a flow as its relative dead"nerandomly generated in rang®~? time slots. We generate
divided by the total number of transmissions along its route| g test cases and plot the acceptance ratios in Figure 3 by
Metrics. We evaluate the algorithms in terms of the followingarying the deadlines of the flows (by changimg Fory = 1
metrics. (a) Acceptance ratio: fraction of the test cases(Figure 3(a)), whery = 0.4, there are acceptable assignments
deemed schedulable according to the schedulability test.usin 55% test cases but PD is able to find an acceptable
(b) Execution time: average execution time (with the 95%assignment only in 18% cases. Thus, the difference between
confidence interval) needed to generate a priority assighmehe acceptance ratios of B&B and PD is 0.37 whegs- 0.4.

Simulation Setup.A fraction (¢) of nodes is considered asFor anya > 0.4, the difference remains at least 0.14. For DM,
sources and destinations. The node with the highest numBug difference is 0.10 to 0.15. When= 2 (Figure 3(b)), the

Of neighbors is designated as the gateway. @habmty Of a diﬁerences are 0.23 to 0.45 for PD, a.nd 0.17 to 0.31 fOI’ DM.
link is represented by theacket reception ratio (PRRyong it. HS performs like an optimal algorithm in this setup since it
The most reliable route connecting a source to a destinati®flects good branches and uses a strong necessary cotmlition
is selected as the first route. For additional routes betwedigcard branches in its search tree (as explained in Se¢tjon
the same pair of source and destination for redundancy, ¥éile theoretically it is not guaranteed to be optimal aleay
exclude the links used by existing routes between the pHie cases where it is not optimal may rarely happen in practic
and select the next most reliable route. Periodof every Specially when the network size is small.

flow b is generated randomly in a given range denoted
T. =2~ slots,i < j. A parameter calledate factor (3) is
used to tune the rate (i.@,/7;) of every flowb as follows:

l%rying rates.Now we tune the rate of every flow by changing
B. For example, settingg = 0.50 doubles the period of
every flow. Since PD performs worst, we omit any further

s X .
Ze.w ratz- 5| rate. Thf drglauve deadll;netDb i;; evgry fI;w comparison with PD. The acceptance ratios are shown in
'S randomly generated in a range betweenand o 1y Figure 4. Since we use a sufficient schedulability test,ether

§Ioés, fo(;(z <ta dS L Tr’\1/|e aégor:r:jms lha\t/e be_etﬂ 'melgﬂeqti%ie cases when a priority assignment is not acceptable by
In & and tested on a Vlacbook 1o 1aptop With 2. Z NBe test but the flows may meet their deadlines if they are

scor;emirpl:zj P;0$:§EO{' The notations used in this section 4Cheduled using that priority assignment. Therefore, yever
u lzed 1 ' priority assignment generated by an algorithm is tested in

N : Number of nodes in the network simulation by scheduling all flows within their hyper-petidn

m:  Number of channels the figure, each curve “sim” shows the fractions of test cases

p:  Edge-density of the network o that have no deadline misses in simulations. When= 1

0 :  Fraction of total nodes that are source or destination . . .

~v:  Number of routes between every source and destination (Figure 4(a)), the_d'ﬁerence between the acceptancesratio

T.: Period range of B&B and DM is 0.10 to 0.48 whernl.0 < g < 4.0.

«a:  Deadline parameter (e.g-, < Dy, < ax Ty, for flow b) | Their difference in simulation remains between 0.07 ané.0.1

B: Rate factor (i.e., new rate g*old rate) When~ = 2 (Figure 4(b)), their difference is 0.07 to 0.31
TABLE | in acceptance ratio, and 0.03 to 0.13 in simulation when
NOTATIONS 0.5 < 8 < 2.0. In contrast, in both cases, HS performs like

B&B both in terms of acceptance ratio and in simulation.

A. Simulations with Testbed Topologies Varying sources and destinationdlow we vary# resulting

We evaluate our algorithms on the topology of a physical different numbers of flows in the network. For evely
indoor testbed in Bryan Hall of Washington University [1]we generate 100 test cases and show the performances in
The testbed consists of 48 TelosB motes each equipped wkiure 5. Wheny = 1 (Figure 5(a)), the difference between
a Chipcon CC2420 radio compliant with the IEEE 802.15#he acceptance ratios of B&B and DM is always 0.02 to 0.11.
standard (WirelessHART is also based on IEEE 802.15.4eir difference in simulation is 0.02 to 0.05 whérn> 60%.
Every node is selected in a round-robin fashion to broadiastWhen v = 2 (Figure 5(b)), their difference is 0.11 to 0.23
packets at transmission power of 0 dBm. The neighbors recandacceptance ratio, and 0.02 to 0.16 in simulation. Here, HS
the sequence numbers of the packets they receive. Thisisyclperforms like B&B wheny = 1. When~ = 2, its acceptance
repeated for 5 rounds. Then every link with a higher than 808atio is 0.01 to 0.02 less than that of B&B, 4f> 80%.
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Fig. 6. Performance under varying network sizes

B. Simulations with Random Topologies time flows in arbitrary topologies [14] have been addressed

We test the scalability of our algorithms on random topoldD? recent works. None of these works addresses the priority
gies of different number of nodesV(. For every N, we assignment for real-time flows. Thg sphedu_labﬂny an_a!y5|
generate 100 random networks, each with an edge-depgity proposed in [13] assumes that the priority assignmenty@lic
of 40%, i.e., withN (N — 1)p/200 edges. PRR of each edge igiVen. In con_trgst, we propose an optimal aIgonthm and &nea
randomly assigned betwe6rso and1.0. In this setup, periods optimal heuristic for pn_onty assignment for real-timevile for
are in rang&%~! slots to accommodate large networks. Herdeedback coptrol applications. Alur et al. [4] have propmbse
we consider both the Class-1 schedulability test (Test &) a@ Mathematical framework to model and analyze schedules
the Class-2 schedulability test (Test 2) presented in Gedy. USing automata for WirelessHART r_1etworks. But t_helr forr_nall
Starting with V' = 30, we increaseV as long as HS can find mgthod approz_;lch can be computationally expensive makm_g it
acceptable assignments and plot the performances in F@guréwtable foroﬁllne_deS|gn._ In_ contrast, our heurlst|c_ search is

Fory = 1 (Figure 6(a)), HS is able to find an acceptabl@St enough foonlineadmission con.trol and adaptation, which
assignment in every case whén < 110. When N > 110, 1S needed to handle b_oth dynamic workloads and topology
there is a difference from 0.01 to 0.02 between B&B and HS ff'anges common in wireless networks.
both acceptance ratio and simulation. Foe 2 (Figure 6(b)),
the difference in both acceptance ratio and simulationd& € IX. CONCLUSION
.02whenN > 50. The figures also indicate that the acceptance This paper is the first to address the priority assignment for
ratio with Test 2 is much lower than that with Test 1. For Teseal-time flows in WirelessHART networks for process cohtro
2 in this set up, there exists an acceptable assignment wivgg have proposed an optimal algorithm based on branch
N < 150 andy = 1 (Figure 6(a)), and whev < 90 and and bound and an efficient heuristic for priority assignment
~ = 2 (Figure 6(b)). This is because Test 2 is a less effecti@mulations on random networks and a sensor network testbed
schedulability test compared to Test 1. However, both B&®pology showed that the heuristic achieved near-optimal
and HS are optimal for Test 2 (and we plot it only for B&B).performance in terms of schedulability, while significgralt-

We abort B&B if it cannot complete any test case iperforming traditional real-time priority assignment is@s.
10 minutes. Using Test 1, we have been able to record its
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ticul HS i ffecti iorit . t al it Mesh Network for Industrial AutomatiorSpringer, 2010.
particular, is an effective priority assignment algumitas [8] CHIPARA, O., Lu, C.,AND ROMAN, G.-C. Real-time query scheduling

it is near-optimal and scales better than B&B. for wireless sensor networks. RTSS 07
[9] Davis, R. I., AND BURNS, A. Priority assignment for global fixed
VIIl. RELATED WORKS priority pre-emptive scheduling in multiprocessor reale systems. In
RTSS '09

For transmission scheduling in wireless sensor networlf§@] Davis, R. I., AND BURNS, A. On optimal priority assignment for
schedulability analysis has been addressed in previous response time analysis of global fixed priority pre-empticeduling in
works [3]’ [8] Considering the fixed priorities as given. Fo multiprocessor hard real-time systems. Tech. rep., Uriivook, 201_0.

. . . .rfll] GUAN, N., STIGGE, M., YI, W., AND YU, G. New response time
WirelessHART networks, SChedu“ng for convergecast IR l bounds for fixed priority multiprocessor scheduling. RTSS '09
ear [18] and tree [15], [17] topologies, and scheduling &al+ [12] Liu, J. W. Real-time Systems$rentice Hall, 2000.

10



[13] SAIFULLAH, A., XU, Y., Lu, C., AND CHEN, Y. End-to-end de-
lay analysis for fixed priority scheduling in WirelessHAREtworks.
In RTAS 11 http://cse.wustl.edu/Research/Lists/Technical% 2@Rs/
Attachments/930/WHSCHEDULABILITY.pdf.

[14] SAIFULLAH,A., XU, Y., Lu, C.,AND CHEN, Y. Real-time scheduling
for WirelessHART networks. IIRTSS '10

[15] SOLDATI, P., ZHANG, H., AND JOHANSSON M. Deadline-constrained
transmission scheduling and data evacuation in Wirele§SHietworks.
In The European Control Conference 2009 (ECC :09)

[16] SONG, J., Mok, A. K., CHEN, D., AND NixoN, M. Challenges of
wireless control in process industry. Workshop on Research Dir. for
Security and Net. in Critical Real-Time & Embedded $2606).

[17] ZHANG, H., OSTERLIND, F., SOLDATI, P., VOIGT, T., AND JOHANS-

SON, M. Rapid convergecast on commodity hardware: Performance

limits and optimal policies. IIBECON '10

[18] ZHANG, H., SOLDATI, P.,AND JOHANSSON M. Optimal link schedul-
ing and channel assignment for convergecast in linear BédstlART
networks. InlIEEE WiOpt(Seoul, Korea, Jun 2009).

11



	Priority Assignment for Real-Time Flows in WirelessHART Sensor-Actuator Networks
	Recommended Citation
	Priority Assignment for Real-Time Flows in WirelessHART Sensor-Actuator Networks

	PRIORITY_ASSIGNMENT.pdf

