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ABSTRACT

Multiple processor interconnection networks can be characterized
as having N' inputs and N' outputs, each B' bits wide. Construction of
large networks requires partitioning of the N'#*N'*B' network into a
collection of N*N switch modules of data size B (B < B') each implemented
on a single chip and interconnecting them with a specific interchip network
type T'. The major constraint in the VLSI environment is the pin limitation,
N_, of the individual modules; these are allocated between data and control
lines, Q. This paper presents a methodology for selecting the optimum
values for N and B given values of the parameters, N', B', T', and Q, and Np'
Models for both the banyan and crossbar networks (T') are developed and
arrangements yielding minimum: a) number of chips (e.g., switch modules),
b) average delay through the network (e.g., maximum bandwidth), and
c) product of number of chips and delay, are presented. The results show
that for the crossbar a bit slice approach (B = 1) produces the optimum
arrangement, while for the banyan the optimum is achieved with multiple

bits per module.
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1. INTRODUCTION

Over the past few years a variety of multiple processor systems have been
proposed. Some have even been built while others are now being implemented
(1,2,3,4). VLSI technology progress and prospects are now leading computer
architects to consider physically local, closely coupled systems in which

thousands of processors are present, all contributing to the solution of a

given problem(s).

One key issue in the design of such systems concerns the communications
network used by these multiprocessor systems. While much of the original work
on the design of such networks was done in the context of telephone switching
systems (5), current interest in the broader computer community stems largely
from the impetus towards multiprocessor systems (6,7,8,9). Recent studies have
focused on the functional properties of various networks (i.e., what permutations
are possible, what control algorithms are needed, etc.), on their complexity,
and to some extent on variocus performance issues. In most cases network com—
plexity has been measured by the number of elementary switching components
needed by a network of a given size and type (e.g., crossbar network complexity
grows as O0(N%42)), while performance (e.g., delay and bandwidth) has been
determined by parameters such as the average number of elementary switching
components through which a message must pass. Recently work has begun on
examining complexity and performance questions in the context of VLSI implemen-

tation of such interconnection networks. Franklin (10) has compared two networks,



crossbar and banyan, operating in a circuit switched mode in terms of their
space (area) and time (delay) requirements. The networks were assumed to
be implemented as complete modules on a single VLSI chip.

Closer examination of network implementation problems shows that pin
limitations, rather than chip area or logical component limitations, are a
major constraint in designing very large interconnection networks. Consider,
for instance, an interconnection network with N*! inputs, M' outputs and
with each input or output being B' bits wide (N'#*M'#B'). The number
of required pin connections (ignoring power, ground and general control) when
the network is implemented on a single chip is given by B'(N'+M'). For a
square interconnection network of size twelve with a data pathway of 16 bits
the number of pins required would thus be 384; much larger than common commer-
cially available integrated circuit carriers. The total number of pins is
limited mainly by the increase in the physical length of the package. If the
package is to be inserted in pads on a printed circuit board, then the pins
are typically placed on 100 mil centers along the periphery (we ignore here
certain more advanced schemes such as the array configuration used by IBM).
For this pin placement, a 64 pin dual-in-line package is 3.2 inches in length.
For the 384 pin example, a 19.2 inch dual-in-line package would be required.

There are a number of potential solutions to this pin limitation problem.
In this paper we focus on two of the more obvious ones, investigate their
interaction, and develop certain expressions which should aid in their imple-
mentation. The first approach is to implement a large network requiring many
pins as a collection of smaller networks where each of the smaller networks

can be contained on a single chip in which the pin constraints of the chip are



met. An N'*#N' network would therefore be decomposed into a set of
networks {(each network in the set is a chip of size N*N) which would them-
selves be interconnected in some fashion.

The second approach is to slice the network so that one creates a set
of network planes, each plane handling one or more bits (e.g., B bits) of the
B' wide datapath. This is commonly done for instance in memory designs.
Note that a potential problem arises when doing this due to the difficulty
in synchronizing the multiple planes. This can occur even if the network
components operate in an asynchronous manner under local control. Although
not discussed here, there are ways of dealing with this problem,

The remainder of this paper deals with the question of what represents
the '"best" combination of datapath slice B and chip network size N given:

1. N': An overall network size (N <= N'),
2. B': A data path width (B <= B'),

3. T : An intrachip network type (e.g., the interconnection
network implemented within the N*N chip might be a crossbar).

4. T': An interchip network type (e.g., the interconnection
network implemented between the N*N chips to achieve
the overall N'*#N' network might be an omega network).
5. N_: The maximum number of pins allowed on a chip.
The number of pins on a chip allocated to power, ground,
and control. Depending on the control scheme adopted,
the number of control pins may be a function of N,
"Best” in this context, refers to both chip count and bandwidth of the overall
N**N' network. Figure 1 shows an overall N'*N' network. Figures 2 and 3
illustrate a possible decomposition of a 16%16 network having a datapath width
of 8, into 32 4%4 chip networks each having datapath widths equal to 2.

In the next section basic models for considering this problem are presented,



These models are used to determine the B and N combinations which minimize
first the total chip count, and then the overall network delay. Various
expressions are developed and evaluated for a variety of system parameters,
and a number of illustrative graphs are presented. Finally, an overall
performance measure involving the product of chip count and time delay is
defined and selection of the "best" B and N values for a given set of sample

system parameters is presented.

2. THE BASIC MODEL

The basic model consists of two parts. The first relates to the chip
count while the second concerns network time delay. For the purposes of
this paper the networks are assumed to be square, although the approach
presented holds for nonsquare networks as well. It is also assumed that our
interest is restricted to fully connected networks where there is a path
through the network from each input port to each output port. Note that
certain input/output paths may have a common subpath and this may in turn
result in messages being temporarily blocked.

Let us refer to the N*N*B chip as a switch module; a number of these

modules will be interconnected to realize the N' network. This paper considers

two types of interchip networks (T'): the incremental crossbar and the banyan (11,12,13).
While there are many ways of designing a crossbar network (e.g., demultiplexer/
multiplexer configuration, switched multiple busses, etc), the incremental

crossbar design (Figure 4) has the property that it can be expanded on a unit

basis by adding basic switch modules in a row-column arrangement. This

modularity property is useful if a flexible expansion capability which retains

the nonblocking and full connection properties of the crossbar are required.

Note that a price is paid for these nonblocking and modularity properties in



terms of number of switches and number of pins required on a switch module.
While the number of switches required per switch module may not be a serious
constraint given the logic density capabilities of the VLSI technology, as
pointed out, the problem of pin constraints is severe. For the incremental
crossbar, the modularity property requires 4NB data pins to implement a N*N*B
switch module. The banyan, a blocking network, on the other hand requires
2NB data pins to implement a N*N*B module.

To make global comparisons similar and to eliminate blocking at the

switch module level, this paper examines cases in which the switch modules
are constructed using an incremental crossbar architecture. Two types of

module interconnections are examined; the crossbar and the banyan. Therefore:

T => Incremental Crossbar
I. Incremental Crossbar

IT. Banyan

2.1 CHIP COUNT MODEL

Figure 4 shows an 8*8*1 incremental crossbar network configured using
2%2%1 chip components. The number of N*N*B chips required to implement an

N'*#N'*B'  incremental crossbar network is given by:
2
B'{[N'
Y = [ 2
The second type of network considered is one of the class of networks
whose logical component complexity grows as O(Nlog N) rather than O(N#%%2).

The banyan, omega and inverse binary N-cube networks fall into this group.

Figure 5 shows an 8*8*]1 network composed in a banyan configuration using 2*%2%1



network chip components. Note that this network is a blocking network. The

number of N*N*B chips needed to implement an N'*N'#B' network in this case ig

given by:

- (B & )
Nba [B I IN I [1°3NN] (2]
The first term in this expression is the number of bit slices or network planes

that are required. The second term represents the number of chips at each

level (row), while the third term is the number of levels necessary to achieve

a full interconnection.

2.2 TIME DELAY MODEL

The model that gives the average time for a signal to propagate through
a network must include the time to traverse each of the N#N*B chips, the time
to propagate from chip to chip, and since the bit slice approach separates the
bits in a data word, the additional time that is needed to make certain that
all the data bits have completed their movement through the N'*N'#*B' network.

The average delay associated with a basic switch module will be designated
as DCB since these modules have a crossbar construction. This module delay
includes the path (e.g., multiplexing delays) but does not include path setup
delays (i.e., time to set switches in their desired positions). The delay of
a pin driver and the delay associated with the interconnection wires between
modules will be referred to as the intermodule delay, DIM' The intermodule
delays for the crossbar and banyan networks are different and will be denoted

as D and D Finally, any additional delay that is introduced by the

IMCB IMBA®
designer in order to assure that all data bits have traversed the network will

be called the synchronization delay and represented as DSYN‘ DSYN may be



different for the crossbar and banyan networks.

In the next section relationships for these delays as functions of the

various network parameters are derived.

2.2,1. INCREMENTAL CROSSBAR NETWORK

For the incremental crossbar network the average delay can be determined
quite easily from the model shown in Figure 4. Notice that since this
represents one plane (or slice) there will be [B'/B] of these planes. Assume
that each switch module represents a crossbar of N*N complexity and each is
implemented on a single chip., The pin drivers for the output pins for each
module are also located on the chip. It is clear that for this arrangement
the number of modules in an average path is [N'/N] and each intermodule path

'

has the same delay characteristic DIMCB' Therefore the average delay DCB

through such a network is given by the expression:

1 N' N'
't = C kN
Pcs JN ]DCB * [N ]DIMCB * DPsyncs [3]
Note that a circuit switched design is assumed here with no pipelining present

from module to module.

2.2.2 BANYAN NETWORK

The number of switch modules in the average path through a banyan network
is logNN' and the number of intermodule paths is also logNN‘. Here,
because of the connection topology, the intermodule paths are not generally
constant in length. The average delay, DQAQ through such a network (assuming

no delay penalty for blocking) is given by:

’ —_— L t
Dpa = I1°3NN ] Dep * [ LogyN ]DIM:BA * Davnea [4]



2.3 PIN CONSTRAINTS
For a square N*N*B chip with Nk pins allocated to power, ground and

contrel, the pin constraint for a switch module is given by:

Np >= KBN + Nk [5]

where K = 4 for the incremental crossbar network and K = 2 for the banyan
network. The equality is used in subsequent computations since it is advan~
tageous to use as many available pins as possible. Two cases may be considered.
Case 1 will consist of the situation where the number of input and output pins
is much larger than Nk (i.e., KBN >> Nk) and thus we can approximate N from
equation 5 as:
N =le/KBJ [6]
This is typical of a clocked system where a small number of clock lines are
needed to synchronize all the data lines.
Case 2 encompasses the situation where Nk is not neglible and there is
a control line overhead associated with the data paths. Here we make the
assumption that the number of control lines is proportional to the number of
ports, N, on an individual chip. That is, Nk = QN where Q is a constant.
Then N can be expressed as:
N = le/(KB-FQ)J [7]
This would be the appropriate model, for example, if network chips communicated
with each other in an asynchronous manner and the control line overhead consisted

of request/acknowledge pairs (Q = 2).



3., CHIP COUNT MINIMIZATION

As a first approximation consider large networks, large datapath widths and
chips with a large number of pins. Then the ceiling functions can be removed from
[1] and [2] and the floor functions from [6] and [7]. N.;, and N, are now

approximated to be continuous functions as shown below:

B (N'#%2)
Ny © TBvERD) (8]
_ B'N' .
Nya = BN 1ogyN £9]

Assume that the maximum number of pins that are available is used and
consider Case 1 where N is given by equation 6. Substituting equation 6

(K = 4) in equation 8, and equation 6 (K = 2) in equation 9 we have:

_ 16BB' (N'#%2) _
Nep1 = N %42 K.pB [10]
1 T ]

1~ N _(logN - = -
ba .Np( ogN, log 2B) long log 2B

For a given pin constraint N , and overall network requirements N' and B',

K. and Kba are constants. Minimizing Ncbl and Nbal for this case

cb
requires that B be minimized. The smallest datapath width possible is B =1,
hence with this model N should be selected to be Nb[K. This is a reassuring
result since it corresponds to experience with memory chip design where the
slice width is generally taken as one bit. Note however, that this was obtained
with a continuous approximation to equations 1 and 2.. The result is that while
B =1 yields 2 minimum number of chips in most cases, there are situations where

other values of B are better. For instance, with a banyan network with NP = 60,

N' = 128 and B' = 16, a B = 1 solution yields Nbal = 160, while a B = 2 solution

yields Nbal = 144,
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For case 2 where Nk is not negligible equation 7 is used for N and

substituted back in [8] and [9] to give:

2
_ sy lar? Ky (4BHQ)

N ) =
cb2 BNPZ 16B

[12]

K o (2B+Q)
N

ba2 2B(log Np - log (2B+Q)) [13]

The derivatives of N and Nb with respect to B can now be taken, and the
cb2 a2
values of B and N which minimize the chip count obtained,

For the case of T' an incremental crossbar, the number of chips Ncb2 is
minimized when B = Q/4. Thus for a request/acknowledge pair associated with
each chip datapath (Q = 2), B would be selectedas 1. While this is true for
almost all cases considered, the continuous model approximation should be
checked when N' is less than 64 or B' is less than 16 (e.g., For N' = 32

= = o= . = 1 = . = =
Np 75, Q= 2 and B 16; B = 1 yields Ncb2 144: B = 2 yields Ncb2 128),

For the case of T' a banyan network, an equation can be derived for
obtaining the optimum B arid N. These results indicate that the
continuous model does not yield optimum or near optimum values in many situations,
and that a search procedure working directly with equation 2 must be utilized.
For instance, for Np =90, N' = 512, Q = 2 and B' = 16, an optimum B = 4 yields
N = 684. Note that using B = 1 in this case results in N = 1152. This

ba2 ba2
is not unusual, and in most cases (Np < 140) where Q > 2, a choice of B = 1
will be nonoptimal.

The discrete relations for the crossbar and banyan chip counts (equations

1 and 2) were solved using optimal values of N and B, and the chip count was



-,

obtained as a function of the parameters N,, N' and network type T'. Sample
results are presented in Figures 6 and 7. Figure 6 f{llustrates how the total
number of chips varies as a function of the network size assuming that B' = 16
and that the pin constraint is fixed at Np = 90, The banyan requires fewer
chips than the crossbar implementation and this agrees with the observation
that the crossbar grows as O(N'##*2) while the banyan grows as O(N'LogN').

The change due to altering Q from { to 2 is also depicted and, as would be
expected, increasing Q requires a larger number of chips for both the banyan
and the crossbar. Figure 7 presents the case in which Q is fixed at zero

and the pin constraint is a variable. Again the banyan requires fewer chips
than an equal size crossbar and fewer chips are needed in both networks

if the pins available per package is increased. Although not shown explicitly
in these graphs, the optimum value of Bis 1 for the crosshar (Nb > 64),

while for the banyan the optimum B ranged from 1 to 4 (Np > 64).
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4.0 NETWORK DELAY MINIMIZATION

Next we determine expressions for each of the delays, DCB’ DIM’ and
DSYN and incorporate these into equations 3 and 4 to compute the average
delay through the two networks. These expressions will then be examined to

determine their minimum values.

4.1 CROSSBAR NETWORK

The value of DCB has been developed by Franklin (10) using NMOS NOR gates

for construction of the crossbar module and is given as:

DCB = N[2.5mft + T(1+2.25aCB)] [14]

The parameters used in this relation are defined in Table 1 which also illustrates
some typical values. The equation assumes a circuit switched crossbar, and
uniformly distributed addressing of module output ports. The first term in the
brackets represent the delay through an individual crosspoint on a module,
while the second term is the delay between crosspoints on a module.

The delay encountered when a signal goes off the chip, propagates along
an interconnecting path and enters another switch module is DIMCB' A buffer
(e.g., a series of inverters) must be included within the switch module to
allow the minimum size transistor to drive the module pin and associated
load with minimum delay. The buffer delay is determined by the gate capaci-
tance of the minimum size transistor, the number of stages in the buffer,
the capacitance of the pin being driven, the capacitance along the interconnect-
ing path, and the capacitance of the receiving module pin., The buffer delay
relation has been derived by Mead and Conway (14) who show that the minimum

value occurs when exponentially sized cascaded inverters are used. The delay



iy [ 1

in this case is given by:

DIMCB = te logeB [15]

where B is the ratio of the buffer load capacitance to the buffer input
transistor gate capacitance. The transistor gate capacitance, Cg, is merely
the capacitance per unit area times the gate area of the minimum transistor.

To determine the load capacitance we will assume that the driving and receiving
pin capacitances are equal and each has a value of Cpin' Further we postulate
that the modules for the crossbar network will be placed on a circuit board

and interconnected via printed circuit copper paths. Thus

B = (ZCPin + Cpath)lcg [16]

Although the size of the individual switch modules varies as N, the spacing
between modules can be designed to be constant in the case of the crossbar
network and for most layouts will be less than one inch. For these cases the

pin capacitance dominates, hence:

B, =2 (17]

cb Cpin/

CS
The synchronization delay is somewhat more difficult to quantify since

it depends upon the specific design technique wused to determine that all bits
have traversed the network. Because of the parallel nature of communications
through such switching networks, the use of a global synchronous technique in
which the worst case delay through the network (e.g., top row, right column)
would be used to establish the clock period for all paths may be impractical.
Therefore many communication networks utilize some type of self-timing in

which timing information (e.g., data arrival) is imbedded in each message or

word. A reasonable design practice (that allows for additional uncertainty
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in the path times due to temperature variations, changes in chip processing, etc.)
1s to include a tolerance or guard region that is proportional to the average
delay time. As a consequence the average delay through the network can be

expressed as:

= (K )[ ](DCB D.ycs’ [18]

or

= N*
Deg Kl ](DCB THCB) [15)

where K1 =1+ KS. If we now substitute equations 14, 15 and 17 into

equation 19 we have:

N'
f = —_—
DCB KllN ]N[Z.Smfr + T(1+2.ZSGCB) + (te log BCB)/N] [20]

Qur computer simulation results have shown that for the crossbar network
with zero control lines (e.g., Q = 0) the continous form of equation 20
usually gives the same results as the discrete form. Therefore we shall
replace [§l1N by N' ., Finally, if we use the pin limitation constraint

specified by equation 7 with K = 4 we have:

t = t
DCB KlN [2.5mfr + r(1+2.25a03) + (t(4BHQ)e logeBCB)/NP] [21]

The following terms can be treated as constants in this analysis:
2.5mft + T(l+2.25aCB) = A

0

[22]
Te logeBCB = A

SO we can express DCB as

A

v 1
Dip = K N'[A; + ¥, (4B+Q)] [23]
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It is clear that the sum 4B + Q should be a minimum to achieve a minimum

value of D! Since B ¥ 1 this indicates that the minimum value of DéB

CB*
should occur when B = 1 and Q = 0. Notice also that the average delay is
directly proportional to N', and decreases to a min;mum value as the number
of pins Np increases.

To obtain additional insight into the variation of network delay as

a function of network parameters it is useful to consider the parameter

values given in Table 1. Using these values we find that:

D' = 1.IN'[5.6 + 222%(4B+q] nsec [24]
CB N
p
Notice that if Q = 0 and B = 1 then for large Np (i.e., Nb > 64) the second
term in the brackets in equation 24 is small and the average delay can be

approximated as:

DéB * 6.2N' nsec [25]
4.2 BANYAN NETWORK

The average delay through the banyan network is given by equation 4. The
value of DCB is known from equation 14 and once againwe assign a value to DSYN
that is proportional to the average path delay through the network. Thus
the only remaining quantity to determine is the value for DIMBA' In contrast
to the crossbar, the separation between switch modules in the banyan is not

constant, and thus Cp will vary according to the banyan level. Since the

ath
number of levels required for a specific configuration is not known a priori,

h complicates the delay computation.

the inclusion of a variable for CPat

However, under the assumpfion that the switch modules are pin limited rather
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than area limited, essentially constant intermodule delay can be ensured,
independent of the banyan level, by increasing the pin driver area as the
level increases. This yields a constant value for DIHBA which can be obtained
as follows: Assume that the switch modules are placed on a printed circuit
board which is square with a side S inches in length. Consider the maximum
path length at the last level of the banyan, and assume that because of the
complexity of this last level ome half of the board is devoted to the inter-
connection paths. The maximum length of a path (using horizontal and vertical
routing) will then be S/2 + S/2 = S inches. Since the capacitance of typical
printed circuit paths is approximately 1pf/inch, the delay in driving this

path is:

DIMBA = te loge((ZCpin+S)/Cg) [26]

As a consequence the average delay through the banyan network can be expressed
as:
- ' + _ [27]
D}, K1[logNN ]{N[Z..Smf‘r + T(42.25a0p)] + te log ((2C,, +5)/C )}

Tests indicate that the continuous version of this equation is often a poor
approximation to the discrete version, thus it is not considered here.

Using the values from Table 1 the banyan delay can be expressed as:

Dy, = 6.17 [logNN'](N + 1.78) [28]

The discrete relations for the crossbar and the banyan delays (equations 20



=17

and 27) were solved using optimal values of N and B, and the delays
were obtained as a function of parameters ﬁp, N' and network type T'.
Sample results are presented in Figures 8 and 9. Figure 8 illustrates
how the average delay varies with network size assuming B' = 16 and

N = 90. The banyan delay is consistently smaller than the crossbar for
networks of reasonable size.

The increase in the delay through the crossbar is small when Q is
altered from 0 to 2. The reason for this is clear from examining equation
24, Q is often small compared to 4B, and the entire term is divided by NP
thus often making it negligible when compared to the factor 5.6 in the
expression. In the banyan case the delay does not increase at all over the
range Q € [0,2]. To understand this, consider the range of N and B. The

minimum values of N and B are 1 while the maximum values may be obtained

from the pin constraint expression {7]. Thus for example with N' = 512,

B' =16, Q = 0 and NP = 90, N € [1,45] and B € [1,45] while for Q = 2,

N € [1,22] and B € [1,44]. The value of N which minimizes the delay as
given in [28] is well within these ranges ({.e., N = 5) and from expression
7, the resulting B for Q € [0,2] and Nb € [60,120] is also within its

range. Thus changing Q and Nb will effect the value of B, however the
values of the optimal N will remain constant, and thus the curves for delay
will be the same over wide Q and Nb ranges. In effect the optimum N (and

thus minimum delay) is not on the constraint boundary.



5. CHIP COUNT-TIME PRODUCT MINIMIZATION

The chip count-time product P, can be obtained by multiplying the appropriate
equations given earlier in the paper. This involves the product of equations
1 and 3 for the crossbar, and 2 and 4 for the banyan. Earlier discussion
indicated that for reasonable size networks, both chip count and delay were
minimized in the crossbar case with B = 1. Consequently the product is also
minimized with this choice (for N' > 64, B' > 16).

For the banyan, the situation is more complex and a computer search for
the optimum B and N values must be undertaken. Consider for example the
case of Q = 0 and N' = 512. Table 2 shows the values of N,B which optimize
the number of chips, the delay, and chip count-time product. It's clear from
the table that the B and N values required for minimizing the chip count-time
product fall between those needed for minimization of the chip count and delay
measures by themselves. The count minimization is achieved by attempting to
place as large a network as possible on a given chip. Delay minimization is
achieved by balancing the delays associated with the module network, and the

delays associated with increasing the number of levels in the overall network.

From equation 28 one sees that placing as large a network on a chip as possible
is not the best strategy from a delay point of view. HNote that this analysis
does not consider delays associated with network blocking. These can have a
significant effect in a saturated network. Introducing these delays will have
the effect of requiring larger modules since these modules are nonblocking
crossbar networks, and hence will lower delays due to blocking.

Values for N and B which minimized the chip count-delay product P
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were obtained for both network types over a range of N*, Np and Q values.
Sample results of P versus N', as a function Np, Q and T' are given in
Figures 10 and 11. As expected P increases with increasing N' and increasing
Q, and decreases with increasing Np. Once again the banyan does better

than the crossbar on this overall performance measure.

6. SUMMARY AND CONCLUSIONS

This paper concerned the design of multiple processor interconnection
networks. Such networks can be characterized as having N' inputs and N'
outputs, each B' bits wide. Construction of large networks requires parti-
tioning of the N"*N'*B' network into a collection of N*N switch modules of
data size B (B < B') each implemented on a single chip and interconnecting
them with a specific interchip network type, T'. The major constraint
in the VLSI environment is the pin limitation, Np, of the Individual modules;
these are allocated between data and control lines, Q. This paper presented
a methodology for selecting the optimum values for N and B given values of
the parameters, N', B', T', Q, and Np. Models for both the banyan and
crossbar networks (T') were developed and arrangements yielding minimum:
a) number of chips (e.g., switch modules), b) average delay through the
network (e.g., maximum bandwidth), and c¢) product of number of chips and
delay, were presented. The results show that for the crossbar a bit slice
approach (B = 1) produces the optimum arrangement, while for the banyan the
optimum is achieved with multiple bits per module, The impact of the number
of control lines on chip count, delay and product were also discussed.

The analysis presented made a number of assumptions whose effects are
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being further investigated. 1In particular the role of blocking in the
banyan case, and the potential gain which would accrue from a pipelined
design are under investigation. In addition, the problem of synchroniza-

tion between network planes is being studied.



TABLE 1:

TIME DELAY PARAMETERS

Parameter Symbol Units Typical value
ninimum feature size A um 3
min
minimum gate area A, = 412 (utn)2 36
min
gate capacitance Cg pf 1.4*10_2
switch module pin C i pf 5
capacitance pin
transit time T nsec 0.5
NOR gate logic levels m e 2
per crosspoint
NOR gate fanout f = 2
metalization path ®op S 0.1
capacitance to
transistor gate
capacitance ratio
(within switch module)
guard region multiplier KS e 0.1
printed circuit path C pf 1pf/inch
path
capacitance
. length of side of printed S inches 12
circuit board



N

N

= 60

COUNT MINIMIZATION
DELAY MINIMIZATION

PRODUCT MINIMIZATION

= 90

S

N

COUNT MINIZIZATION
DELAY MINIMIZATION

PRODUCT MINIMIZATION

= 120

COUNT MINIMIZATION
DELAY MINIMIZATION

PRODUCT MINIMIZATION

TABLE 2:

BANYAN NETWORK MINIMIZATION RESULTS

(N' =512, 9 =0, B'" = 16)

CHIP COUNT-DELAY
CHIP DELAY PRODUCT

N B COUNT (nsec) (*103)
30 1 576 392 226

5 6 1236 168 207
10 3 936 218 204
45 1 384 578 222

5 8 824 168 138
11 4 564 237 133
60 1 288 763 220

5 11 824 168 138
10 6 468 218 102
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