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Abstract

The Washington University MultiMedia eXplorer (MMX)} is a complete, host-inde-
pendent multimedia system capable of transmitting and receiving JPEG-compressed
video, CD-quality audio, and high resolution radiographic images over the Washing-
ton University broadband ATM network. If the host is equipped with an ATM inter-
face card, normal network traffic is supported via “T” and “Y” connections. The
MMX consists of an ATMizer and three multimedia subsystems. The ATMizer imple-
ments the host interface, the interface to the ATM network, and the interface to the
three multimedia subsystems. This paper describes the architecture of the MMX, the
software used with the system, and the applications which have been developed to
demonstrate the capability and applicability of broadband ATM networks for multime-

dia applications.



ABSTRACT

The Washington University MultiMedia eXplorer (MMX) is a complete, host-independent multimedia system
capable of transmitting and receiving JPEG-compressed video, CD-quality audio, and high-resolution radiographic
images over the Washington University broadband ATM network. If the host is equipped with an ATM interface
card, normal network fraffic is supporied via "T" and "Y" connections. The MMX consists of an ATMizer and three
multimedia channels. The ATMizer implements the host interface, the interface to the ATM network, and the
interface to the three multimedia channels. This paper describes the architecture of the MMX, the software used
with the system, and the applications which have been developed to demonstrate the capability and applicability of

broadband ATM networks for multimedia applications.
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1. INTRODUCTION

A. The Washington University ATM Network

Over the past five years, the Applied Research Laboratory at Washington University has developed a
prototype Asynchronous Transfer Mode (ATM) switch, a set of demonstration network peripherals, and a testbed
broadband network [1]. The current network is based on four geographically dispersed, 16-port, 100 Mb/s,
prototype ATM switches connected by more than 200 miles of single mode fiber.

During the 1994 academic year, the network will be expanded, and the prototype switches will be replaced
by 155 Mb/s commercial versions whose designs were derived from our prototype and licensed by Washington
University. As a first step in this upgraded network, we have developed a Computer Science Department network
with more than 20 multimedia workstations. These workstations did not originally have multimedia capability and
had been purchased in the past from several different vendors. We were anxious to demonstrate the full capability of
our ATM network and have sought a solution that allows the use of existing computing platforms yet provides high-

performance multimedia communication.

B. The Washington University Multimedia Explorer

The Washington University MultiMedia eXplorer (MMX) is a complete multimedia system capable of
transmitting and receiving video, audio, and radiographic images over the Washington University broadband ATM
network., The MMX is a second-generation mmltimedia system based on the earlier, host-based Washington
University Multimedia System (MMS) [2]. A block diagram of two typical MMX configurations are shown in Fig.
1 and Fig. 2. The MMX is designed to operate with any host. A standard RS-232C interface [3] is used to control
the MMX from an application program running on the host. If the host is equipped with an ATM interface card,
normal network traffic is supported via "T" and "Y" connections. The "T" connection copies in-bound ATM cells
and transmits them to the host ATM card. The "Y" connection places cells from the host ATM card into unassigned
cells originating from the MMX to form a single cell stream. An overview block diagram of the MMX system is
shown in Fig. 3.

The serial interface, the "T" and "Y" connections, the interface to the ATM network, and the to the

multimedia subsystem are implemented by the MMX system shown in block diagram form in Fig. 3. As shown in



Fig. 4., the ATMizer subsystem consists of a 16 MHz Motorola MC68030 CPU [4] with 4 Megabytes of DRAM,
128 Kilobytes of EPROM, a Multi-Function Peripheral Chip MFP) [5], and interfaces to the ATM network and to
the multimedia subsystem. Three dedicated buses, the PBUS, the TxFIFO Bus, and the RxFIFO Bus, are used to
connect the multimedia subsystem to the ATMizer. A fourth dedicated bus, the 12C Bus [6], is used to control the
video components in the multimedia subsystem. The audio components in the multimedia subsystem are controffed
via the PBUS. Multimedia data streams pass between the multimedia subsystem and the ATM network, via the
ATMizer, over the TXFIFO and RxFIFQ buses. Local CPU bus bandwidth is not used for multimedia data transfer,

There are currently three multimedia channels used with the ATMizer. The video channel, shown in Fig. 5,
digitizes an input color NTSC video signal [7], compresses the digital video data stream using a bardware Joint
Photographic Experts Group (JPEG) [8] compression engine, stuffs the appropriate framing tags into the data
stream, and routes the resulting data stream to the ATMizer via the TxFIFO Bus for transmission. The video
channel also accepts a compressed video data stream from the ATMizer via the RxFIFO Bus, strips the framing tags,
decompresses the data stream, and produces an cutput NTSC video signal. A frame buffer is used to ¢liminate the
synchronization problems caused by separate transmitter and receiver clocks [9]. Two hardware JPEG engines are
used by the video channel so that video can be compressed for transmission and decompressed for display
simultaneously.

The second multimedia channel, shown in Fig. 6, digitizes an input analog stereo audio signal, i.e,, both left
and right stereo channels, and produces a CD-quality digital audio data stream for transmission by the ATMizer.
Both microphone and line-level inputs are available. This channel also accepts a digital audio stream from the
ATMizer and generates an oufput analog stereo aundio signal. A monaural input and a monaural output are also
supported by the system.

The third multimedia channel, shown in Fig. 6, accepts high-resolution radiographic images from the
ATMizer via the RxFFIFO Bus and reformats them for transmission to a high-resolution monochrome display [10].
The radiographic images wsed with this channel are served to the ATM network via a dedicated "mini-ATMizer"
transmitter [11], This transmitter accepts a data stream in the format required by the display and reformats it for
transmission over the ATM network.

An MMX is typically used with an NTSC video camera, microphones, and amplified stereo speakers. The



analog NTSC video signal generated by the video channel is usually fed into a "video-in-a-window" card installed in
the host computer as shown in Fig. 1. In this configuration, the received video is displayed in a window on the
normal workstation display eliminating the need for a separate video monitor. Other configurations are possible,
including the use of a an auxilliary high-resolution monochrome display, a separate video monitor, as shown in Fig,

2, or the use of a laser disk player or other audio/video source.
II. THE ATMIZER AND "T-Y" CONNECTIONS

A. The Local CPU and Host Interface

A 16 MHz MC68030 Motorola microprocessor {4] serves as the CPU on the MMX, This CPU has 4
Megabytes of DRAM and 128 Kilobytes of EPROM mapped into its address space. The EPROM holds the
embedded control software for the MMX. The DRAM is used for serial /O buffering and CPU channel ATM cell
management. Communication between the MMX and the host computer is handled through an RS232 serial port
{3]. This serial port is used for control of the MMX devices.

A Multi-Function Peripheral Chip (MEF) [5] is also connected to the local CPU bus. This chip provides
timing and interrupt services to the local CPU, as well as the serial port used to communicate with the host. A
dedicated peripheral bus, the PBUS, is derived from the local CPU bus. This 16-bit multiplexed address/data bus is
used to connect the ATMizer to the multimedia subsystem. The multimedia subsystem is controled via the PBUS
and the 12C Bus [6].

The 12C Bus is a multi-master serial bus used to control various components in the video multimedia
channel. Two wires, serial data (SDA) and serial clock (SCL), carry information between devices connected to the
bus. Both SDA and SCL are bidirectional lines, and data on the 12C Bus can be transferred at a rate of up to 100
Kilobits per second (Kb/s) in standard mode, or up 1o 400 Kb/s in fast mode, The I2C Bus is implemented using a
Phillips/Signetics PCIX8584 12C Bus controller [6]. The PCD8584 serves as the interface between the parallel local
CPU bus and the serial I?‘C Bus, and it allows the local CPU to communicate bidirectionally on a byte-wide basis

with the 1%

C Bus.
The local CPU interfaces to the ATM subsystem via a pair of FIFOs. These FIFOs are mapped into the

address space of the CPU. To transmit an ATM cell, the CPU writes the cell, including header, to the TxFIFO. The



output of this FIFO is connected to the TXFIFQ Bus which is described below. Incoming ATM cells are written into
the RxFIFQ from the RxFIFQ Bus. The empty flag from this FIFO is polled by the CPU. Interrupt-driven
operation, while possible, is not currently used.

Embedded code for the local MC68030 CPU is written in C [12] and currently compiled using the native C
compiler on a NeXT host. A library of /O function calls, e.g., prinif and scanf, was written to replace the stdio C
library to facilitate code development and debugging. A low-Ievel monitor program, which is part of the embedded
code, performs memory dumps, allows program execution, etc. For debugging or diagnostic purposes, it may be

convenient to use a terminal and the on-board serial port to interact with this monitor,

B. The FIFQ Bus and Network Interface

The interface to the ATM network is implemented using an Advanced Micro Devices TAXIchip
transmitter/receiver pair [13]. In general, a TAXIchip transmitter/receiver pair provide a general-purpose interface
for high-speed point-to-point communications over twisted-pair, coaxial, or fiber-optic media. The pair emulate a
pseudo-parallel register: they load data into one side and output it on the other. With TAXIs, however, the input and
oufput are separated by an arbitrarily long serial link. The ATMizer is configured to transmit and receive data via
ecither twisted pair or multi-mode fiber using the transmission protocol specified by the ATM Forum for ATM
systems operating at 1535 Mb/s [14]. The "T" comnection, using analog circuits, copies incoming signals and
transmits them to both the local TAXI receiver and to the ATM link to the host. As described below, the ATM
interface on the MMX can be programmed to ignore cells not specifically directed to either the local CPU or one of
the multimedia channels. Similarly, the host must ignore cells bound for the MMX.

The Iocal MC68030 CPU interfaces to the ATM network via two FIFQs, as shown in Fig. 4, These FIFQs,
the TxFIFO and the RxFIFO, are used to transmit data to and receive data from the ATM network via the TxFIFO
and RxFIFC Buses, respectively.

The TxFIFO Bus is also used by the multimedia channel for data transmission to the ATM network., In
addition, this bus is also used to multiplex cells from the "Y" connection into the output ATM stream. Each
multimedia channel, and the "Y" connection, use a FIFO to supply data to the TAXIchip transmitter. The

programmable full ftag from each FIFQ connected to the TxFIFO Bus is sampled by the Transmitter Control and



Source Select block at the beginning of each ATM cell transmission cycle. A priority scheduling scheme is
implemented by the Transmitter Control and Source Select block that provides the audio channel with the highest
priority, the video channel the second-highest priority, the high-speed radiographic image channel the third-highest
priority, the "Y™" connection with the fourth-highest priority, and the local CPU the fifth-highest priority,

In general, the multimedia subsystem provides a data stream to the TxFIFO Bus that does not include the
appropriate ATM header for transmission. The Transmitter Control and Source Select block operates in conjunction
with the Header Generation block to insert the required beaders. These headers are stored in tables in the Header
(Generation block by the local CPU via the PBUS. The capability also exists for the Header Generation block to
provide headers for a data stream from the TxFIFO and the "Y" connection, although this is typically not done. The
Iocal CPU and the host nonmnally generate complete cells for transmission that include the appropriate header and
header error control (HEC) byte.

The RxFIFO Bus is used to supply data to the RXFIFO and to the multimedia subsystem. As the bytes of a
cell are received from the ATM network, they are clocked into a byte-wide shift register, or Header Buffer, Once the
entire header is in the Header Buffer, the VPI (Virtual Path Identifier) and VCI (Virtual Channel Identifier) fields are
examined by the Route and Function block to identify the target channel. This function is performed using look-up
tables initialized by the local CPU via the PBUS. The Receiver Control block routes each incoming cell to the
appropriate channel by asserting the appropriate FIFQ select signal to one of the FIFOs attached to the RxFIFO Bus.
The Receiver Control block also monitors the output of the HEC circuit and can, optionally, disable delivery of
corrupied cells.

Data received from the ATM network by the TAXIchip receiver for the local CPU is transferred over the
RxFIFO Bus to the RxFIFQ. The RxFIFQ's programmable full flag is used to signal the local CPU that cells have
arrived and are available for processing.

The tables used by the Route and Function block to route cells also contain information as to where the
incoming cell is to be delivered. For cells received on a given virtual channel/path, any combination of the four-byte
header, the header error check byte, or the 48-byte payload can be routed to the target channel. This allows the
RxFIFO to receive a complete cell, including the header, while the multimedia subsystem receives only a data

stream. This functionality also allows the RxFIFQ to receive just the 4-byte header and the 48-byte payload or just



the header error check byte. The latter can be useful when measuring data throughput since only one byte need be

processed per cell.
III, THE MULTIMEDIA SUBSYSTEM

A. The Video Channel

The video channel is shown in Fig. 5. This channel uses Phillips/Signetics video components [6] to digitize
the incoming coloer video signal and to regenerate the output video signal. The input NTSC video signal is digitized
using a Phillips/Signetics TDA8708 8-bit Analog-to-Digital (A/DD) converter in conjunction with a Phillips/Signetics
SAAS051 Digital Multistandard Decoder (DMSD). The DMSD produces a 12.2727 Megabyte per second Y:Cb:Cr
(Luminance, Chroma Blue, Chroma Red) data stream during the active portion of each video line. The Y:Cb:Cr data
is subsampled and multiplexed in 4:2:2 form. That is, four 8-bit luminance samples are multiplexed with two each
subsampled chroma blue and chroma red samples. The DMSD is programmed by the local CPU via the 12C Bus.

The output of the DMSD is fed into a JPEG Engine implemented using an LSI Logic JPEG chip set [15].
This three-chip set, shown operating in the encode mode in Fig, 6, consists of an L.64765 Color and Raster-Block
Converter, an 1.64735 Discrete Cosine Transform (DCT) Processor, and an 1.64743 JPEG Coder, The Color and
Raster-Block Converter is used to convert the digital video data stream, which is produced by the DMSD in raster
format, into block format. This format is required by the DCT Processor. Since the data is already in the Y:Cb:Cr
format required by the DCT Processor, the £.64765’s color space conversion function and resampling filters are
bypassed. The Raster-Block Converter consumes data as it is generated by the DMSD and starts feeding data to the
DCT Processor after an eight-video-line delay, The Coler and Raster-Block Converter’s internal configuration
registers are programined by the local CPU via the PBUS.

In the transmission portion of the video channel, the DCT Processor is used to compute the forward DCT
over the 8 x 8 data blocks generated by the Color and Raster-Block Converter. The DCT Processor accepts 8-bit
unsigned pixel data and generates 11-bit signed DCT coefficients. The DCT Processor accepts data at video rates
and has a 168-clock pipeline delay. Processing is suspended during horizontal blanking intervals, however, since
new data is not available from the Raster-Block Converter. A Freeze Request (FRQ) output from the Raster-Block

Converter is used to gate the clock on both the DCT Processor and the JPEG Coder during horizontal blanking



intervals. The coefficient data stream produced by the DCT Processor is fed to the JPEG Coder.

In the transmission portion of the video channel, the YJPEG Coder encodes each video frame as specified in
the JPEG standard [8]. The Coder performs quantization and has Differential Pulse-Code Modulation {DPCM)
coding, run-length coding, and variable length (Huffman) coding capabilities. The Coder has eight internal tables:
four quantization tables, two AC coding tables, and two DC coding tables. The JPEG Coder has a minimum
encoding latency of 16 clock cycles. Not every DCT coefficient generates a code word, so the actual latency
between a particular input and its corresponding output depends on the actal input data. The last DCT coefficient
always causes a 32-bit code word to appear in the Coder’s output buffer exactly 16 clock cycles after it is clocked
into the Coder. The Coder’s internal tables and the other operating parameters are downloaded from the local CPU
via the PBUS.

The output of the JPEG Coder is buifered using a FIFO. Code words are transferred to this FIFO over a
16-bit bus. Data from the FIFO are processed by the Tag Stuffing block. This block inserts into the data stream the
appropriate JPEG codes for start of field one, start of field two, and end of field. The information required to
perform this function, i.e., the Last Code (LCODE) signal from the JPEG Coder, is passed to the Tag Stuffing block
via an extra bit in the FIFO buifer.

The ountput of the Tag Stuffing block is again buffered in a FIFO. The ountput of this FIFO is connected to
the TxFIFO Bus. This FIFO's programmable full flag, which is programmed via the PBUS to assert when the FIFO
contains 48 bytes, is used to signal the ATMizer that a full cell payload is ready for transmission,

The operation of the transmission portion of the video channel is controlled by the Tx Control block. The
operation of this channel, with the exception of the FIFO connected to the TxFIFO bus, is synchronous to the video
sample clock created by the DMSD,

In the receive portion of the video channel, a FIFO attached to the RxFIFO Bus is used to buffer the
incoming data stream from the ATMizer. Data passes from this FIFO through a Tag Stripping block to the JPEG
Engine. The Tag Stripping block strips the start of field one, start of field two, and end of field tags from the data
stream. This information is used by the Rx Control block to control the data flow through the JPEG Engine.

The JPEG Engine consists of the same three components used in the transmission portion of the video

channel: the JPEG Coder, the DCT Processor, and the Color and Raster-Block Converter. Here, however, the



components are used in the decompression mode, rather than the compression mode.

The video data stream produced by the Raster-Block Converter in the JPEG Engine is written into a Frame
Buffer constructed using Field Memories (FMEMs) [16]. FMEMSs are similar to normal FIFQs in that read and
write access my occur asynchronously. Unlike a conventional FIFQ, however, read and write address pointers
increment independently, possibly passing one another multiple times. Both address peinters can be reset to zero on
initialization.

A Phillips/Signetics SAA7199 Digital Encoder (DENC) produces the output NTSC video signal from the
Y:Ct:Cr data in the FMEM frame store. The DENC bas all the circuitry necessary to perform the modulation
required to convert the digital Y:Ch:Cr data into standard NTSC composite video [7]. The device has three 256 x
8-bit color look-up tables and built-in triple 9-bit Digital-to-Analog (D/A) Converters. The SAA7199s look-up
tables and control registers are programmed by the Iocal CPU via the I°C Bus.

The operation of the receive portion of the video channel is controlled by the Rx Control block., The
operation of this channel is data-driven and is asynchronous to the video pixel clock generated by the DENC
subsystem. Since the data stream received by this channel was created by a remote transmission subsystein with an
independent clock, synchronous operation would be very difficult to implement [9]. Over a period of time, the
receive FIFQO buffer would either overflow (transmitter clock too fast) or underflow (transmitter clock tco slow).
This problem would be compounded by celi~to-cell jitier introduced by the ATM network. The Rx Control block
uses a gated clock scheme to operate the JPEG Engine only when data is available. The JPEG Engine is not
synchronized with the DENC and runs at its peak rate when data is available, The overhead associated with the
horizontal and vertical blanking intervals at the transmitter ensures that the JPEG Engine has sufficient bandwidth to
eliminate data overflow problems. The frame buffer, which can be read and written independently, eliminates the
problems caused by asynchronous image decoding/generation.

‘While it is possible for the DENC to display portions of two transmitted video frames during one display
frame time, the use of a frame buffer as a solution to the synchronization problems involved in transmitting video
over an ATM network has been found to be a very acceptable solution [9]. Since two video frames typically differ

by only a small amount, any possible artifacts due to the use of a frame buffer are not perceptible.



B. The Audio Channel

The andio channel is shown in Fig. 7. This channel digitizes an input analog stereo audio signal, i.e., both
left and right audio channels, and produces a CD-quality digital audio data stream for transmission by the ATMizer.
This channel also accepts a digital audio stream from the ATMizer and generates an output analog stereo audio
signal. A monaural input and a monaural output are also supported by the system. A TMS320C25 Digital Signal
Processor (DSP) [17] provides volume, loopback, mixing, and amplification functions. The functions of the audio
channel are controlled via a 2 Kilobyte two-port memory. One port of this memory is connected to the local DSP
bus, and the other port is connected to the PBUS.

The andio channel digitizes the input stereo auwdio signal using a Crystal Semiconductor Corporation
(54216 stereo audio codec {18]. The CS4216 oversamples at 64 times the output word rate of 44.1 kHz and uses a
three-stage digital finite impulse response (FIR) filter to achieve greater than 80 dB signal-to-noise ratio over a 10
Hz to 22 kHz bandwidth. The CS54216 generates 16-bit vatues for both the left and the right inputs. The resulting
serial data stream is parallelized by the DSP and buffered in a FIFQ attached to the TxFIFO Bus. The 48-byte
payload of each transmitted cell contains twelve digital audio data words, i.c., twelve 16-bit left and 16-bit right
channel sample pairs. With this sampling rate and payload format, one audio cell is transmitted every 272 us.

In the receive portion of the audio channel, a FIFO connected to the RxFIFO Bus is used to buffer the
incoming data stream from the ATMizer. Data passes through this FIFO to the DSP. From the DSF, data flows to
the output D/A converter. The D/A portion of the Crystal Semiconductor CS4216 includes an on-chip 8x digital
interpolation filter followed by a 64x oversampled delta-sigma modulator, The D/A converter achieves greater than
80 dB dynamic range over the audio band and 0.2 dB of passband ripple.

Since the audio sampling frequency at the transmitter can be slightly different from the playback frequency
at the receiver, a mechanism is needed to compensate for data overflow or underflow. The problem here, while
similar to that described above for the video channel, requires a more sophisticated solution. A solution employing
a circular buffer, as is used in the video channel, would result in degraded audio performance when the write and
read pointers crossed due to differing transmitter and receiver clock frequencies.

The solution to the synchronization problem implemented by the DSP involves the controlled duplication

or deletion of audio samples. The required duplication or deletion is based on the amount of audio data contained in



the FIFO buffer. If this FIFO is between one quarter and three quarters full, as indicated by the FIFO's flags, data is
neither duplicated nor deleted as it passes through the DSP. If the FIFQ is less than one quarter full, one left-right
sample pair of each cell is duplicated as data is passed from the FIFO to the D/A converter. This action results in a
build-up of data in the FIFO over time, and, eventuzally, the FIFO will become one quarter full. If the FIFO is empty,
zero sample values are transmitted to the D/A converter until new data arrives,

If the FIFO is more than three quarters full, the DSP deletes the first left-right sample pair of each cell.
This action results in a reduction of data in the FIFO over time, and, eventually, the FIFO will become three-quarters
full. If the FIFO is full, an error message is sent to the local CPU and the FIFOQ is reset. In routine operation, this
simation should not occnr,

Initialization and control of the audio channechannel is performed by the local CPU via the PBUS and the
two-port memory. The transmit and receive FIFO flags are programmed by the DSP at powerup and upon
command from the local CPU via the PBUS. The transmitter and receiver can be independently turmed on and off by
the DSP upon command from the local CPU via the PRUS. The audio volume settings are adjusted via memory
locations in the two-port memory as is the sampling rate. Eight sampling rates from 44.1 KHz to 7.35 Kz are

supported as are monaural and stereo payloads.

C. The High-Speed Radiographic Image Channel

The high-speed radiographic image channel is shown in Fig, 8. This channel receives a radiographic image
data stream from RxFIFO Bus. This data stream does not contain the four-byte ATM header or the header error
check byte: these bytes are stripped by the ATMizer subsystem. The data stream is buffered in a FIFO as it is
received. The empty flag from this FIFQO is monitored by the Control block, When data is available, it is
transmitted to the high-resolution monochrome display via a TAXIchip transmitter operating at a data rate of 40
Mb/s using the required protocol [11].

Currently, a dedicated mini-ATMizer transmitter {11] is used in conjunction with dedicated radiographic
image server to create the ATM data stream used by the radiographic image channel, The required data stream

could also be generated by an image server equipped with an ATM interface card.

[V. SOFTWARE



A. Overview
The software for the MMX consists of embedded software running on the local CPU and applications
running on the host computer. The embedded control program uses interrupt driven I/O over the serial port to

process control commands from the host,

B. Embeddead Software

The embedded software on the local CPU provides the host with control functions for the various devices
on the MMX., For ATM communication, it provides the ability to filter and route incoming packets to the various
devices based on VPI and VCI pairs. For the video channel, there are functions to change the JPEG Q-factor in both
the encoder and decoder. The andio functions provide volume control and mixing of the audio outputs.

The memory map of the MMX is compatible with that of the Washington University Multimedia System
{MMS) [2,19). Thus, an MMS provides a convenient development environment, Software can be developed and

tested in the DRAM on the MMS being burning the EPROMs for the MMX.

C. MMX Host Software

The software for the host computer demonstrates the capability of the MMX hardware io support a
multimedia workstationr. The main application in this suite is VideoExchange [20], a video conferencing tool. This
program is also used with the Washington University Multimedia System, although it has been modified to control
the MMX through the serial port, rather than across the NeXTBus.

Another application for the MMX is RIVA, the Radiology Image Viewing Application [21,22]. RIVA
allows physicians to retrieve medical images, via the high-speed radiographic image channel, along with the
appropriate written reports. Medical video used for ultrasound and flouroscopic examinations and video reports
stored on laser disk can also be retrieved via the video channel. This allows physicians at remote locations to

conference to discuss patients, and, in particular, examine their radiographic images and medical video clips.

V. RESULTS AND DISCUSSION
The MMX has been operational since mid-1993. Twenty of the systems are currently deployed in the

Department of Computer Science ATM network and are being used for demonstration and research purposes. The



issues associated with both video conferencing and teleradiology in a broadband ATM environment are being
studied using the installed base of systems.

Bus bandwidth limitations on cumrent workstation-class machines make real-time, bus-based, full-rate
NTSC video applications difficult, if not impossible, to implement. In addition, bus-based applications consume
CPU cycles that could be used for other purposes. One typical method used to address this limitation is to reduce
the spatial and temporal resolution of the transmitted video signal. The Washington University MultiMedia
eXplorer achieves real-time, full-rate video, audio, and radiographic image service by bypassing the host bus. This
frees the host bus for normal network traffic. Until host bus and CPU speeds increase significantly, the approach
used by the MMX can be used to achieve a high-quality multimedia solution.

While the MMX uses a large number of fairly complex integrated circuits, all of the components used in its
construction are commercially available. Physically, eackh MMX consists of an expansion chassis with two 27.5 cm
by 27.0 cm cards and two daughter cards. One of the large cards contains the ATMizer, and the other contains the
video and image channels. These cards are connected by a PBUSIIZC Bus connector. A third 11.8 cm by 26.6 cm
card, which connects to only the PBUS/IZC Bus connector, contains the audio channel. A fourth 14.9 cm by 27.0
cm card contains the protocol-specific portion of the ATM interface, as well as the "T" and "Y" connections. This

allows one MMX design to work in networks with different speeds with only a change of this danghter card.

YI1. CONCLUSIONS

The Washington University MultiMedia eXplorer is a complete multimedia system capable of transmitting
and receiving full-rate, JPEG-compressed, NTSC video, CD-quality andio, and high-resolution radiographic images
over the Washington University broadband ATM network. Real-time, full-rate operation is supported through the
us¢ of dedicated bardware which does not require host bus bandwidth for operation. High-speed host
communication is supported in conjunction with the MMX via the "T" and "Y" functionality of the system. The
MultiMedia eXplorer demonstrates in a dramatic manner the capability and applicability of broadband ATM
networks for multimedia applications. In particular, the physician’s workstation application clearly demonstrates the

advantages of such a system when used in a remote radiology environment,
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FIGURE CAPTIONS
Fig. 1. An MMX is typically configured with a video camera, stereo microphones, and amplified stereo
speakers. The video output from the MMX is fed into a "video-in-a-window" card in the workstation in the
configuration shown.
Fig. 2. An MMX can also be configured with a separate NTSC video display, a separate high-resolution
radiographic image display, or both.
Fig. 3. The MMX system block diagram.
Fig. 4. The ATMizer and "T-Y" connections.
Fig. 5. The video channel.
Fig. 6, The JPEG Engine.
Fig. 7. The audio channel.

Fig. 8. The high-speed radiographic image channel.
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