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ABSTRACT OF THE DISSERTATION 
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This dissertation advances our understanding of when firms are able to get information from 

outside agents and the impact of that information on innovation. In chapter one, I set up a 

theoretical model that illuminates how vertical integration changes the incentives for producers 

to share information with suppliers. Both transaction costs and bargain ability play major roles in 

information sharing. One result from chapter one is that producers share less information with 

vertically integrated suppliers. The second chapter tests this prediction, finding robust evidence 

that once a supplier vertically integrates, it gains fewer spillovers from competitor producers.  

Finally, the last chapter looks at how information brought by an external CEO can change the 

firm’s innovation direction. The third chapter finds that external CEOs tend to shift the direction 

of innovation less often that internal hires. 
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Preface 
 

Knowledge is one of the most critical assets a firm owns. For this reason, it is imperative for 

strategy scholars to understand how a firm acquires, produces, and uses knowledge. Knowledge 

is especially vital because firms live in dynamic environments that demand the continual 

production and use of new knowledge. To create new knowledge, the firm needs to process 

information (Nonaka 1994) that is generated both inside and outside its boundaries. The 

information generated inside the firm is shared between individuals and groups within the firm in 

an environment of shared principles (Kogut and Zander 1992) and language (Monteverde 1995), 

where individuals share an identity that fosters collaboration (Kogut and Zander 1996). The 

information sharing within the firm allows for finding the solution to complex problems 

(Nickerson and Zenger 2004), and is thus vital for firm performance. 

The information generated outside the firm does not enjoy the same protective environment. 

Transfer of information from an outside agent to the firm is harder to achieve. One reason for 

this difficulty is the fundamental problem with information sharing described by Arrow (1974). 

The value of information is not known before the information is revealed. However, upon 

revelation, the buyer could use the information without payment because information is a 

nonrival good. This creates an incentive for the buyer to renege the contract after being exposed 

to the information.  

The difficulty of getting knowledge from outside agents does not undermine the usefulness of 

information transfer. Information transfer is essential for technological innovation and product 

development (Ahuja 2000, Ahuja and Katila 2001, Hall et al. 2010, Lee and Kim 2014, Makri et 
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al. 2010). Thus, firms should be careful when selecting information sources to maximize the 

possibility that new knowledge will be created. There are many ways to acquire information 

from outside agents, such as supplying firms that contain useful knowledge (Alcácer and Oxley 

2014), buying firms with relevant knowledge (Hitt et al. 1991, 1996), hiring experienced 

employees (Crossland et al. 2014), physically locating near information sources (Alcácer and 

Chung 2007, 2014), occupying the same market as more knowleadgeable firms (Bloom et al. 

2013, Knott et al. 2009), learning from investors (Dushnitsky and Lenox 2005, Dushnitsky and 

Shaver 2009, Katila et al. 2008), buying R&D from other firms (Knott 2017), engaging in 

alliances and joint ventures (Dyer and Hatch 2006, Mowery et al. 1998, 2014, Sampson 2007), 

getting information from consumers (von Hippel 2001, Jeppesen and Molin 2003), and third 

party connections (Maggie and Wan 2017, Pahnke et al. 2015, Reagans et al. 2015).   

This dissertation studies two ways a firm can acquire knowledge from outside agents. The first 

two chapters analyze the information a supplier gets from producers. Both chapters look at how 

vertical integration changes the incentives for producers to share information with suppliers. The 

third chapter focuses on how external CEOs shape the direction of innovation of the firm.  

The first chapter advances a theoretical model aimed at explaining how vertical integration 

between one producer and one supplier changes the incentives for other producers in the 

downstream market to share information with the supplier. To achieve that objective, the chapter 

uses a value capture model (Brandenburger and Stuart 1996, 2007, Gans and Ryall 2017, 

Lippman and Rumelt 2003, Ryall and MacDonald 2004) to show how producers’ decisions to 

share information with suppliers change when there is vertical integration in the market. The 

value capture model allows the understanding of how markets’ competitive structures and 

players’ bargaining abilities shape the willingness for firms to share information. 
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In the model, nonintegrated suppliers will not be able to get all the useful information that 

producers have. One reason for the inability of suppliers to extract all information from 

producers is the costs to adopt and innovate. Both of these costs are intrinsically hard to contract 

upon (Hall and Khan 2003, Howells et al. 2008), opening the door to opportunistic behavior and 

creating transaction costs (Williamson 1979). The existence of transaction costs is one factor for 

the decrease of information transfer from producer to supplier, but it is not the only one. High 

consumer bargaining ability exacerbates the problem created by the inability to contract.  

Although the transaction costs inherent to adoption and innovation inhibit the transfer of 

information from one producer to the supplier, when the same costs exist between the supplier 

and other producers, they help information transfer. Thus, the chapter shows how it is not enough 

to look at the transaction costs between two firms to determine information transfer. We need to 

account for the transaction costs between all firms to have a complete picture of the situation. 

Finally, the first chapter shows that vertical integration eliminates the transaction costs between 

the integrated firms, as is common in the transaction costs economics literature (Coase 1937, 

Williamson 1991). This allows for the unimpeded flow of information between the integrated 

firms. The downside of integration is that, by decreasing transaction costs between a producer 

and a supplier, vertical integration decreases the incentives for the other producers to share 

information with the integrated supplier. 

Chapter two is fundamentally interested in testing the theoretical prediction that vertically 

integrated suppliers get less information from the other producers in the market. This is 

important since integration trades off more information from one source (the integrated 

producer) for less diversity of sources (information from other firms). If this is indeed the result 
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of vertical integration, managers have to understand which producers are the critical sources of 

information for future input innovation. Because different managers will likely have different 

perceptions about the critical sources of information, this can explain why firms have different 

vertical structures (Kapoor 2013, Leiblein and Miller 2003). 

To test empirically the hypothesis that integrated suppliers receive less information from other 

producers, chapter two uses the citation lag of suppliers’ patents to producers’ patents before and 

after vertical integration. The idea is that citation lag proxies for the amount of information the 

producers makes available to the supplier. The less information the producer offer to a supplier, 

the longest it takes for the supplier to find, understand, and use the information contained in the 

producer’s patents. The results from chapter two indicate that citations to other producers’ 

patents made by suppliers’ patents increase by about 200 days on average. 

Finally, chapter three looks at how CEOs hired from outside the firm shift the direction of 

innovation in their current firm. Besides having a large impact on firm performance (Mackey 

2008), the CEO sits at the top of the organizational chart, a privileged position to spot resource 

complementarities across all business units and to take care of long-term planning (Chandler 

1962, Hambrick 1994). For that reason, the CEO position is uniquely suited for the delineation of 

the firm’s innovation direction. 

A firm’s innovation path depends heavily on the CEO’s experience, knowledge, and beliefs 

about the world (Hambrick and Mason 1984). Those characteristics can be impacted by a 

multitude of experiences in the life of the CEO, from living through economic depressions 

(Malmendier and Nagel 2011) to his/her functional experiences (Crossland et al. 2014). Past 

employment can also change the way CEOs process and respond to new information. It is known 
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that experiences beyond the focal firm and industry can change the CEOs commitment to the 

firm’s current strategy (Hambrick et al. 1993), and strategic distinctiveness from the other 

industry competitors (Crossland et al., 2014). Although those results point to differences in how 

external CEOs behave when making long-term decisions about the firm’s overall direction, they 

do not answer the question of how external CEOs steer the firm’s innovation. Chapter three 

tackles this issue by computing the change in the direction of the vector composed of the 

technology classification of the firms’ patents. 

Chapter three finds that, surprisingly, outside CEOs tend to change innovation direction less than 

insiders. Also, this result is stronger for centralized firms with low R&D intensity, where CEOs 

should have more control over the direction of innovation. Furthermore, CEOs coming from far 

away firms in term of technological vectors have a stronger impact on the direction of 

innovation. One possible explanation for those results is that outside CEOs lack the expertise to 

change the direction of innovation optimally. Those results are in line with the findings of 

Cummings and Knott (2018), who show that firms with outside CEOs respond less to CEO 

incentive compensation. 

In summary, this dissertation makes inroads in our understanding of when firms are able to get 

information from outside agents and the impact of that information on innovation. The first two 

chapters are dedicated to the impact of vertical integration on information transfer from 

producers to suppliers, while the last chapter looks at how information brought by an external 

CEO can change the firm’s innovation direction. 
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Chapter 1: Vertical Integration and 

Information Sharing 

1.1 Introduction 

Where should we draw the line delimiting a firm’s boundaries? Few questions in strategy have 

more theoretical and practical relevance. One of the reasons that lead managers to internalize 

transactions that could otherwise be carried over by markets is to facilitate information transfer 

between the integrated firms (Demsetz 1988, Grant 1996, Kogut and Zander 1992, 1996, 

Nickerson and Zenger 2004). Indeed, empirical evidence suggests that integration increases 

knowledge transfer between units and innovation output of the integrated firm (Ahuja and Katila 

2001, Cassiman et al. 2005, Makri et al. 2010). Underexplored in the literature is a study of how 

vertical integration impacts the integrated firm’s capability to access knowledge produced 

outside the firm’s boundaries. This chapter address this shortcoming by using a value capture 

model (Brandenburger and Stuart 1996, 2007, Gans and Ryall 2017, Lippman and Rumelt 2003, 

Ryall and MacDonald 2004) to show how producers’ decisions to share information with 

suppliers change when there is vertical integration in the market. The value capture model allows 

the understanding of how markets’ competitive structures and players’ bargaining abilities shape 

the willingness for firms to share information. 

The model focuses on situations where producers have information about how to improve the 

input manufactured by suppliers and shows that vertical integration can change how much 

information a supplier can extract from producers. This is a fundamental issue, since empirical 

evidence shows that firms, in general, rely heavily on knowledge spillovers from outside firms 
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(Hall et al. 2010), and suppliers, in particular, develop more technological capabilities by selling 

to knowledgeable producers (Alcácer and Oxley 2014). Thus, if managers are interested in 

improving the input quality over time, they need to fully understand the impact of vertical 

integration on their ability to access relevant information. 

The model shows that nonintegrated suppliers cannot access all the information possessed by 

producers. One reason for the inability of suppliers to extract all information from all producers 

is the very characteristics of the costs to adopt new inputs and the costs to innovate. Both of 

those costs are intrinsically hard to contract upon, opening the door to opportunistic behavior. 

This is expected from a transactions cost economics (TCE) point of view since the lack of 

contractibility tends to induce caution when investing. From a pure TCE vantage point, the only 

outcomes that will be implemented in a disintegrated market are the outcomes that are ex-post 

beneficial to both producer and supplier. 

This chapter shows that transaction costs are not the only force mediating information transfer 

from producers to suppliers. The bargaining ability of the firms and consumers play a key role in 

how much information the supplier expects to receive from producers. Different levels of 

bargaining ability result in more or less information sharing even if we maintain constant the 

contractibility issues intrinsic to the adoption and innovation costs.  

This chapter also argues that it is not enough to consider only the contractibility issues between 

the supplier and a producer; we need to consider the costs to write contracts between the supplier 

and other producers. This dependency on the transaction cost between the supplier and the other 

producers arises because increased competition in the downstream market can enable the 

supplier to extract more profits from the producers. Thus, after the supplier innovates, it would 
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want for all producers to adopt the new input in order to increase competitive pressure 

downstream. However, the transaction costs between the supplier and other producers limit the 

supplier’s ability to achieve mass adoption through contracting with all producers in the 

downstream. Therefore, keeping the transaction costs between the supplier and a producer fixed, 

the existence of widespread transaction costs helps that producer to send out information. 

As an example of the effect described above, suppose that producer A is ex-post marginally 

better off if it is the only producer to adopt the new input and worst off if it adopts the new input 

alongside another producer. Suppose that producer B is marginally worse off if it adopts the 

innovation both alone or with another producer. Finally, suppose that the supplier is better off by 

having the new input being adopted by one producer, and it is much better off if both producers 

adopt the innovation. If we only analyze the situation between producer A and the supplier, we 

could conclude that the information will be shared by A, even with the possibility of holdup 

caused by the innovation and adoption costs.  

However, this conclusion depends on the possibility of the supplier to strike a contract with 

producer B. If there is no holdup problem between the supplier and producer B, the supplier 

could write a contract promising to compensate B after it adopts the new input. Knowing that, 

producer A prefers not to send the information since that would entail innovation by the supplier 

and adoption by producer B (via contract). However, if producer B and the supplier suffer from 

the same holdup problems as producer A and the supplier, then the supplier could not write such 

contract. Without the contract, producer B would not adopt the new input, and thus producer A 

would be willing to share the information with the supplier. Therefore, A’s decision to make the 
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information available to the supplier depends not only on the transaction costs between A and the 

supplier but also on the transaction cost between B and the supplier. 

The difficulties faced by Flextronics (Huckman and Pisano 2010) illustrate how vertical 

integration can change the incentives of other agents on the market. Flextronics was an OEM cell 

phone manufacturer that deals with firms that compete in the final product market, such as 

Motorola, Nokia, Kyocera, and Sony-Ericsson, among others. In 2001, Flextronics decided to 

integrate cell phone design capabilities. Although Flextronics’ in-house design would be just one 

more competitor in the design market, Flextronics’ old customers felt uneasy about sharing 

information contained in their designs. This threatened Flextronics’ existing business 

relationships, suggesting that there is something different about vertical integration versus simply 

supplying competitors.  

Besides highlighting the importance of competitors’ transaction costs in the decision to share 

information, the chapter helps explain why some industries have firms with different levels of 

vertical integration (Argyres and Bigelow 2010, Helfat and Campo-Rembado 2016, Kapoor 

2013, Kapoor and Adner 2012). Vertical integration gives more access to the integrated producer 

because it solves the opportunism threat between the integrated parties, but it can come at a cost 

in information from other producers. In the example above, producer A stops sending 

information to the supplier after the transaction cost between the supplier and producer B 

disappears (vertical integration is a possible cause of the decrease in transaction cost between the 

supplier and producer B). Thus, when considering integration, the manager has to predict which 

producers contain relevant information to the supplier due to the informational tradeoff 

described. Those predictions are naturally heterogeneous between managers since individuals 
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have different priors and access different signals. Those different predictions will lead to 

different prescriptions in terms of vertical integration. 

The use of a value capture model also highlights that the decision for players to share 

information depends crucially on the bargaining ability of the players involved in the game. This 

is made possible thanks to the use of biform games (Brandenburger and Stuart 2007) as the 

modeling tool. Biform games allow us to separate the impact of firms’ capabilities from the 

effect of managers’ ability to extract value from pure bargaining situations. This can potentially 

be used to inform a more micro theory of information sharing and vertical integration since we 

know that the managers’ cultural background can influence their ability to extract value in 

bargaining situations (Henrich 2000, Henrich et al. 2005, Hoffman et al. 1996).  

1.2 Theoretical development 

1.2.1 Transaction cost between suppliers and producers 

This section shows important particularities of innovation and adoption caused by information 

sent by producers to suppliers. It delineates which intrinsic transaction costs between suppliers 

and producers are taken into consideration in this chapter and what causes them. Although the 

process of innovation and adoption is riddled with transaction costs, it does not mean that the 

only way to solve that problem is through vertical integration. Relational contracts are pointed to 

in the literature as a remedy that helps alleviate exchange hazards (Dyer and Singh 1998, 

Elfenbein and Zenger 2013, Greif 1993). 

To see how a supplier is impacted by the ability of other producers to write a contract, we need 

to recognize the particularities of innovation caused by information sharing from producers. 

When suppliers get a hold of relevant information from producers, they need to invest in R&D to 
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develop and efficiently produce the updated input that crystalizes the information. However, 

R&D is riddled with information asymmetries, making it hard for producers to write a contract 

with suppliers to undertake the investment. Evidence of the difficulty in contracting R&D with 

another firm is the lack of productivity of outsourced R&D (Knott 2017). Further evidence is a 

survey of research-based pharmaceutical companies operating in the United Kingdom conducted 

by Howells, Gagliardi, and Malik (2008) showing that the main concern of external innovation 

sourcing is the “Confidence in the contractor/partner’s ability to deliver a relevant solution.” This 

difficulty in contracting naturally imposes constraints on how often suppliers will innovate, and 

thus how often producers will share information with suppliers. 

After suppliers innovate and make the new input available, producers have to invest in the 

adoption of the new input in their production line. Here again, we have a noncontractible cost,1 

since adoption costs are specific to the producer. As Hall and Kahn (2003) argue: 

The [adoption] costs, especially those of the non-pecuniary “learning” type, are 

typically incurred at the time of adoption and cannot be recovered. There may 

be an ongoing fee for using some types of new technology, but typically it is 

much less than the full initial cost. That is, ex-ante, a potential adopter weighs 

the fixed costs of adoption against the benefits he expects, but ex-post, these 

fixed costs are irrelevant because a great part of them have been sunk and 

cannot be recovered. 

 

The noncontractibility of adoption costs together with the noncontractibility of the innovation 

cost limits the likelihood that a disintegrated supplier will see full disclosure of information from 

producers. Although disintegrated suppliers can experience decreases in information sharing 

depending on the bargaining ability of players, integration can change that. Integration solves the 

                                                 
1 The noncontractibility of adoption costs is also present as an assumption in economic models, see Antras (2005) 

for one example. 
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transaction cost problem because they have special mechanisms to prevent opportunistic 

behavior, such as authority (Coase 1937, Williamson 1991) and social identity (Kogut and 

Zander 1992, 1996). The supplier can have access to all information from the integrated 

producer, independently of bargaining ability. However, by doing so, the integrated supplier 

decreases the incentives for other producers to share information with it. Without the transaction 

cost, the integrated firm has the ability to adopt the innovation on the integrated producer’s final 

good, and thus extract more value via the integrated supplier. This gives the other producers less 

incentive to share information, avoiding the increase in competition caused by the wider 

adoption. 

1.2.2 Vertical Integration 

There are three main theories in strategy designed to explain when firms should vertically 

integrate. One of them is known as transaction cost economics (TCE), since it derives predictions 

by analyzing each transaction separately to determine if they should be internalized within the 

firm (Williamson 1975, 1985). Most of the TCE literature relies on firms’ inability to design a 

complete contract in an uncertain environment. Some attributes of transactions, such as the need 

for firm-specific investments, open the possibility for one of the parts to act opportunistically 

after a contract is signed. Since it is impossible to prevent opportunistic behavior due to contract 

incompleteness, firms can be better off internalizing the transaction. Hierarchies solve the 

transaction problem because they have special mechanisms to prevent opportunistic behavior, 

such as authority (Coase 1937, Williamson 1991) and social identity (Kogut and Zander 1992, 

1996). Although TCE provides a theoretical explanation for vertical integration, it is likely not a 

complete theory, as noted by Leiblein and Miller (2003). They point out that TCE predicts 

similar vertical integration decisions for firms facing transactions with comparable 
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characteristics. In reality, however, we observe considerable variance in vertical integration 

among similar firms (Kapoor 2013, Leiblein and Miller 2003). 

The TCE literature has, however, recognized the impact of other firms in the determination of 

the optimal vertical structure. Due to scale economies, outside suppliers are able to economize in 

cost if they can aggregate the demand of other firms in the market (Riordan and Williamson 

1985). However, this is only true if the input sold by the supplier is not specific to a particular 

firm. Thus, production costs are not independent of asset specificity. Empirical evidence 

supports this theory, showing that firms that had integrated transactions after the emergence of a 

dominant design (so that inputs have lower firm specificity) tend to exit the market (Argyres and 

Bigelow 2007). Also, increase modularization of technologies is associated with vertical 

specialization (Argyres and Bigelow 2010). In this literature, the connection between vertical 

integration and other firms in the market is through economies of scale. The model in this 

chapter features no economies of scale. Furthermore, this chapter focuses on the impact of 

vertical integration on the supplier’s ability to access informational spillovers. The critical object 

here is the producer’s decision to share information given the firm’s capabilities, bargaining 

abilities, and vertical structure. 

One way to explain the heterogeneity in the vertical structure between similar firms is through 

the resource-based view (RBV). RBV poses that firms are heterogeneous regarding resources 

and capabilities (Wernerfelt 1984) and that some of those resources and capabilities are hard to 

imitate or acquire (Barney 1991, Rivkin 2000). In this view, firms integrate to take advantage of 

unique characteristics such as excess capacity in resources (Penrose 1959) or a unique bundle of 

previous governance decisions (Argyres and Liebeskind 1999). While RBV is well suited to 
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explain firm heterogeneity in vertical structure, it is not particularly well equipped to explain 

changes in vertical integration over time within an industry. One example of a change in firms’ 

structure during industry evolution is the evidence that nascent industries tend to be more 

vertically integrated than more mature industries (Helfat and Campo-Rembado 2016, Klepper 

1997). 

Besides TCE and RBV, the knowledge-based view (KBV) is another paradigm meant to explain 

firm boundaries. Although the KBV is less developed than the other two points of view, it has 

made headway in explaining the vertical structure of a firm. The KBV focuses on the integration, 

generation and flow of knowledge in a firm (Grant 1996, Kogut and Zander 1992, 1996, Zenger 

et al. 2011). KBV highlights the fact that information is a key component in drawing the 

boundaries of the firm. Some theories in the KBV tradition focus on how the problems are 

chosen to be solved by managers (Nickerson and Zenger 2004). Problems that can be 

decomposed into modular parts are better solved by the market, while complex problems are 

more suited to be solved by a hierarchy. Since managers have different worldviews, it is natural 

that they choose to solve different problems, and therefore create firm heterogeneity. Another 

explanation rooted in the KBV tradition is the role of integrative capabilities (Helfat and Campo-

Rembado 2016). From this perspective, integration is costly, but integrated firms are better at 

systematic innovation. The implication is that firms should integrate depending on how much 

systematic innovation they expect to happen. The decision to integrate also depends on 

managers’ expectations about the future and thus can explain firm heterogeneity. Helfat and 

Campo-Rembado can also explain dynamics if we imagine that managers’ beliefs within an 

industry are somewhat correlated since they get to see similar information. KBV theories, 
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however, do not usually take into consideration the impact of competitors on information 

exchange between vertically linked units.  

Although those theories cover a broad spectrum, they fail in understanding how information 

transfer from producers to suppliers will be impacted by vertical integration. The producer’s 

decision to share information with a supplier depends not only on the contracting hazards 

between that producer and the supplier but also on the contracting hazards between the supplier 

and all producers. The impact of competing firms’ contracting hazards on information sharing is 

not caused only by economies of scale, but also by the supplier’s desire to encourage widespread 

adoption of a new input through contracting. Furthermore, the theories of vertical integration do 

not study how the agent’s bargaining ability influence information sharing. 

Next, the chapter introduces the model assumptions. After that, the model is solved for markets 

with no vertical integration and then for markets with vertical integration. 

1.3 Model 
The model presented here helps us understand how vertical integration changes the incentives for 

producers to share information with suppliers. The model uses cooperative games 

(Brandenburger and Stuart 1996, 2007, Gans and Ryall 2017) to look at how much value each 

firm expects to gain when producers share information with suppliers. Differences in vertical 

integration change how much information all producers want to relay to suppliers. 

For each market, there are five players: two suppliers (S1 and S2), two producers (P1 and P2), 

and one consumer (Co). Producers combine the input bought from one of the suppliers with one 

input produced internally to create the final product. The product created by the combination of 
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input from firm Si  with the input from firm Pj  is referred to as the final product ,i jFP . Since 

this model focuses on information exchange and not on efficiency gains, it assumes that both 

suppliers and producers have no production cost so that the total value creation depends only on 

the consumer valuation of the final product. To generate positive value, a group of players needs 

to contain at least the consumer and two firms: one producer and one supplier. 

The choice of using only one consumer makes this model more suitable to analysis characterized 

by a winner-takes-all2 market. Examples of instances are VHS, Blu-ray, and Microsoft Office, 

among others. The assumption of winner-takes-all also has seen implementation in the 

economics and politics literature (Frank and Cook 1996, Kamien and Schwartz 1974, Sah and 

Stiglitz 1987).  

Before firms start to manufacture the inputs, producers P1 and P2 obtain some information that 

can be used to improve the input provided by suppliers S1 and S2. That information arises from a 

better understanding of the final consumer’s needs or from an insight gained while assembling 

inputs into the final product. The existence of useful information from the producer to the 

supplier is consistent with the fact that some producers expand their information set to intersect 

with knowledge areas belonging to the supplier (Brusoni et al. 2001, Kapoor and Adner 2012, 

Takeishi 2002). Besides the evidence that producers have knowledge in areas pertinent to 

suppliers, Alcacer and Oxley (2014) show that suppliers learn from supplying to more and better 

producers, suggesting that suppliers do make use of knowledge from producers. Together, those 

papers demonstrate that producers usually have information that is useful to suppliers.  

                                                 
2 Some models of winner-takes-all depend on the existence of network externalities and the network characteristics 

(Lee et al. 2006, Lee Jeho et al. 2015). 
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Timeline. There are four stages in this game, as shown in Figure 1.1. In the informational stage, 

both producers decide whether to share the input enhancing information with the suppliers. Each 

producer decides to share information with each supplier individually. In the innovation stage, 

suppliers S1 and S2 observe the information sent and decide if they want to produce a new input 

using the information. If they decide to use the information, they invest in R&D to manufacture 

an improved input that incorporates the information sent. If no producer decides to send 

information, the supplier has no alternative but to offer the old input, without quality 

enhancements.  

The third stage is the technology adoption. At this point, producers are aware of the selection of 

inputs made available by the suppliers and decide if they want to adopt the new input. If 

producers decide to buy the high-quality input, they need to pay an adoption cost to be able to 

use the new input on the production line. If they do not pay the adoption cost, their final products 

do not get the benefits from using the improved input. 

Finally, in the bargaining stage, producers buy the input, manufacture the final product and sell it 

to the consumer. All players engage in a bargain to decide the allocation of created rents.  

Valuation. Since the final product is composed of parts created by the supplier and the producer, 

consumer valuation will vary depending on which firm sold the input and what producer created 

the final product.  

1.4 Equilibrium 
To understand how competition influences the incentive for producers to share information with 

suppliers, we need to characterize the equilibrium value distribution for each of the five players. 

There are two forces that determine the equilibrium. One is competition, driven by the 
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capabilities of the firms in the market as well as consumers’ characteristics. Competition is a 

powerful force, putting limits on how much each player is expected to appropriate, but it does 

not generally pin down the equilibrium. The second force determining the equilibrium is the 

bargaining ability of each player. 

Competition imposes two conditions on the value distribution: feasibility and stability (Gans and 

Ryall 2017, Ryall and MacDonald 2004). Feasibility requires that the sum of values distributed 

to players be no higher than the total value created. Stability means that, given the value 

distribution, there is no subset of players that can do better when they break from the main 

coalition and bargain by themselves. Those conditions guarantee that no player will be able to 

deviate from the proposed distribution of values. 

More formally3, define G  to be any subset of players from the set        1,  2,  1,  2, N S S P P Co . When 

the set of players G  comes together, they can generate a maximum value of Gv . This value Gv  is 

the fruit of the capabilities and needs of each player in the set considered. To illustrate the 

feasibility and stability requirements, it is useful to go over an illustration. Suppose that we have 

a ticket scalper with a ticket. The ticket scalper gives zero value to the ticket, and so the value 

generated by the ticket scalper alone is zero. Assume that the buyer, ticketless, arrive and has a 

maximum value of $5 for the ticket. When the buyer is alone, she also produces zero value. 

However, when the buyer and the ticket scalper are together, they can generate a total value of 

$5. Therefore, we expect to see the buyer and the scalper get together and generate $5 rather than 

both stay alone and generate zero each. If we assume that the addition of a player does not 

decrease the value generated, as is the case in the model in this chapter, it is sensible to assume 

                                                 
3 This discussion follows (Gans and Ryall 2017) closely. 
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that all players get together to generate the most value possible, so that the equilibrium should 

feature Gv , the value produced when all players are in the coalition. This is the first thing we can 

say about the equilibrium of the bargaining. 

We are also interested in knowing something about how much each of the players will 

appropriate from this encounter. Although both players can generate $5 when they are together, 

this does not imply anything about how much each player will appropriate from the $5. To 

understand that, we need to introduce a notation for how much each player gets in each of the 

possible coalitions. We do that by defining a function that assigns the value appropriated i  for 

each player i . In the ticket scalper example, we could say that when the players are together, the 

ticket scalper gets $3 and the buyer gets $2. Notice that not all possibilities for the function i  

are credible. If we want to analyze value distributions that are likely to happen in reality, we can 

safely disregard distributions that are not feasible. Formally, we say that our prediction i  

should satisfy feasibility (14.1). This is the second thing we can say about the equilibrium. 

 
i N

i N

v


   (14.1) 

However, feasibility is not the only feature of predicted value distributions. After all, a 

distribution of -$2 for the scalper and $7 for the buyer adds up to $5, and thus it is feasible. We 

do not expect the scalper to pay $2 and give the ticket to the buyer because she can leave the 

negotiation and get zero instead. In the scalper-buyer case, we do not expect that any of the 

players get less than zero since they always have the option to walk away from the deal. This 

property can be generalized with the addition of more players. Suppose that another scalper 

arrives in possession of a front row ticket, evaluated at $10 by the buyer. If this new scalper also 
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gets zero by herself, we require that any equilibrium attributes to all players at least zero. 

However, we also need to consider more possibilities. If a distribution gives less than $10 for the 

combined value appropriated by the buyer and the scalper with the front row ticket, they have an 

incentive to break from the group and negotiate alone. By breaking from the group, they can 

make at least one person strictly better off. More generally, if i  is the equilibrium, there should 

be no subgroup that would do better by breaking from the main group. This new condition is 

called stability (14.2), since it requires that the equilibrium be stable when we consider all the 

other possible subgroups. This is the final condition competition will impose in the equilibrium. 

  for all Gi G

i G

v N


   (14.2) 

The set of all distributions that satisfy both feasibility (14.1) and stability (14.2) is named the 

core. The core for each player is usually a closed interval, not a point. To make a more precise 

prediction about all players’ payoff, we need to introduce another concept: players’ bargaining 

ability. Each player’s bargaining ability indicates how much value the player expects to obtain 

given the bounds imposed by feasibility and stability. A player with high bargaining ability 

expects to appropriate nearly all value available to her given the bounds imposed by competition. 

Brandenburger and Stuart (2007) introduce the confidence index to capture the bargaining ability 

idea, that is, that players have different expectations about how much value each player can 

appropriate in a pure bargaining situation.  

Formally, the confidence index for player i  is a number i  between 0 and 1. The higher the i , 

the more certain player i  is to appropriate the upper bound of the equilibrium interval of 
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appropriable rents. Let i  and i  be the upper and lower limits of the equilibrium rents in player 

i ’s core. Then, the expected rents for player i  are calculated by (1 )i i i i     .  

After finding the expected value appropriated by each player, the game will be solved by 

backward induction, calculating players’ optimal decisions at the adoption, innovation, and 

information stages. 

Next, this chapter will describe the equilibrium when no firm is vertically integrated. Then it will 

solve the model for integration between S1 and P1. The final analysis will be concerned with the 

integration between firms S1 and P2.  

The derivation of the generalized model is in the Appendix 1, but it is valuable to go over an 

example. This example will be used in the rest of the chapter. Suppose that the consumer values 

the different final products according to Table 1.1. 

1.4.1  No vertical integration 

Given how much the consumer values each final good, we can calculate the value created when 

each group of players gets together. Table 1.2 shows the value created by all possible groups of 

players when S1, S2, P1, and P2 are separate firms.  

Bargaining. To find the equilibrium in the bargaining phase, we need to calculate the core given 

the value created by all possible groups. That is, we need to characterize all allocations of value 

that satisfy feasibility (14.1) and stability (14.2). From the previous discussion, we know that the 

equilibrium will feature all players        1,  2,  1,  2, N S S P P Co , and will produce 10. This means that 

the consumer will buy a final product composed by the input from S1 and the input from P1. 
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Before proceeding, it is useful to define one more object: added value. Each player’s added value 

is how much the player brings to the table. To calculate player 'i s  added value, we consider the 

difference in value created by all players minus the value created by all players except player i . 

Value added is then a measure of how much value player i  adds to the game. It can be shown 

that feasibility and stability together imply that no player can get more than its added value4 

(Brandenburger and Stuart 1996). The added value of each player in the example above is shown 

in Table 1.3.  

Since no player can obtain more than its added value, all equilibrium i  have to satisfy 

conditions (14.3). 
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2 2
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, 0
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P
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S P

 

 

 

  

  (14.3) 

Stability requires that we take into consideration all possible coalitions. The first possibility is a 

collation of one player. The one player coalitions impose the conditions that 0i   for all i , 

since all players can get zero by themselves. Next, we need to consider all coalitions composed 

of two players. Since no coalition of two players can generate positive value, this condition 

imposes that 0i j   . Next, consider all coalitions of three players. There are 60 coalitions, 

but we do not need to worry with all of them. Any coalition that does not include a supplier, a 

producer, and the consumer will generate zero value. The relevant three-player coalitions impose 

the restrictions depicted in (14.4). 

                                                 
4 See proof in Appendix.1  
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  (14.4) 

 Next, we need to consider all coalitions with four players. The relevant conditions are shown in 

(14.5). 
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  (14.5) 

Finally, stability requires that the coalition of all players distribute at least 10, that is (14.6). 

 1 1 2 2 10S P S P Co        (14.6) 

The first conclusion from (14.6) and feasibility is that 1 1 2 2 10S P S P Co      . Next, we 

can deduce that  2 2, 0S P    by (14.3) and that 0i   for all i . Substituting 2 2, 0S P    on 

(14.4) we obtain (14.7). 
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  (14.7) 

Direct substitution of 2 2, 0S P    on (14.5) gives us (14.8), which were already covered by 

(14.7). 
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  (14.8) 

Also, players’ added value calculated in Table 3 is the smallest upper limit possible. To see that, 

consider the distributions shown in (14.9). They all belong to the core, and on each of them, one 

of the players is achieving their added value.  
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  (14.9) 

Some restrictions are redundant. Reducing the set of restrictions to the essential restrictions gives 

us (14.10). 
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  (14.10) 

All the conditions shown above are driven by the structure of competition on the market, i.e., the 

value generated by all possible coalitions. Note that feasibility and stability are capable of 

establishing a point prediction for S2 and P2 only; all other players have a range of possibilities. 

Competition by itself can determine that the consumer appropriate at least 2 and at most 10, but 

cannot pin down the exact number.  

Given the consumer confidence index, we can determine how much of the rents are expected to 

be appropriated by the consumer. If Co is the consumer’s confidence index, the expected value 
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appropriated by the consumer is 10 2(1 )Co Co Co     , since the consumer’s core is between 

2 and 10. If, for example, we suppose that the consumer has confidence index 0.2Co   her 

expected payoff will be equal to 3.6Co  . The chapter will maintain the value 0.2Co   until 

the end of the analysis.  

To completely describe the equilibrium, we need to take into consideration the other players’ 

confidence index. One way to do that is by assigning a confidence index for each firm in the 

same fashion as the confidence index assigned to the consumer, that is, chose an exogenous 

number between 0 and 1. In this case, the confidence indices would be independent of each 

other, and there would be no guarantee that the sum of the equilibrium value of all players adds 

up to a feasible outcome.5 This is a valid route, but it is not what this chapter does. 

This chapter only considers confidence indices for S1 and P1 that are consistent, that is, that 

leads to a value distribution that is ex-post feasible. If the confidence indices are consistent, then 

the sum of each player’s expected value is equal to the total value generated by all players. The 

corollary of this requirement is that confidence indices for S1 and P1 are linked – a high 

confidence index for S1 implies a low confidence index for P1. By setting up the confidence 

indices in this way, the model assumes that changes in the bargaining ability of firms do not 

change the amount appropriated by the consumer and thus focuses on the bargaining tensions 

between firms instead of bargaining tensions between firms and consumers. Formally, let 1S be 

the confidence index for S1 and 1P be the confidence index for P1. The consistency condition in 

                                                 
5 For example, this approach allows all players to believe that they would appropriate all of the rents available to 

them (i.e., confidence index equal to 1). In this case, the consumer, S,1 and P1 would believe that they would get 10, 

6 and 2, respectively. This distribution is obviously untenable ex post. 
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the example means that the sum of 1 1S P Co      has to be 10. Adding this restriction results in 

1 1(1 )P S   , as shown in (14.11). 
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  (14.11) 

The confidence index for firm P1 will be 1 11P S    as long as 4Co  . This is because if 

4Co  , then 4 0Co   and the core for P1 will go from 14 2Co P     to 10 2P   . For 

the derivation of the full model, please see the Appendix.  Substituting the confidence indices in 

our example gives us the equilibrium payoffs shown in (14.12). 
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  (14.12) 

The zero value captured by firms S2 and P2 does not necessarily mean that those firms are 

actually producing in the market. Those firms can be out of the market, and the values associated 

with their presence is a mere reflection of the possible value they would generate had they 

decided to enter the market. The value table needs to consider all the credible entrants even if in 

equilibrium they decide not to enter the market. 

Although the only product 1,1FP  is produced, the amount of value appropriated by firms does not 

depend only on it. Firm S1 is better off with a higher 1,2FP , while firm P1 prefers a higher 2,1FP . 
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This makes sense, since increments of 1,2FP  ( 2,1FP ) strengthen the bargaining position for firm 

S1 (P1). 

Who wants innovation? Given the equilibrium above, we can ask which products each player 

wants to improve. For now, suppose that the product created by S1 and P1 ( 1,1FP ) increases its 

value from 10 to 11. Let ˆ
i  represent the new equilibrium value for player i .  In this case, the 

new equilibrium distribution6 of values is shown on (14.13). 
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     (14.13) 

Note that the new equilibrium is always better for the consumer, but this is not always the case 

for S1 and P1. Supplier S1 prefers the new equilibrium only when 1
1 6/S , as demonstrated by 

(14.14). 
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  (14.14) 

Likewise, producer P1 prefers the higher value 1,1FP  when 5
1 6/S . If the confidence index 

1S  is between 
1

6/  and 
5

6/ , both P1 and S1 will be better off with the higher quality product. If 

                                                 
6 See the Appendix for the solution with arbitrary values. 
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the bargaining ability is too skewed towards either the supplier or the producer, one of the firms 

would have preferred no product enhancement at all.  

The cutoffs 
1

6/  and 
5

6/  depend on the value of Co . More generally, we substitute 

10 2(1 )Co Co Co      into the equilibrium values for S1 and P1 to get (14.15) and (14.16). 
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  (14.15) 
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We can now replace ˆ 11 2(1 )Co Co Co      in the equilibrium to derive S1 and P1’s 

equilibrium values with a better 1,1FP . This substitution yields 1 1 1
ˆ 6 9 9S Co S Co S         and 

1 1 1
ˆ 3 9P S Co S      . Then, S1 prefers the improved product if condition (14.17) is met.  
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Figure 1.2 shows all the combinations of Co  and  1S  where (14.17) is true, that is, all the 

points where S1 is better off with higher quality 1,1FP . The figure is cropped because we know 

that this equilibrium is valid only if 4Co  , as discussed previously. 

We can calculate when P1 is better off with an enhanced 1,1FP  in the same fashion. By 

comparing 1
ˆ

P  with 1P , we can see that P1 is better off with higher quality 1,1FP  when 

  1
11 CoS

 . Figure 1.3 represents this result in the confidence index space. 

Finally, Figure 1.4 combines Figure 1.2 and Figure 1.3. The important issue for the discussion 

here is that as the consumer appropriates more (that is, as Co increases), the interval of 1S  that 

sustains information transfer decreases. 

It is important to notice that the efficient outcome is to have a producer manufacture the best 

final products possible. Therefore, efficiency will be achieved only when both P1 and P2 send all 

useful information7 they have to improve the input provided by S1. 

Adoption. Now that we know how innovation on inputs influences value appropriation by firms, 

we can ask in what condition would producers be willing to adopt the new input, if available. To 

use a new input to manufacture the final product, the producer has to pay a cost to adapt the 

production line to process the new input.  

The cost incurred in the adaptation process has two special properties. First, the producer has no 

experience with the improved input, since the input is new. The literature in learn by doing 

shows that the cost curve tends to fall over time after the introduction of a new product (e.g., 

                                                 
7 Supposing that input quality is increasing giving that both P1 and P2 send their information.  
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Levitt et al. 2013), suggesting that there are inefficiencies and costs associated with introducing 

new products in the production line. This lack of experience with the new input means that it is 

very hard to estimate how much it costs to fix all issues on the production line once a new input 

is introduced.  

Second, adoption cost is effectively sunk and nonredeployable (Hall and Khan 2003), raising 

contracting problems caused by the potential of holdup (Williamson 1979). Once a firm invest 

resources to learn how to process the new input optimally, it is hard to sell this capability to other 

firms. Some of the knowledge required to adjust the production line to the new inputs will be 

tacit (Conner and Prahalad 1996), while some of the know-how required to efficiently process 

the new input is specific to the bundle of capabilities and routines of a particular firm.  

Even if the prerequisite knowledge for a successful adoption were not tacit and completely 

modular between firms, there is still a last barrier for a firm to sell this knowledge to other firms. 

Information is known for having an intrinsic contractability problem (Arrow 1962), since the 

value of information is not known before the knowledge is revealed. However, upon revelation, 

the buyer could use the information because it is a nonrival good. This creates an incentive for 

the buyer to renege the contract after being exposed to the information. For those reasons, this 

chapter assumes that the supplier cannot write a contract to pay the adoption cost to the producer. 

Firms trying to write such contract would find it hard to agree on the size of the adoption cost 

and, even if the contract existed, there would be incentives to renege the contract when the firms 

reach the bargaining stage. 
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Given the impossibility to write a credible contract, it is easy to see that P2 would not adopt any 

new input8 since it would get zero payoffs in the bargaining phase. P1, on the other hand, adopts 

the new input if the increase in 1P  caused by the innovation is higher than the cost of adoption. 

To simplify the model, let the adoption cost be infinitesimal but positive. If the adoption cost is 

higher, it makes adoption harder still. Given the noncontractibility of the adoption costs, P1 

wants to adopt the new input only when it increases P1’s expected value capture in the 

bargaining stage. In the current example, this occurs when 5
61S  , but as we have seen before, 

this cutoff depends on consumer’s bargaining ability as well.  

This analysis tells us that the structure imposed by competition is not enough to understand the 

adoption decision by producers. We need to understand the bargaining capabilities of consumers 

and firms to know when disintegrated producers would be willing to adopt input innovations. 

Innovation. The next step in solving the model is to analyze the innovation stage. On this stage, 

suppliers decide if they should improve the input they sell to producers after observing the 

information sent by the producers. To improve the input, suppliers need to observe the 

information and invest in R&D to create the new input. The innovation process is very uncertain 

(Girotra et al. 2004), and the implementation of the products of R&D into real solutions is 

fraught with the same contractibility problems as before. This is because the optimal 

implementation of the result of an R&D project usually depends on tacit knowledge acquired 

during the innovation phase. Evidence for the fact that R&D is hard to contract is the lack of 

productivity of outsourced R&D (Knott 2017). For this reason, this chapter assumes that 

                                                 
8 As long as the new input does not make the product produced by P2 be the highest valued final product. In this 

respect, this paper focuses on inputs innovations that maintain the order between the final products produced by 

firms P1 and P2. Incremental innovation is more likely to have this property. 
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innovation is costly and noncontractible. For simplicity, the cost is assumed to be positive but 

infinitesimal.  

With the innovation cost in mind, we can assert that S1 in our example will innovate only if 

51
6 61S  . If 1

61S  , S1 is better off by selling the old input. If 5
61S  , the supplier knows 

that P1 does not adopt the product, and thus S1 would not want to bear the innovation cost. 

Information sharing. In the first stage of the game, producers decide when to share information 

with suppliers. Since sharing information is usually not costless, the model assumes that 

producers incur in an infinitesimal but positive cost to relay their information to a supplier.  

In equilibrium, producer P1 shares information with supplier S1 if P1 benefits from it ( 5
61S  ) 

and if the information is going to be used by the supplier ( 1
61S  ). If the confidence index of 

supplier S1 is too high ( 5
61S  ), P1 will not adopt the innovation even after the new input 

exists. The lack of adoption is caused by the noncontractibility of the adoption cost, as discussed 

previously. 

If the confidence index of supplier S1 is too low ( 1
61S  , in the example above), then S1 would 

not want to innovate even if the information were provided for free. In this case, the problem is 

the noncontractibility of the innovation cost. 

Producer P2 gets zero value in all possible equilibria, and therefore does not have an incentive to 

share information with the suppliers. Finally, no producer sends information to supplier S2, since 

it does not have an incentive to act upon the information.   
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Equilibrium. As discussed above, the equilibrium in the example features information sharing 

from P1 to S1 and technology adoption if 51
6 61S  . Table 1.4 summarizes the equilibrium 

for the example and highlights what issues keep the firms from sharing, innovating and adopting.  

From a welfare perspective, the efficient outcome would always be for both producers to share 

information, the supplier S1 to innovate, and P1 to adopt the improved input. This outcome 

would maximize the spillovers from the information contained in the downstream. 

One of the driving forces of P1’s decision not to share information when 1
61S   or 5

61S   is 

the noncontractibility of either the adoption or innovation costs between S1 and P1. This is the 

usual argument in transaction cost economics, and it partially explains why there is no efficiency 

in this market. However, this is not the only force shaping P1’s decision to share information. To 

see why, suppose for a moment that P2 also adopts the innovation, increasing the value of 2,1FP  

from 8 to 9. Denote the new equilibrium when both P1 and P2 adopt the innovation as i  for all 

players i . In that case, the equilibrium values for S1 and P1 would be characterized by 

1 1 17 5.2(1 )S S S      and 1 1 12(1 ) 0.2P S S     9. Given the example above, supplier S1 

would be better off if all firms adopted since 1 1
ˆ

S S   , and thus S1 would be willing to write a 

contract with P2 to cover its adoption cost. However, the same contractibility problem impacts 

the transaction between S1 and P2 – a transaction cost crucial for P1’s decision. Since P1’s 

equilibrium value when there is no innovation is bigger than the equilibrium when both P1 and 

                                                 
9 Derivations for the general form for i  are in the Appendix. 
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P2 adopt10 ( 1 1
ˆ

P P   ), P1 would be better off not sharing information if P2 were to adopt. So, if 

for any reason the transaction cost between S1 and P2 disappears, P1’s decision to share 

information will change even though there was no change in the contractibility situation between 

P1 and S1.  

This shows that a producer’s decision to share information with a supplier depends not only on 

the transaction cost between that producer and the supplier but also on the transaction cost 

between the supplier and the other producers. It is the transaction cost between the supplier and 

P1’s competitors that opens the door to information transfer from P1 to S1.  

This example shows that decreasing transaction costs between a supplier and some producers can 

impact the other producer's decisions to share information. The transaction cost between S1 and 

P2 help alleviate the competition between P1 and P2. As we will see in the next sections, 

reducing the transaction costs between S1 and P2 via vertical integration can lead to increased 

competition for P1, decreasing its incentives to share information. 

1.4.2  Vertically integrated firms 

Now, suppose that some firms decide to integrate vertically. There are two scenarios to 

contemplate, one where S1 integrates with P1 and the other where S1 merges with P2. Each 

scenario will be analyzed separately.  

Integration between S1 and P1 

Suppose that S1 and P1 are now a single firm, named S1P1. The value table, in this case, is 

shown in Table 1.5.  

                                                 
10  1P

 is also bigger than a scenario where S1 innovates and only P2 adopts. Also, S1 prefers to have P2 as the solo 

adopter if P1 decides not to adopt. 
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To find the core, we need to take the same steps as before. First, we compute the added value for 

all players, as shown in Table 1.6. Then, we calculate the maximum amount of value each player 

can appropriate, as shown in (14.18). 
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  (14.18) 

Now we need to consider all possible combinations of players and impose the stability 

constraint. The result of those considerations is in (14.19). 

 

1 1

1 1 2 2

10

2

, , 0

S P Co

Co

S P S P

 



  

 





  (14.19) 

We need to make sure that players’ added value is indeed the smallest possible upper bound on 

the core set. To accomplish that, note that the value distributions in (14.20) are in the core. This 

means that the core contains players’ added value. 
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Putting all conditions together, we reach the set of equations displayed in (14.21). 
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Note that 1 10 8S P   is irrelevant, and that Co  pins down the equilibrium.  The outcomes in 

the bargaining phase are 10 2(1 )Co Co Co      and 1 1 8(1 )S P Co   . In our example, the 

payoffs are 3.6Co   and 1 1 6.4S P  . An increase of 1,1FP  always increases the integrated firm’s 

payoff while increasing 1,2FP  and 2,1FP  have no impact. The consumer’s payoff is the same as 

the case without integration, and the sum of payoffs between S1 and P1 in the case without 

integration is the same as the payoff for S1P1.  

With integration S1P1, information always flows internally from P1 to S1 – leading to an 

increase in 1,1FP  as long as there is useful information to be transmitted. The increase in 

information flow is caused by the transaction cost extinction brought by the integration, as it is 

usual in the transaction cost economics literature. The transaction cost between S1 and P2 does 

not play a role anymore on P1’s decision to send information to S1. From an efficiency 

standpoint, although P1 would always send information to S1, P2 would not. Integration between 

the high-quality firms (S1 and P1) does nothing to unlock information from other firms. 

Integration between S1 and P2 

The value table for when S1 and P2 are integrated is represented in Table 1.7. 

Again, the same steps are necessary to find the core. The upper limits on the core set imposed by 

players’ added value are shown in (14.22). 
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Now we need to consider all possible combinations of players and impose the stability 

constraint. The result of those considerations is in (14.23). 
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Next, the value distributions in (14.24) show that each player’s added value is indeed part of one 

core solution. 
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Finally, we can calculate the set of core solutions for each player as shown in (14.25). 

 

1 2

1

2

8 6

4 2

2 10

0

Co S P

Co P

Co

S

 

 





  

  

 



  (14.25) 

The equilibrium payoffs for the example are defined by (14.26). The general case is shown in the 

Appendix, as usual.     
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Using 0.2Co   as the confidence index for the consumer, the payoffs are shown in (14.27). 
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An increase in 1,1FP  from 10 to 11 caused by the use of an improved input will benefit all firms 

(but not the consumer), resulting in equations (14.28).  
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If the information sent from P1 to S1P2 increases only 1,1FP  and not 1,2FP , then P1 would be 

better off sending the information and adopting the new input, while S1P2 would innovate upon 

receiving the information. This is because 1 2 1 2
ˆ

S P S P   and 1 1
ˆ

P P   as shown when comparing 

(14.27) and (14.28). 

The story, however, does not stop there. When S1P2 integrates, the transaction cost between S1 

and P2 disappears since they now have the same payoff function. Assume that the information 

given by P1 also makes it possible for 1,2FP  to increase its value by x  units (going from 8  to 

8 x ). By also adopting the new input (made possible by P1’s information) in P2’s final 

product, S1P2 increases its payoff from 1 2 1 2 1 2
ˆ 7 5(1 )S P S P S P      to 

1 2 1 2 1 27 (5 0.2 )(1 )S P S P S Px      . S1P2’s payoff growth when 1,2FP  increases is independent 

of the values of x or 1 2S P .  
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So far, we know that, if the innovation exists, both P1 and P2 would adopt it. Now we need to 

know if P1 would decide to share the information in the first place. Before any adoption, P1 

expected to get 1 1 2 1 22(1 ) 0.4P S P S P      in equilibrium. If P1 decides to send information, 

S1P2 will innovate and adopt the innovation in P2’s final product. Given that there is innovation, 

the best for P1 is also to adopt and get a payoff of 1 1 2 1 2(3 )(1 ) (1 0.8 )P S P S Px x       . 

Therefore, P1 will release information only if 1 1P P  . Formally, we need condition (14.29) to 

be satisfied. 

 1 2

1

0.2(2 )
S P

x

x






  (14.29) 

While P1 stands to send information less often to the integrated firm S1P2, P2 does the opposite. 

We have seen that S1P2 is better off by adopting if P1 adopts. If S1P2 adopts alone, it will also 

benefit, getting a payoff of 1 2 1 26 (5 0.2 )(1 )S P S Px    . Therefore, S1P2 is willing to adopt the 

new input even if P1 decides not to. In terms of knowledge sharing, this means that P2 will 

always send information internally to S1P2. For the first time, the equilibrium allows for 

efficiency.  

In Appendix 1, it is shown that producer P1 would want to send information to the integrated 

firm S1P2 if (14.30) is satisfied11. The parameter   is the ratio between the change in 1,2FP  due 

to adoption and the change in 1,1FP . 
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11 See equation A.34 and A.35 in the Appendix. 
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Moreover, the Appendix 1 shows that if consumers view the input quality and producers’ quality 

as substitutes, then producer P1 would refrain from sending information to the integrated firm 

S1P2. 

Having an integrated supplier selling inputs to outsiders is very common, as shown by Atalay et 

al. (2014). In this same paper, Atalay and colleagues propose that one of the reasons for this 

behavior is the ability to transfer information. This is exactly what the current model suggests 

since integration is paramount to unlock information from P2, while opening the possibility that 

S1 gets information from P1 at the same time. 

When to integrate? The model presented here has important lessons for a manager thinking 

about the informational consequences of vertical mergers. When considering integrating along 

vertical lines, the first thing a manager should understand is the competitive position of all 

players in the market and their bargain ability. Second, managers need to estimate how the 

information is distributed across producers. Is the relevant information concentrated in one 

producer or scattered across all producers? Integration increases the information flow within a 

firm by decreasing the costs of operating through the market. This decrease in transaction cost 

can inhibit other firms from sharing information with the integrated supplier, although this is not 

necessarily true. If the other producers have information that improves the input just for them, 

then vertical integration can be a way to extract information from all producers. Table 1.8 

summarizes the willingness for producers to share information across different vertical structures 

for the example we have been using. 
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1.5 Discussion 
This chapter uses a value capture model to show how vertical integration impacts information 

transmission among market participants. In doing that, it highlights the effect of competition and 

bargaining ability on the incentives for producers to share information with suppliers. The model 

demonstrates that analysis only considering transaction and firm characteristics between two 

firms misses an important determinant of the decision to share information: other firms in the 

market. 

Although transaction costs between a producer and a supplier can decrease the amount of 

information sent, the same transaction costs between the supplier and the producer’s competitors 

can soften competition. This isolation caused by third-party transaction costs incentivizes the 

producer to share information with the supplier. When third-party transactions costs are solved 

through integration, the producer might be less inclined to send information to the supplier, even 

though the transaction producer and supplier both have the same hazards when analyzed 

separately. 

The model developed here can also help explain industry dynamics. The model shows that a 

market with no integration will see information sharing only if the bargaining ability of 

consumers is low and the difference in bargaining power of producers and suppliers is small. 

That observation is important because it can explain why industries tend to be more integrated in 

its early days (Klepper 1997). When a technological shock occurs, Afuah and Utterback (1997) 

argue that the bargaining ability of suppliers is low while the bargaining ability of consumers is 

high. This combination of bargaining ability distribution decreases the incentives for producers 
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to share information. One way to unlock the information contained on producers is to integrate 

vertically.  

Another contribution of this chapter is to understanding why firms fail to adopt new technologies 

(Dosi 1982, Henderson and Clark 1990, Utterback and Acee 2005). The choice of organizational 

structure is shown to influence the source and quantity of information received by the supplier. 

Failure to integrate can lead to too little information being directed at the supplier. On the other 

hand, integration can cut the flow of information from other producers and thus lead the 

integrated firms off course.  

Finally, the model shows how internal organization can influence firm capabilities, responding to 

a call to integrate those two concepts (Argyres et al. 2012). The way a firm organizes changes 

the flow of information from market participants to the firm. This difference in information flow 

causes differences in firms’ knowledge set and ends up shaping future firm capabilities. 
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1.7 Figures and Tables 
 

Table 1.1: Product values 

Product Value 

1,1FP  10 

1,2FP  8 

2,1FP  4 

2,2FP  2 

 

 

 

Table 1.2: Value table, no integration 

Group Value Group Value 

S1, S2, P1, P2, Co 10 S1, P1, Co 10 

S1, S2, P1, Co 10 S1, P2, Co 8 

S1, S2, P2, Co 8 S2, P1, Co 4 

S1, P1, P2, Co 10 S2, P2, Co 2 

S2, P1, P2, Co 4 Other Groups 0 

 

 

 

Table 1.3: Added values 

 (1) (2) (3) (4) (5) 

Player 

i 
All players 

Value of 

group (1) 

All players 

except i 

Value of 

group (3) 

i’s value added 

(2) – (4) 

Co S1, S2, P1, P2, Co 10 S1, S2, P1, P2 0 10 

S1 S1, S2, P1, P2, Co 10 S2, P1, P2, Co 4 6 

S2 S1, S2, P1, P2, Co 10 S1, P1, P2, Co 10 0 

P1 S1, S2, P1, P2, Co 10 S1, S2, P2, Co 8 2 

P2 S1, S2, P1, P2, Co 10 S1, S2, P1, Co 10 0 
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Table 1.4: No integration equilibrium summary 

  Adoption  

(P1) 

Innovation  

(S1) 

Information sharing 

(P1) 

1
61S   

Action Adoption No innovation No sharing 

Issue ‒ 
Non-contractible 

innovation cost 
Information sharing cost 

51
6 61S   

Action Adoption Innovation Sharing 

Issue ‒ ‒ ‒ 

5
61S   

Action No adoption No innovation No sharing 

Issue 
Non-contractible 

adoption cost 
Innovation cost Information sharing cost 

 

 

    Table 1.5: Value table, integrated S1 and P1 

Group Value Group Value 

S1P1, S2, P2, Co 10 S2, P2, Co 2 

S1P1, S2, Co 10 S1P1, Co 10 

S1P1, P2, Co 10 Other Groups 0 

 

Table 1.6: Added Values, S1 and P1 integrated 

 (1) (2) (3) (4) (5) 

Player i All players 

Value of 

group 

(1) 

All players 

except i 

Value of 

group 

(3) 

i’s value added 

(2) – (4) 

Co S1P1, S2, P2, Co 10 S1P1, S2, P2 0 10 

S1P1 S1P1, S2, P2, Co 10 S2, P2, Co 2 8 

S2 S1P1, S2, P2, Co 10 S1P1, P2, Co 10 0 

P2 S1P1, S2, P2, Co 10 S1P1, S2, Co 10 0 
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Table 1.7: Value table, integrated S1 and P2 

Group Value Group Value 

S1P2, S2, P1, Co 10 S2, P1, Co 4 

S1P2, S2, Co 8 S1P2, Co 8 

S1P2, P1, Co 10 Other Groups 0 

 

Table 1.8:  Conditions for P1 and P2 to send information to S1 

 Not integrated S1 and P1 S1 and P2 

P1  1

1 5

6 6
S  Always 1 2

1

0.2(2 )
S P

x

x






 

P2 Never Never Always 

 

 

Information Innovation Adoption Bargaining Stages 

Who moves Producers Suppliers Producers All 

Figure 1.1:  Model timing 
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Figure 1.4: Regions with information sharing 
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ABSTRACT 

To understand how vertical integration impacts knowledge spillovers, we need 

a theory of the firm that takes into account the impact of integration on all market 

participants. This paper addresses that problem by proposing a theoretical model 

showing that markets stimulate sharing of information from all producers. 

Therefore, markets are a better organizational structure when the manager 

believes that key information is spread among competitors. Integration, on the 

other hand, is a better choice when the manager believes that information is 

concentrated in one producer. Empirical analysis of patent citation data suggests 

that integrated suppliers tend to receive less information from producers.  
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2.1 Introduction 

Knowledge spillovers are the dominant source of value creation from innovation (Hall, Mairesse, 

and Mohnen, 2010), making it critical for managers to understand what factors impact the firm’s 

ability to get spillovers from other organizations. In line with that effort, the literature has 

identified many important determinants of the capacity one firm has to benefit from knowledge 

produced by other organizations. One set of determinants is linked with firms’ characteristics 

such as absorptive capacity (Cohen and Levinthal, 1990), organizational routines (Dyer and 

Hatch, 2006), the relative amount of knowledge (Knott, Posen, and Wu, 2009), and resources 

(Katila, Rosenberger, and Eisenhardt, 2008). Other determinants are related to market and 

network features such as strength of intellectual property protection (Dushnitsky and Shaver, 

2009), the composition of the knowledge networks in which the firm is located (Dyer and Singh, 

1998; Pahnke et al., 2015), geographical agglomeration (Alcácer and Chung, 2007; Jaffe, 

Trajtenberg, and Henderson, 1993), and cooperation between firms such as joint ventures and 

alliances (Mesquita, Anand, and Brush, 2008; Schildt, Keil, and Maula, 2012; Vasudeva and 

Anand, 2011).  

Despite the effort dedicated to understanding spillovers, researchers have yet to understand how 

vertical integration affects the firm’s capability of accessing knowledge produced outside the 

firm’s boundaries. Vertical integration can represent a fundamental change in firms’ capabilities. 

By integrating transactions, firms solve coordination problems (Williamson, 1979), change their 

resource bundle (Barney, 1991; Wernerfelt, 1984), and impact how information is transmitted 

within the organization (Grant, 1996; Kogut and Zander, 1992; Nickerson and Zenger, 2004). 
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For this reason, the decision to share information with a firm can depend on whether that firm is 

vertically integrated or not.  

The difficulties faced by Flextronics (Huckman and Pisano, 2010) illustrate how vertical 

integration can change the inclination of other agents in the market to share information with the 

integrated firm. As Huckman and Pisano (2010) describe, Flextronics was an OEM cell phones 

manufacturer who produced according to designs provided by its customers. Those designs 

contained customers’ private information embedded in them, from future demand expectations to 

technological innovation. Although Flextronics customers were competitors for final consumers, 

they shared those designs with a common party. Some of that information could help Flextronics 

to improve its manufacturing process, an improvement that could be made available to all its 

customers.  

In 2001, Flextronics decided to manufacture phones based on its own designs. Effectively, 

Flextronics integrated design capabilities into its manufacturing business. Although the 

experience of designing a phone was successful from a production point of view, the possibility 

of commercialization revealed a threat to existing business relationships. This case suggests that 

once Flextronics vertically integrated into the design space, existing customers felt uneasy about 

sharing information contained in the designs.  

There are cases where firms chose to disaggregate in response to a change of customers’ 

willingness to share information, as exemplified by the spinoff of Pegatron Corporation by 

Asustek Computer in 2010. Pegatron was a subsidiary of Asustek responsible for manufacturing 

motherboards for many big computer producers such as Dell and HP. In 2007, Asustek entered 

the portable computer market by launching the Eee PC, a small, lightweight, and low-cost 
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notebook. This launch put Asustek in direct competition with Pegatron customers, making them 

wary of sharing information with Pegatron. According to a piece in the Financial Times (Tsui 

and Waters, 2009), “Computer makers who use Asustek’s customized motherboards inevitably 

impart proprietary technical know-how and business intelligence with each order and they fear 

that would give an unfair advantage to Asustek’s computer business.” To mitigate Pegatron 

customers’ fears and keep information flows, Asustek decided to spin off the motherboard 

manufacturer. 

To shed light on the impact of vertical integration on spillovers, one needs to account for the 

impact of vertical integration on all market participants. Most of the theories of the firm12 do not 

take into consideration the impact of integration on firms other than the merging organizations 

and thus present a partial equilibrium view. This paper takes a general equilibrium point of view, 

presenting a theoretical model that takes into account the impact of vertical integration on all 

firms in the market. 

The model shows that markets with vertically disintegrated firms incentivize all producers to 

share information with suppliers. The market solution, however, does not usually provide 

incentives for any producer to share the optimal amount of information with the supplier. 

Relationships mediated through the market provide suppliers with a varied source of 

information, at the possible cost of some information hoarding by producers. Vertically 

integrated producers experience an increase in the incentive to share information within the firm, 

achieving optimal information flow. However, this increase in information sharing within the 

integrated firm is followed by the decrease of other producers’ incentives to share information 

                                                 
12 Zenger et al. (2011) provides a literature review about theories of the firm. 
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with the integrated supplier. This is the informational cost of vertical integration that managers 

need to understand when deciding if they should integrate or not. 

I then empirically test the model’s implications by examining the impact of supplier acquisitions 

on the information flow from producers. The paper uses the time lag between the application for 

a patent by the supplier and the application date of cited patents as a proxy for the information 

flow between firms. More specifically, the paper looks at suppliers that get acquired by a 

producer and measures the age of citations to the producer’s competitors before and after the 

acquisition. If competitors withhold information from the acquired supplier, we should observe 

integrated suppliers citing older patents on average. This is because, absent the informational 

flow, the integrated supplier will be slower to recognize and understand innovations from the 

downstream competitors. Results are consistent with the theory developed here. 

The model presented also helps explain why some industries have vertically integrated firms 

coexisting with disintegrated firms (Argyres and Bigelow, 2010; Helfat and Campo-Rembado, 

2016; Kapoor, 2013; Kapoor and Adner, 2012). Producers’ choice to integrate depends critically 

on beliefs about the distribution of information in the marketplace. Markets stimulate sharing of 

information from all producers, being a better organizational structure when the manager 

believes that key information is spread among competitors. Integration, on the other hand, is 

better suited when the manager believes that information is focused in one producer. Therefore, 

managers with different beliefs about the distribution of information will make different choices 

about vertical structure. 

Finally, this paper speaks to the link between organizational economics and firm heterogeneity. 

Argyres and colleagues (2012) argue that there is a need for theoretical work linking 
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organizational economics and the development of firm capabilities. By choosing the vertical 

structure, the firm controls who will likely provide information to suppliers and helps determine 

the producer’s capabilities. Vertically integrated suppliers get more information from the 

integrated producer, but less information from other producers. This change in sources of 

information can shape the future knowledge set of the firm, influencing its upcoming 

capabilities. 

2.2 Theoretical background 

The capacity of markets to aggregate information has been recognized since the founding work 

of Adam Smith. Markets generate incentives for individuals and firms to exchange many 

different types of information, from demand and supply expectations (Hayek, 1945) to problem 

solutions (Nickerson and Zenger, 2004; Nickerson, Yen, and Mahoney, 2012). On the other 

hand, we also know that firm organization can influence how information is transmitted within 

the firm (Demsetz, 1988; Kogut and Zander, 1996; Nickerson and Zenger, 2004). The incentives 

induced by the marketplace and by firm organization generate a pattern of information flows, 

molding the firm’s knowledge set (Nonaka, 1994) and, thus, its future capabilities (Conner and 

Prahalad, 1996). 

Those information flows can originate from many agents, both inside and outside the firm. A 

critically important informational flow for innovation is the information transmitted from 

producers of final goods to suppliers. Although producers and suppliers work in tandem to 

produce the same final good, they have different sources of information. Those differences in 

information come from the fact that both firms are situated in different markets, have different 

sets of competitors and customers, and hire different professionals. A survey conducted by 
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Arora, Cohen, and Walsh (2016) documents that almost half of innovators report using external 

sources (such as suppliers and customers) for their most important innovation. In Europe, the 

Community Innovation Survey shows that almost four-fifths of the innovative enterprises used 

information sent by suppliers, and one-fifth of those firms classified this informational source as 

being highly important. 

The model in this paper assumes that producers have some private information that is useful for 

improving the quality of the input sold by the supplier. That information can arise from a better 

understanding of the final consumer’s needs or from an insight gained while assembling inputs 

into the final product. The existence of useful information from the producer to the supplier is 

consistent with the fact that some producers expand their information set to intersect knowledge 

areas belonging to the supplier (Brusoni, Prencipe, and Pavitt, 2001; Kapoor and Adner, 2012; 

Takeishi, 2002). Besides the evidence that producers have knowledge in areas pertinent to 

suppliers, Alcacer and Oxley (2014) show that suppliers learn from supplying to more and better 

producers, suggesting that suppliers do make use of knowledge from producers. Together, those 

papers demonstrate that the set of knowledge intersecting producers and suppliers is not empty 

and that suppliers learn from interacting with producers in equilibrium.  

Since information is private, there should be an incentive for the producer to share it with the 

supplier. On the one hand, sharing information enables the supplier to enhance input quality, 

which allows producers to create a final product with higher consumer valuation. However, once 

the information is used to improve the input, the supplier has the incentive to make the high-

quality input available to all competitors. The expectation of information leakage to rivals 

decreases the incentives for producers to share information, a phenomenon studied in the context 
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of supply chain (Anand and Goyal, 2009; Tan, Wong, and Chung, 2015), outsourcing (Baccara, 

2007), venture capital (Pahnke, McDonald, Wang, and Hallen, 2015), and partnerships (Katila, 

Rosenberger, and Eisenhardt, 2008). Although information leakage has been recognized in the 

literature, changes in producers’ incentives to share knowledge once a competitor becomes 

vertically integrated have not been studied. This topic is of crucial importance for managers 

deciding whether to integrate or not, especially in industries that depend heavily on knowledge. 

Even if integration realizes production complementarities, it can be detrimental to the firm’s 

future if it endangers the quantity and quality of information available to the supplier. This can 

be harmful not only to the integrated firm but to all firms that depend on the information-starved 

supplier. 

This paper is related to the literature that explains why, in some industries, vertically integrated 

firms coexist with disintegrated firms. The early literature on this topic suggested that firms 

would tend towards disintegration over time because of returns to scale (Klepper, 1997) and 

modularization (Langlois, 2003). However, empirical studies that found persistence of both 

structural forms within industries (Argyres and Bigelow, 2010; Kapoor and Adner, 2012) put 

limits on the theory of uniform tendency towards disintegration. Helfat and Campo-Rembado 

(2016) explain this heterogeneity by arguing that, although integration is costly, it helps firms to 

implement systemic innovations because of its superior integrative capabilities. In equilibrium, 

some firms choose to bear the cost of a vertically integrated structure to reap the benefits during 

systemic innovation events. The explanation developed here focuses on when information is 

shared between firms, allowing for the study of the market’s behavior in response to vertical 

integration.  
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The model is also connected to the literature on firm boundaries (cf. Zenger, Felin, and Bigelow, 

2011), since it outlines the costs and benefits of bringing the relationship between the supplier 

and producer inside the firm. It shows that managers should be careful about integrating the 

vertical chain since integrated firms can lose important sources of information. I demonstrate that 

the use of the market incentivizes firms to share information with suppliers, even when the 

supplier sells the improved input to all competitors. The market, however, does not give 

incentives for firms to share information efficiently. By integrating, the producer has incentives 

to share information efficiently with the supplier. The downside is the diminished incentives for 

other producers to share information with the integrated supplier.  

The following section presents most of the model assumptions. I then solve the model for the 

nonintegrated case, showing full information revelation. Next, I solve the model for the 

integrated market structures, showing the effect on information sharing. Finally, I present patent 

citation data that corroborates the hypothesis that integrated suppliers get less information from 

market participants. The last section concludes the paper. 

2.3 Model 

The model shows that a market with a nonintegrated supplier incentivizes all producers to share 

information. However, no producer shares an efficient amount of information with the supplier, 

and the higher the expectation about the supplier’s skills to appropriate rents, the higher the 

information distortion. In fact, if producers believe that the supplier is a great bargainer, they will 

not be incentivized to release information. As for the use of the shared information, the supplier 

uses all the information received, producing a high-quality input alongside the standard quality 
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input. As for the adoption decision, producers only adopt high-quality inputs in the market where 

they are leaders. 

In summary, incentives for information sharing in the nonintegrated market are homogeneous 

across firms and dependent on the expectations of the supplier’s skills to appropriate rents. Given 

information sharing, the supplier will produce a varied mix of inputs, but adoption should occur 

only by producers that are leaders in their respective markets. 

When a producer integrates with the supplier, it increases the incentive for that producer to share 

information. The integrated producer does not need to worry about the supplier’s ability to 

extract rents during the bargaining phase, and thus relays information efficiently. While 

integration increases information sharing within the integrated firm, the willingness for the other 

producer to share information decreases. The reason is that the integrated firm has the 

opportunity to extract more rents from the nonintegrated producer by adopting the high-quality 

input in all markets, thus increasing competition in the market where the nonintegrated producer 

is a leader. This widespread adoption improves the bargaining position of the integrated firm13 in 

the market where it is not the leader, allowing it to extract more rents from the solo producer. For 

this reason, the solo producer might be better off not sharing information, negating the integrated 

firm’s chance to use the higher quality input as a way of extracting more rents. 

In the integrated case, the incentives to share information are heterogeneous across producers. 

The integrated producer has high incentives to share information, while the incentives are 

lowered for the solo producer. Nonintegrated producers have to consider not only the supplier’s 

                                                 
13 More specifically, it increases the bargaining power of the supplier unit within the integrated firm. Before the 

integration, the non-market leader producer has no incentive to adopt the innovation in that market. 
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skills to appropriate rents but also the possibility that the supplier might adopt the high-quality 

input in all markets, increasing competition and decreasing rents for the solo producer.  

Next, I make this intuition more accurate by laying down the assumptions of the formal model. 

Following that, I present the solution when the supplier is nonintegrated followed by the case 

when the supplier integrates with one of the producers. 

2.3.1 Setup 

Producers, supplier, and customers. Suppose that there are 2 downstream producers 1,2i  and 

one upstream supplier. Since the model focuses on information sharing, I assume that firms have 

no cost of producing either the input or the final products. The supplier sells an input that has 

two important attributes, and each of those attributes has associated to it a measure of quality, 

kQ . Increases in total input quality, represented by the vector 1 2( , )Q Q Q , positively affect 

customers’ willingness to pay. Although input’s attribute quality is positively correlated to 

willingness to pay, the magnitude of the variation depends on customers’ and producers’ 

characteristics. Each producer i  has a vector of characteristics i  that determine customers’ 

willingness to pay for that producer’s final product.  

There are two markets 1,2j . Market j  has homogeneous customers that display total 

willingness to pay for the product sold by producer i  equal to ( ) ( , , )j
i iW Q W Q j . Willingness 

to pay increases with input quality and, for a given input quality, customers in market j  are 

better off buying from producer i j . Expressed differently, my assumption is that 

( ) ( )j j
j i jW Q W Q . Finally, each market j  has j  customers in it. 



65 

 

 

Information. The supplier has the capacity to offer an input of standard quality 0 0
0 1 2, )(Q Q Q . 

If the supplier gets hold of useful information, it can increase input quality through innovation. 

The increment in total willingness to pay for changes in attribute qualities is independent, that is, 

2

1 2
0

j
iW Q

Q Q . 

Each producer firm might have information that is useful for increasing the quality of the input. 

For simplicity, I will assume that producer 1 only has information about input’s attribute 1, and 

producer 2 only has useful information to increase the quality of attribute 2. This information can 

come from a better understanding of customers’ desires, from learning-by-doing during the 

assembly of the final product or from haphazard insights. The literature lends support to the fact 

that producers extend their knowledge boundaries past their own products, gaining insight into 

how to improve inputs. Kapoor and Adner (2012) show that firms have knowledge sets that 

overlap with outsourced components. Likewise, the literature shows that suppliers do get useful 

information from buyers (Alcacer and Oxley, 2014; Arora et al., 2016; Hakansson, Havila, and 

Pedersen, 1999; Kotabe, Martin, and Domoto, 2003; Modi and Mabert, 2007). 

Since producers can have useful information, we need to determine in what circumstances they 

will pass that to the suppliers. More importantly, we need to understand how market structure 

will influence the choice to share information with the supplier. Once producers choose to 

disclose or not the information, the supplier decides whether to use the information provided by 

the producers or not. If the supplier decides to use the information, it can sell either the improved 

input, the old input, or both simultaneously.  
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If a producer firm buys the input with higher quality to sell in a specific market, it needs to pay a 

one-time non-contractible cost k . This is a one-time cost to adapt the manufacturing line that 

serves a specific market to the new input. Changing inputs usually requires the producer to incur 

expenses that are hard to predict and hard to disentangle from normal expenditures. For example, 

new inputs require an optimization in the production line, demanding more attention from 

workers and managers. Introduction of new inputs might require new machines, changes in 

marketing strategies, hiring new workers, training, or the design of new contracts. Also, this 

adoption cost is effectively sunk and non-redeployable, raising the problem of hold-up 

(Williamson, 1979). For those reasons, this paper assumes that the supplier cannot credibly write 

a contract to pay the adoption cost to the producer. Parties in this contract would not agree on the 

size of the adoption cost since a third party would have difficulties enforcing such a contract and, 

even if the contract existed, there would be incentives to renege on the contract. 

Timing. There are four stages in this game, as shown in Figure 2.2.1. In the informational stage, 

producers observe if they have quality-enhancing information and decide simultaneously to share 

or not the information with the supplier. This information is held privately, and thus only 

becomes known to the supplier if the producer decides to share it.  

In the innovation stage, the supplier observes the information sent and decides what inputs to 

make available to the producers. If the supplier receives information from producers, it can 

choose to offer the standard input, the higher quality input, or both. If no producer decides to 

send information, the supplier has no alternative but to offer only the standard input.  

The third stage is the technology adoption. At this point, producers are aware of the selection of 

inputs made available by the supplier and decide what input to buy for each of the markets they 
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serve. If producers buy the high-quality input, they pay a non-contractible cost to be able to use 

the new input in the production line. 

Finally, in the bargaining stage, producers decide which input to buy for each market. Producers 

buy the input, manufacture the product and sell to customers. All individuals engage in a bargain 

to decide the allocation of rents. It is assumed that customers do not have bargaining power so 

that all surplus is going to be divided among the two producers and the supplier. 

The game is solved using backward induction, following the biform games structure developed 

by Brandenburger and Stuart (2007). The first three stages of the game (information, innovation, 

and adoption) are modeled as a traditional noncooperative sequential game. The bargaining 

stage, on the other hand, uses a cooperative game structure. One advantage of using a 

cooperative game structure is to make the results less reliant on the specific market institutions. 

Also, the cooperative game toolset has great instruments for understanding changes in rent 

allocation caused by changes in the bargaining power produced by the integration of two firms in 

the marketplace. Finally, using cooperative games to model the bargain between agents after 

noncooperative games is a technique also used on foundational work on property rights theory 

(Grossman and Hart, 1986; Hart and Moore, 1990). 

The first step in the backward induction argument is to determine the equilibrium in the 

bargaining subgame. The strategy used to solve the cooperative part is the usual biform games 

solution. First, one determines the core allocation for each player for a given set of strategies 

played in the previous stages. Each player’s payoff is then calculated as a linear combination of 

the highest and lowest possible payoffs in the core. The weight used in the linear combination is 

an exogenous variable, and it measures how confident the player is in appropriating the surplus 



68 

 

 

(Brandenburger and Stuart, 2007). This linear combination represents the player’s payoff in the 

bargaining stage for a given strategy profile. Finally, I find the Nash equilibrium using the usual 

methods for sequential games.  

I first solve the equilibrium without integration. Subsequently, I analyze the game when one 

producer integrates with the supplier.  

2.3.2 Solution – No Integration 

Bargaining stage. At this point in the game, the final product qualities are fixed at a certain level 

Q , inducing willingness to pay j
iW  in market j  for producer i ’s product. Customers in each 

market buy their favorite product based on the preferences defined above. I assume that 

producers are able to extract customers’ willingness to pay completely, so we can focus on the 

rent distribution across all firms.  This means that if producer i  sells any product, then the price 

will be equal to the customers’ willingness to pay. 

The cooperative game between producers and the supplier has the form described in Figure 

2.2.1. Consider first the market composed exclusively of type 1 customers (market 1). In this 

market, the value added by producer 1 to the game is equal to 1 1
1 2W W ; the value added by 

producer 2 is zero; and the value added by the supplier is 1
1W .  

For all players and all markets, the core has to be weakly greater than zero, since any firm can 

leave the market at cost zero. Also, no firm can appropriate more than i
iW  in market i , since this 

is the total surplus available in that market. In market 1, producer 2 cannot get more than zero 

income in equilibrium, since the coalition between the supplier and producer 1 can realize more 
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value, splitting among them the portion appropriated by producer 2. Therefore, the core solution 

for producer 2 in market 1 contains only zero. Likewise, producer 1 cannot appropriate more 

than 1 1
1 2W W , since the coalition between the supplier and producer 2 can improve the situation 

of both. Consequentially, producer 1 has a core set that goes from zero to 1 1
1 2W W  in market 1. 

As for the supplier, its payoff cannot be lower than 1
2W ; otherwise it would be advantageous to 

sell to producer 2 instead of selling the input to producer 1. The core solution for the supplier in 

market 1 is the set of numbers going from a minimum of 1
2W  to a maximum of 1

1W . 

Finally,  represents the supplier’s confidence index. This is the index that Brandenburger and 

Stuart (2007) use to calculate a player’s payoff in the cooperative part of the game, indicating 

how skilled a player is in appropriating the rents from her own core set. The higher the , the 

more certain the supplier is to appropriate all the rents available in her core set. I assume that the 

confidence index for the supplier is the same when bargaining with either producer and that the 

supplier and producers have a consistent confidence index. As a result, the bargain solution in 

market 1 is the set of payoffs for the supplier, producer 1 and producer 2 such that    

 1 1 1 1
1 2 11 21{ (1 ) , (1 )( ), 0}, [0) ,1( ]W W W W

.
 (1) 

The first term in this set represents the payoff for the supplier and is the result of the upper limit 

on the supplier’s core 1
1( )W  times the confidence index  summed with the lower limit on the 

core set 1
2( )W  times one minus the confidence index 1 . This payoff is multiplied by 1 , the 

number of people in market 1. The second term represents the payoff for producer 1. Since the 

confidence index for the supplier is , the confidence index for producer 1 needs to be 1 . 
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The upper limit on the core set for producer 1 in market 1 is 1 1
1 2W W , while the lower limit is 

zero. Finally, the third term in the (1) is zero because the core set for producer 2 only contains 

zero. 

The situation is analogous for market 2. In that case, the bargaining solutions will be the payoffs 

represented by: 

 2 2 2 2
2 2 1 2 2 1{ (1 ) , , (1 )( )},( ) 0 [0,1]W W W W

.
 (2) 

With the assumptions made so far, producer 1 will have a positive payoff in market 1 and zero 

payoff in market 2. Conversely, producer 2 will have zero payoff in market 1 and a positive 

payoff in market 2. The payoffs in (1) and (2) will be valid no matter what quality of input 

producers decide to buy, as long as the brand preferences are such that customers in market i  

continue to prefer producer i ’s product. 

It is important to note that those equilibria are valid only when all firms participate in all 

markets. If a producer j  chooses not to participate in the market m , then the bargain solution 

will be the pair consisting of the supplier and producer i  such that 

, (1{ ) , [0,1]}m m
m i m iW W . If the supplier leaves the market, all firms have zero payoffs. 

Adoption of technology. At this point in the game, the supplier has already decided on the menu 

of inputs it will make available to producers. After learning about their options, producers need 

to decide on what inputs to buy and in which markets to employ them. If only the standard input 

0 0
0 1 2, )(Q Q Q  is offered, all firms will buy it, and the payoffs will be described by (1) and (2). 
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Suppose instead, that the supplier offers a high-quality input 1 2, )( h h
hQ Q Q , with attributes 

0h
i iQ Q . In this case, both producers need to decide if it is worthwhile to pay the cost k of 

adopting the new input. First, note that a producer’s payoff is positive in one market and zero in 

the other, as indicated by the payoffs in (1) and (2).  Let j
iW  represent the increases in the 

willingness to pay of market j ’s customers for producer i ’s product when the high-quality input 

is used instead of the standard input, and let 0( )j j
i iW W Q  represent the willingness to pay for a 

final product with standard technology. Also, let j j j
i i iW W W  be the total willingness to 

pay of market j ’s customers for producer i ’s product after the innovation. Firm i  adopts the 

innovation if the expected increase in the bargain stage payoff is higher than the cost k  of 

introducing the innovation. In other words, firm i  will choose to adopt the innovation in market 

j i  if condition (2) is satisfied.  

 
(1 )

i
i

i

k
W   (2) 

In market j i  , firm i  will choose to adopt the innovation if condition (2) is satisfied. This 

condition states that the innovation is beneficial enough that producer i  would become a leader 

in market j i , but the innovation is not beneficial enough for the present market leader j . The 

equilibrium, in this case, is that producer i  adopts the innovation in market j i , while firm j  

does not adopt. 

  
(1 )

j j
i j

j

k
W W  and 

(1 )

j j
i j

j

k
W W   (2) 
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In the rest of the paper, I will assume that condition (2) is not satisfied. This amounts to ruling 

out innovations that would benefit the market follower so much and the market leader so little 

that it would be optimal for the follower, but not for the leader, to adopt the innovation in that 

market. In that sense, this paper deals with innovations that are not radical enough to subvert the 

present order of customers’ willingness to pay.  

Given the assumptions, either one producer adopts the innovation or no producer does. The 

reason is that in markets where a producer displays lower willingness to pay than the competitor, 

that producer will get zero profits. In this case, the producer would not be willing to pay any 

positive amount to adopt the innovation in that specific market. Since I assume that condition (2) 

does not hold, the equilibrium is that firm i  adopts the high-quality input in market i  if (2) holds 

true and does not adopt it in market j i . 

Decision to use knowledge. If the supplier does not get any information from the producers, 

there is nothing to be done. In this case, the supplier will offer the input with the standard quality 

0Q ; all the producers will buy that input for all markets, and the supplier gets a total profit of (2) 

per market i .  

 [ (1 ) ]i
i i

i jW W   (2) 

Suppose instead that the supplier does get information from one of the producers. With that 

information, the supplier can produce input with a higher quality 0hQ Q . This higher quality 

product will allow firms to sell products to customers with higher willingness to pay. 
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The supplier needs to decide whether to offer only the standard input, only the improved input, 

or both. If only the standard input is on the market, the supplier’s profit will be equal to (2). If 

the supplier decides to manufacture both the standard input and the improved input, its profit in 

market i  will be either [ (1 ) ]i
i i

i jW W , if no producer buys the improved input, and 

[ (1 ) ]i
i i

i jW W  if producer i  buys the improved input. Therefore, the supplier’s profit will 

be weakly greater when it decides to offer both inputs.  

Also, the higher the input quality, the better off the supplier is. Therefore, the supplier will use 

all information available to increase quality as much as possible. If the supplier gets information 

from both producers, it will use all of it to produce the input with the highest possible quality. 

Finally, the supplier can decide to offer only the high-quality input. In this case, at the very least 

one producer will drop from each of the two markets. As explained before, the producer that 

makes zero profit will prefer to leave the market altogether rather than pay any positive cost k . 

In this situation, one possibility is that both producers decide to leave the market, leaving the 

supplier with zero profit in that market. The other possibility is that only one producer leaves 

market i , giving the supplier profits equal to ii
iW  . In any case, the supplier gets higher profits 

when it provides both inputs in equilibrium. 

One could imagine that the supplier could sell the high-quality input at a discount k  to the 

producer that would drop from the market otherwise. This would allow the supplier to reap 

profits equal to [ (1 ) ]i
i i

i jW W k , potentially higher than the profit obtained by selling 

both inputs. This scheme would not work. The equilibrium would not change even if the supplier 

promised to give the producer a discount equal to the adoption cost. The reason is the incentives 
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for opportunistic behavior by the supplier (Williamson, 1979, 1985). After the producer incurred 

the sunk adoption cost, the bargaining phase would still be described as before, and payoffs 

would be described by (1) and (2). Since producers anticipate this opportunistic behavior, they 

would not be convinced to adopt in a market where they expected to get zero profit from the 

bargain.  

Decision to share knowledge. At this stage, both producers have to decide to share information 

or not with the supplier. They know that the supplier will use any information shared and that 

there will be two types of inputs if any information is shared. Moreover, both producers know 

that only one of them will adopt the high-quality input in either market. To determine the 

incentives to share information with the supplier, consider the decision of producer i  given the 

sharing decision made by producer j . Suppose that sharing this information would allow the 

supplier to increase quality to 0q
i iQ Q , inducing a gain of 0( , ) ( , )i i q i

i i i j i i jW W Q Q W Q Q  

for producer i .   

First, suppose that the increase in quality permitted by sharing information does not allow for 

condition (2) to be true; that is, suppose that producer i  will not adopt in market j i . In this 

case, firms would gain by sharing information that would produce any innovation such that 

condition (2) is met. Since each producer i  only has information about iQ  and the impact on 

input quality is independent across attributes, the information for all adopTable 2.innovation is 

shared to the supplier, leading to proposition 1. 

Proposition 1: Under nonintegration, every producer i  is willing to share information with the 

supplier as long as this information leads to an improved input that producer i  would adopt.  
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Before showing the equilibrium with integration, it is important to note what would be the 

efficient outcome in this model. If we sum the payoffs of all producers and the supplier, we 

obtain 1 1
1 2

1 2W W . This aggregated payoff shows that the efficient outcome is achieved when 

information is shared and used if  
i

i k
iW  . The deviations from the efficient amount of 

information are caused by supplier opportunism, and cannot be solved using a formal contract.  

2.3.3 Solution – Integration 

Now suppose that producer 1 integrates with the supplier. The game timing remains the same, 

but now there is an integrated firm playing the roles of both supplier and producer. Producer 2 

will buy the input from the integrated supplier. This arrangement of integrated firms selling 

inputs to the outside market is very common, as shown by Atalay, Hortaçsu, and Syverson 

(2014)14. 

Bargaining stage. The integration between producer 1 and the supplier means that, in the 

bargaining stage, the merged firm will appropriate all of the surplus in market 1. In the market 

composed of type 2 customers, the profits of the integrated firm are equal to the supplier’s profits 

in the nonintegrated case. The profit of the merged firm after the bargaining phase is now 

described by 

 1 2 2
1 2 11 2   [ (1 ) ]W W W . (2) 

In the bargaining stage, the profit for firm 2 will remain the same as before, that is 

 2 2
2 2 1(1 )( )W W . (2) 

                                                 
14 Besides, if the integrated firm decides to stop supplying producer 2, the result would follow immediately. In that 

case, producer 2 would leave the market and never share information. 
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Adoption of technology. In market 1, the integrated firm will adopt the innovation if the increase 

in customers’ willingness to pay caused by the high-quality input adoption satisfies condition (2). 

Note that the constraint for technology adoption is more relaxed than in the nonintegrated case 

(2). This means that the integrated firm will adopt innovations more often than the nonintegrated 

case. 

 1
1

1

k
W   (2) 

The situation is different in market 2, since the integrated firm may have an incentive to adopt 

the innovation even when condition (2) is not satisfied. The reason is that by increasing the 

quality of the product sold by producer 1 in market 2, the integrated firm attains a better position 

in the bargaining stage. The bargaining stage payoff (2) indicates that the integrated producer 1 

will adopt the innovation whenever condition (2) is satisfied. Different from the nonintegrated 

case, market 2 can experience technological innovation by producer 1. 

 2
1

2(1 )

k
W   (2) 

Producer 2 will have the same strategy as the nonintegrated case in terms of technology 

adoption. More specifically, given the adoption strategy of producer 1, producer 2 will adopt the 

innovation if condition (2) holds. 

 2
2

2(1 )

k
W   (2) 
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 Decision to use knowledge. The profit from the integrated firm (2) is increasing in j
iW  for all i  

and j . Consequently, all information available will be incorporated into its inputs. The supplier 

will produce only the highest possible quality input if conditions (2), (2), and (2) hold. If any of 

those conditions fails, the supplier will produce both types of inputs. This is because if condition 

(2) or (2) fails, the integrated firm would itself prefer to use the standard input. If condition (2) 

fails, producer 2 prefers to leave the market, decreasing the total amount of surplus exceeding 

2
1W  to be divided.   

Decision to share knowledge. Producer 1 decides to share knowledge for the same reasons 

explained in the nonintegrated case. In particular, producer 1 shares information whenever it 

would be profiTable 2.to adopt it, that is, under conditions (2) and (2). The nonintegrated 

producer 2, however, realizes that disseminating its knowledge can generate increased 

competition in market 2 caused by the adoption of the technology by the integrated producer 1. 

Any information that leads to an increment in 2
1W  such that producer 1 decides to adopt the 

resulting innovation will invariably increase competition in market 2. 

If producer 2 could, it would give out knowledge with the condition that it could be applied only 

to the input sold to itself. This contract would be hard to enforce since the integrated supplier has 

the incentive to produce high-quality inputs for its own producer 1 as well. Contract and threat of 

legal action are not enough to stop firms from disseminating information about innovation. A 

survey of R&D managers (Cohen, Nelson, and Walsh, 2000) shows that patents are viewed at 

best as a flawed mechanism to protect intellectual property. 
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Therefore, producer 2 needs to be careful when it owns information that would induce an 

innovation adopTable 2.by the integrated firm in market 2. Producer 2 will share information if it 

generates an adopTable 2.input (2) and such that the benefit for firm 2 is big enough to overcome 

the loss from the increased competition caused by producer 1’s adoption (2). 

 2 2
2 1W W   (2) 

In contrast, the nonintegrated case only required condition (2) for disclosure. The area where 

information will not be shared with the supplier because of the vertical integration between the 

supplier and firm 1 is depicted in Figure 2.2.2. Area BCE in Figure 2.2 illustrates the region 

where producer 2 would have shared information in the nonintegrated case but does not share 

information in the integrated case. In contrast, area ACDF corresponds to events where producer 

1 chooses to share information because of the integration. 

Proposition 2: Under integration, the integrated producer i  is willing to share information with 

the supplier as long as this information leads to an input that the producer would choose to 

adopt—in other words, any information that would change customers’ willingness to pay by at 

least 
i

k
 in market i  or  

(1 )j

k
 in market j .  

The nonintegrated producer j  shares information only when this disclosure induces an 

innovation that changes customers’ willingness to pay such that 
(1 )

j
j

j

k
W  and 

j j
j iW W .   
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Proposition 2 says that, under integration, the integrated producer shares information more often 

than under nonintegration. On the other hand, the nonintegrated producer shares information less 

often. The total impact on input innovation will depend on the information producers have and 

how it translates into changes in willingness to pay in each market. 

2.4 Empirical evidence 

The theory presented here makes two main predictions. First, the model shows that the integrated 

firm increases information transfer within the firm. Second, other producers in the market share 

less information with the supplier once it becomes vertically integrated. The first prediction is 

hard to test empirically, since observing information transfer within firms is hard. However, we 

can test the second prediction by using patents to proxy for information transfer between firms. 

With this purpose in mind, I use the time lag between the application date of the citing patents 

and the application date of the cited patents to measure the speed of information transfer between 

firms (Oxley and Wada, 2009).  

While patents are public rather than private information, the speed of diffusion depends on 

private information transmitted by the patent holders. First, firms filing patents have incentives 

to disclose the minimum amount of information required to get the patent granted. Therefore, 

receiving extra information about the patent from the filing firm helps the citing firm to 

understand better the patent, a critical step in applying the information contained there to other 

patents. Second, there are many patents being granted at any point in time. Because of limits in 

attention, a firm might not be aware of all available patents, and thus information from the patent 

holder can alert the firm of that information. Finally, the measure of time lag uses application 

dates and not granted dates. Therefore, a firm that has information from the patent holder might 
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be able to know about a patent that has not been released to the public yet. This prerelease 

information shortens the period for a firm to understand the patent and put the information 

contained there to use. For those three reasons, suppliers that receive information directly from 

producers will be faster at recognizing and using that information for their own innovations, 

decreasing the average lag of the citation. This leads to the following hypothesis: 

Hypothesis: Once the supplier integrates with a producer, the speed of technology transfer 

between the supplier and other producers decreases. 

2.4.1 Data 

To test the hypothesis, I gathered information about buyer firms and the firms that were targets 

of M&A operations. The set of buyers and targets comes from the merger and acquisitions data 

from the S&P Capital IQ database. This dataset shows all mergers and acquisitions from 

companies and their subsidiaries since 199815. The sample consists of large firms in Information, 

Capital Goods, and Chemicals16. The reason for the choice of industries is that those firms 

generally use patents to protect their innovation. 

Since the dataset does not show actual suppliers, I look at target firms and classify them as 

belonging or not to an upstream industry of the buyer’s industry. To achieve that, I link both 

buyer and target firms to the LexisNexis database to get each firm’s primary and secondary17 

NAICS codes. I then use the Bureau of Economic Analysis Input-Output direct requirements 

Table 2.from 2007 to indicate if the target firm belongs in an upstream industry from the point of 

                                                 
15 In North America. The database tracks European M&A since 2001, but selected deals are available before that. 
16 It includes the 1,200 biggest firms in Information, 729 biggest firms in Capital Goods, and 256 biggest firms in 

Chemicals. 
17 Up to five secondary NAICS codes were used. 
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view of the buyer firm. The direct requirements Table 2.measures the dollar amount of the input 

from each industry required to produce one dollar’s worth of output.  

To classify industries as belonging to an upstream industry or not, we need to agree on a 

threshold that separates upstream industries from non-upstream industries. Following the 

literature (Atalay et al., 2014), I considered all industries that supply at least 1 percent to the final 

product to be in the producer’s upstream. Results with different thresholds are also reported.  

The product of those three data sets identifies which targets are in the upstream of the buying 

companies and what the date of the integration is. To identify the buyer’s competitors, I used the 

“quick competitors” list from S&P, which shows up to 10 pre-selected firms comparable to the 

buyer firm. Finally, in order to measure information flows, I aggregated information from the 

USPTO patent database.  

All database linkages involved fuzzy matching of firms’ names, with manual verification of the 

possible matches. I excluded design patents and patents that were applied for before or after 10 

years of the acquisition date. The reason for the exclusion of data that is too distant from the 

acquisition is that firms can change their product mix with time, creating noise. In any case, 

regressions’ results are robust to the inclusion of citations beyond the 10-year period. This 

procedure yielded 287 firms that acquired at least one of 572 targets, from 1998 to 2017. In total, 

those targets applied for 32,935 patents in the period from 1989 to 2016. Those patents cite 

185,016 different patents.  From those patents, 5,912 patents were issued by one of the buyer’s 

competitors. 
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2.4.2 Method 

The unit of observation is a citation i  at date t  by a target firm f  that gets eventually acquired 

by buyer b . The equation for the basic model is: 

itfb t t i i it t i

itfb t f b itfb

TimeLag Acquired Cite Competitor Acquired Cite Competitor

Controls

  

   

   

    
 

Dependent variable. The dependent variable is the time lag between the application date of the 

patent by the target of the M&A and the application date of the cited patents. If firms receive 

information from the owners of the cited patents, we should expect that it would take less time 

for the citing firm to identify and understand that information. This should lead target firms to 

use more recent information in their patents, decreasing the lag between the patent’s application 

date and the cited patents’ application date. 

Independent variables. The dummy Acquired gets value equal to one if the citations are made by 

a patent whose application date is later that the announcement of the M&A. Note that I’m using 

the date of the M&A announcement as the date of acquisition. While not technically correct, the 

announcement date is the relevant date because, from that date on, all the competitors become 

aware of the likely integration and thus can act as if the target were already acquired. It is 

possible, however, that competitors know about the impending acquisition before the 

announcement date, since they all live in the same market, and probably share many connections 

through employees. This fact makes the determination of a hard “treatment” date impossible. 

Compounding the fuzziness problem, there is a nontrivial delay between the discovery of an 

innovation and its application.  
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When a firm applies for a patent, it needs to disclose all prior knowledge that is relevant to that 

patent application. Failure to do so can cause the patent to be deemed invalid, and so there is a 

strong incentive for firms to cite all the known previous knowledge accurately.  

The variable Cite Competitor is a dummy that specifies when one of these citations refers to a 

patent originally filed by a competitor of the buying firm. Since the hypothesis investigates 

information transfers from the buyer’s competitors to the acquired target, this paper focuses on 

those citations. In other words, the treatment variable is Acquired while the treated group is 

identified by the dummy Cite Competitor.  

Control variables. One of the confounding factors is the change in the patenting and citing 

behavior of the target firm. For this reason, the regression needs to control for characteristics of 

citing and cited patents. For citation characteristics, Num Claims counts the number of claims of 

every cited patent, a measure of patent broadness. Num Cit is the count of citations that refer to 

that specific patent, a measure of the cited patent’s innovativeness. Mean Lag is the average lag 

over all patents that also cite that specific patent, and it is meant to capture the speed that such 

citation usually diffuses. For the citing patents, the estimations control for Num Claims, the 

number of claims of the citing patent, and Num Cit made is the count of citations made by the 

patent. Finally, daysafterbuy and SQRdaysafterbuy are the difference between the announcement 

date of the M&A and the application date for the patent, and its square, respectively. 

2.5 Results 
The summary statistics are presented in Table 2.1. The mean time lag is over 10 years, showing 

that patents heavily cite old knowledge. About 37 percent of the citations in the data are made 

after the targets are acquired, and 5 percent of the citations refer to a buyer’s competitor. 
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The raw data showing the time lag for competitors’ citations is plotted using a lowess smoothing 

in Figure 2.3. The vertical axis represents the time lag for citations made to competitors’ patents, 

while the horizontal axis shows the days after the announcement of the M&A. The red vertical 

line marks one year after the M&A announcement date. From this graph, we can see that the 

citations’ lag difference between upstream firms versus non-upstream firms up to one year after 

the M&A announcement is small. After that, however, the time lag for upstream firms increases 

much faster than that for non-upstream firms. This pattern suggests that the hypothesis that 

competitors retain information from integrated upstream firms is true. The fact that the 

divergence in time lag occurs only after one year from the announcement date is not surprising 

since the impact of a lack of information should take time to be captured by patent applications. 

The same conclusions can be drawn by Figure 2.4, which shows linear predictions and their 95 

percent confidence intervals for averaged data before and after the announcement of the M&A. 

Each dark (light) point on this graph is built by dividing citations into 120-day buckets and 

averaging out the time lags of all upstream (non-upstream) firms.  

Both pictures tell the same history: firms that are in the upstream of their buyers see the time lag 

of citations increase after the announcement of the M&A, even when we compare them to 

acquired firms that are not in the upstream. However, neither of these pictures controls for 

confounding factors such as firm-specific unobservable characteristics. To further our 

understanding about the impact of supplier acquisition on citation lag, I regressed time lag on 

Acquisition and Cite Competitor, controlling for target, year of citing patent, and buyer fixed 

effects. Also, standard errors are clustered at the citing firm level, to correct for correlation of the 

error terms among citations of the same firm (Bertrand, Duflo, and Mullainathan, 2004). The 
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results of those regressions for the set of firms that are in the upstream of the buyer firm are in 

Table 2.2. Columns 1 through 8 correspond to different thresholds of vertical integration, ranging 

from 1 percent up to 8 percent of the M&A target’s industry participation in the total final 

product. 

Table 2.2 shows the effect of acquisition on the target’s citations of competitors’ patents. The 

positive and significant coefficient of the interaction between acquired and cite competitor 

suggests that, after acquisition, targets that are in the upstream cite older competitors’ patents. 

This evidence corroborates the hypothesis and agrees with the visual inspection of the data, but it 

is not enough. It is possible that any acquisition leads to an increase in the time lag for citations 

of competitors’ patents, while the hypothesis specifies that we should observe higher lags for 

targets in the buyer’s upstream. To check this possibility, I ran the same specification for firms 

that get acquired but are not in the upstream of the buyer firm. Results for those regressions are 

in Table 2.3, where different columns show results for different upstream thresholds. Different 

from the results for upstream firms, the coefficient of the cross product between Acquired and 

Cite Competitor is not significant in all upstream definitions. Table 2.3 shows that mere 

acquisition is not enough to increase the time lag for citations of competitors’ patents. 

It is possible that, after acquisition, targets in the upstream will start to pursue different patents, 

affecting the characteristics of patent citations. To control for that, I add variables proxying for 

the characteristics of citing and cited patents. Results for those checks are shown in Tables 4 and 

5. Table 2.4 contains the results for the subset of targets that are in the upstream. As before, firms 

in the upstream tend to cite older competitors’ patents after getting acquired. In Table 2.4, 

citations to competitors’ patents before acquisition are actually newer than other citations. The 
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faster technology transfer from the downstream industry is expected since upstream firms should 

be paying close attention to technologies developed by their possible customers. As for control 

variables, citations that have narrower scope (proxied by the number of claims) and higher mean 

lag tend to be cited later on. The positive coefficient for daysafterbuy just means that as time 

goes by, older patents are cited. As before, Table 2.5 shows no significant delays for citations to 

competitors’ patents after acquisition for the subset of targets that are not in the buyer’s 

upstream. The coefficient for citations to competitors’ patents before acquisition is now positive, 

although not very precise. The only other noteworthy change is that, in this subset, patents with 

narrower scope tend to cite older patents. 

The direction and significance of the main results remain unchanged. Note that both Table 2.4 

and Table 2.5 show relative stability of the coefficient values for the control variables across 

different upstream thresholds. This result gives confidence that the effects found are not 

dependent on the definition of upstream adopted. 

Finally, I determine if the difference in citations’ lag after acquisitions between upstream and 

non-upstream is statistically significant. In other words, I compute the triple difference 

coefficient, as shown in Table 2.6. All triple interactions are positive and significant, 

corroborating the hypothesis. 

To further control for changes in patenting behavior, I run the triple differences adding fixed 

effects for the first International Patent Classification class that shows up in the citing patent. By 

using the patent class (Main class), I further control for the types of patents that the targets 

applied for. There are 411 unique patent classes in the dataset, suggesting that the patent 

classification is reasonably fine. The side effect of using patent classifications is that the universe 
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of observation with class information drops to 498,167. The regressions incorporating 

classification fixed effects are presented in Table 2.7, showing results that support the paper’s 

hypothesis. 

A key assumption of differences in differences models is the parallel trends hypothesis. One way 

to test this hypothesis is to run a leads and lags model (Angrist and Pischke, 2008). The result of 

the leads and lags interaction in the triple difference model is displayed in Figure 2.6. Before the 

acquisition, differences in time lag between upstream and non-upstream firms are mostly not 

significant. Two years after acquisition, citation lags for upstream firms surpass lags for non-

upstream firms in most of the years. 

Another way to test the assumptions of the differences in differences model is to include firm 

specific time trends (Angrist and Pischke, 2008). The result of the addition of the interaction 

between years after acquisition and citing firm dummies is presented in Table 2.8. Except for the 

most stringent definition of upstream18, all equations exhibit a positive triple interaction term. 

Still, it is possible that newly acquired upstream firms do not change their patenting behavior, 

but rather their citations behavior for equivalent patents. If that is true, we should not observe 

changes in lags of citations added by the examiners or other third parties. Table 2.8 shows the 

regressions using only the citations not added by the patent applicant. The results show that 

citations to competitors after acquisition added by other agents also exhibit higher lag.  

Finally, if the increase in lag is generated exclusively by citations added by agents other than the 

applicant, we might be suspicious that the mechanism that results in higher lags does depend on 

                                                 
18 That is, the definition where upstream industries are the ones that contribute with at least 8 percent of the total 

output. 
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the patent applicant. Table 2.9 runs the same regression as Table 2.8, but now only includes 

citations added by the patent applicant. Again, the triple difference coefficient is positive in all 

specifications, except for the most restrictive definition of upstream industry. 

Although some alternative explanations are not supported by the data, the results are not causal. 

The targets were not acquired randomly, so it is possible that some unobserved characteristic that 

evolves over time can be causing the results. While these results do not show causality, they are 

a robust indication that acquired upstream firms cite older competitors’ patents, as predicted by 

the theory. This fact offers support to the theoretical model presented, increasing the confidence 

in its applicability to the real world. 

2.6 Conclusion 

The model proposed here identifies how vertical integration affects the information flow between 

producers and suppliers. In doing that, it also presents a step towards a general equilibrium 

theory of the firm by taking into account the response of other agents to vertical integration. 

Disintegrated industries allow firms to tap into the information from competitors more easily. 

Integration, on the other hand, enables the integrated firm to reap the full benefits of the target’s 

knowledge, but often at the expense of competitors’ knowledge. The optimal market structure 

depends on characteristics of the demand and technology, in addition to the balance between the 

importance of a particular producer’s information and the information from competitors. 

 Viewing integration decisions under the light of knowledge flows allows us to better advise 

managers about the benefits and pitfalls of integrated and disintegrated structures. The main 

benefit of using markets to acquire inputs is the access to a wide variety of informational 
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sources. The benefit of the wisdom of the crowds is well known (Clemen and Winkler, 1986; 

Page, 2008; Palm and Zellner, 1992) and can be an important source of uncertainty mitigation, 

especially when managers face a highly uncertain environment. This can help explain why 

integrated firms can be perceived as slow movers in dynamic markets. As Michael Dell said 

(Magretta, 1998), “With vertical integration, you can be an efficient producer – as long as the 

world is not changing very much.” 

In summary, managers need to weigh how important various sources of information are when 

deciding to integrate vertically. If input quality depends crucially on the knowledge generated by 

all market participants, the market solution is optimal. Conversely, if one producer has better 

information, the market solution might be providing too little incentive for that producer to share 

it. 

The results help to explain a series of empirical facts that the literature has identified so far. First, 

it sheds light on why some firms remain integrated while others move toward disintegration 

(Argyres and Bigelow, 2010; Helfat and Campo-Rembado, 2016; Kapoor, 2013; Kapoor and 

Adner, 2012). The integrated firm suffers when it cannot take advantage of the informational 

synergies caused by the integration. Firms then disintegrate to take advantage of competitors’ 

information, since using markets induces competitors to share information. Firms that keep the 

integrated structure need to have an informational advantage from the interface input/final 

product to balance the loss of information from competitors. This is consistent with the empirical 

finding that integrated firms have a bigger emphasis on systemic innovations (Kapoor, 2013). 

The problem of why incumbent firms sometimes fail to adopt new technologies (Dosi, 1982; 

Henderson and Clark, 1990; Utterback and Acee, 2005) can also benefit from the intuition built 
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from this model. Here, the wrong choice of organizational structure can decrease the quantity or 

quality of the information received by incumbents. Integrated incumbents will be isolated from 

the flow of information and, unless they are able to anticipate market movements by themselves, 

they will have an informational disadvantage. Managers can overestimate the integrated firm’s 

capacity for producing knowledge, or underestimate the usefulness of competitors’ information, 

leading to an unwelcomed integration. Also, managers can pay too little attention to how to 

correctly incentivize individuals to share information within the firm, leading to inefficient 

hoarding of information (Pierce, 2012) even if the firm as a whole would benefit from it. 

Alternatively, managers could fail to integrate when this structure would produce more 

information. In any case, the wrong vertical structure of the cluster of producers and suppliers 

could result in a knowledge deficiency, leading to failures in discerning useful innovations.  

Finally, the model shows how internal organization can influence firm capabilities, responding to 

a call to integrate those two concepts (Argyres et al., 2012). The way a firm organizes changes 

the flow of information from market participants to the firm. This difference in information flow 

can cause a difference in the firm’s knowledge set and end up shaping future firm capabilities.  
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Figure 2.1: Timing of the game 

 

 

 

Figure 2.2: Cooperative Game 

Information Innovation Adoption Bargaining Stages: 

Players: Producers Supplier Producers All 
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Figure 2.3: Producer 2’s information loss on market 2 with integration 
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Figure 2.4: Competitor’s patents citation lag 

 

 

Note. This graph represents the raw data using the lowess smoother with bandwidth 0.4. The vertical line to the right of zero 

marks one year after the M&A announcement. Firms are classified as being in the upstream if target’s industry supplies at least 

one percent of the total output for the buyer’s industry according to the IO tables provided by the Bureau of Economic Analysis. 

Results with other thresholds for upstream classification and different bandwidth values are in the Appendix. 
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Figure 2.5: Piecewise linear regression of the citation lag of competitors’ patents 

 

 

Note. Every point is constructed by discretizing the days after announcement into intervals of 120 days and then averaging out all 

the citation lags within the interval. Firms are classified as being in the upstream if target’s industry supplies at least one percent 

of the total output for the buyer’s industry according to the IO tables provided by the Bureau of Economic Analysis. Results with 

other thresholds for upstream classification and different interval lengths and are shown in the Appendix.   
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Figure 2.6: Leads and lags, triple difference. 

 

Note Firms are classified as being in the upstream if target’s industry supplies at least one percent of the total output for the 

buyer’s industry according to the IO tables provided by the Bureau of Economic Analysis. Results with other thresholds for 

upstream classification and different interval lengths and are shown in the Appendix.   
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Table 2.1: Summary statistics 

 (1) (2) (3) (4) (5) 

VARIABLES N mean sd min max 

      

Time Lag 649,593 4,109 2,647 0 15,721 

Cite Competitor 649,593 0.0538 0.226 0 1 

Num Claims (citation) 649,592 20.26 17.40 1 868 

Mean Lag (citation) 649,593 3,654 1,872 0 14,534 

NumCit (citation) 649,593 96.90 147.0 1 3,603 

Num Claims (citing) 649,593 21.46 13.98 1 299 

NumCit made (citing) 649,593 176.8 256.7 1 1,179 

daysafterbuy 649,593 -645.1 1,991 -3,650 3,650 

Acquired 649,593 0.370 0.483 0 1 

SQRdaysafterbuy 649,593 4.380e+06 3.835e+06 0 1.332e+07 

      
 

 

Table 2.2: Effect of acquisition on competitors’ patents citation lag; citing firm is on 

buyer’s upstream. Regression without controls. 

 (1) (2) (3) (4) (5) (6) (7) (8) 

VARIABLES Upstream 

1 

Upstream 

2 

Upstream 

3 

Upstream 

4 

Upstream 

5 

Upstream 

6 

Upstream 

7 

Upstream 

8 

         

Acquired -61.92 -90.66 -100.2 -76.06 -206.3 -228.9 -284.5 -205.1* 

 (126.3) (135.9) (142.3) (151.8) (139.6) (152.9) (194.0) (110.3) 

Cite Competitor 74.80 73.69 75.49 118.8 109.5 104.1 203.2 695.3*** 

 (121.9) (122.1) (122.8) (127.5) (126.2) (126.6) (169.9) (136.8) 

Acquired * Cite 

Competitor 

1,505*** 1,519*** 1,523*** 1,466*** 1,486*** 1,496*** 1,399*** 892.8*** 

 (122.9) (121.8) (122.7) (126.3) (125.7) (125.6) (173.6) (99.53) 

         

Target FE YES YES YES YES YES YES YES YES 

Citing year FE YES YES YES YES YES YES YES YES 

Buyer FE YES YES YES YES YES YES YES YES 

Observations 351,712 339,388 329,237 270,172 247,809 235,711 190,377 100,018 

R-squared 0.153 0.149 0.145 0.167 0.162 0.158 0.149 0.125 

Notes. The dependent variable is the difference in application dates between the 

citing and the cited patents. Each column represents a different threshold to determine 

which targets are in the upstream. Clustered standard errors at the citing firm level in 

parentheses. 

*** p<0.01, ** p<0.05, * p<0.1 
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Table 2.3: Effect of acquisition on competitors’ patents citation lag; citing firm is not on 

buyer’s upstream. Regression without controls. 

 (1) (2) (3) (4) (5) (6) (7) (8) 

VARIABLES Upstream 

1 

Upstream 

2 

Upstream 

3 

Upstream 

4 

Upstream 

5 

Upstream 

6 

Upstream 

7 

Upstream 

8 

         

Acquired 125.8 132.5 140.3 99.07 116.5 119.3 140.3 31.80 

 (114.7) (108.0) (106.2) (106.1) (99.15) (94.49) (92.47) (120.0) 

Cite Competitor 51.01 48.79 39.44 -58.01 -52.99 -46.31 -124.0 33.45 

 (287.7) (285.5) (282.2) (295.5) (278.6) (273.8) (229.0) (118.4) 

Acquired * Cite 

Competitor 

138.7 107.8 136.2 235.6 381.4 380.9 445.7 259.0 

 (385.6) (374.7) (364.9) (364.4) (337.9) (331.8) (295.3) (257.2) 

         

Target FE YES YES YES YES YES YES YES YES 

Citing year FE YES YES YES YES YES YES YES YES 

Buyer FE YES YES YES YES YES YES YES YES 

Observations 297,875 310,199 320,350 379,415 401,778 413,876 459,210 549,568 

R-squared 0.221 0.222 0.223 0.199 0.200 0.200 0.199 0.195 

Notes. The dependent variable is the difference in application dates between the 

citing and the cited patents. Each column represents a different threshold to 

determine which targets are in the upstream. Clustered standard errors at the citing 

firm level in parentheses. 

*** p<0.01, ** p<0.05, * p<0.1 
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Table 2.4: Effect of acquisition on competitors’ patents citation lag; citing firm is on 

buyer’s upstream. 

 (1) (2) (3) (4) (5) (6) (7) (8) (9) 

VARIABLES Upstream 

1 

Upstream 

1 

Upstream 

2 

Upstream 

3 

Upstream 

4 

Upstream 

5 

Upstream 

6 

Upstream 

7 

Upstream 

8 

          

Acquired  -108.8* -108.6 -112.7 -105.1 -87.24 -55.00 -58.11 -16.25 

  (63.30) (66.67) (69.16) (76.61) (88.44) (95.19) (117) (120.9) 

Cite Competitor  -53.56** -53.23** -54.36** -58.23** -60.32** -659** -74.00*** -125.5 

  (26.10) (25.82) (25.43) (24.34) (25.06) (24.10) (18.93) (135.6) 

Acquired * Cite 

Competitor 

 383.2*** 392.2*** 392.5*** 384.5*** 370.0*** 367.8*** 374.1*** 430.8*** 

  (48.53) (44.32) (45.43) (46.43) (40.54) (38.62) (30.40) (105.0) 

Num Claims 

(citation) 

-

3.012*** 

-

2.778*** 

-

2.646*** 

-

2.546*** 

-

2.774*** 

-

2.718*** 

-2.501** -2.150** -904 

 (0.685) (0.759) (0.756) (0.767) (0.892) (0.951) (0.942) (0.819) (155) 

Mean Lag 

(citation) 

1.187*** 1.185*** 1.181*** 1.181*** 1.199*** 1.197*** 1.196*** 1.191*** 1.189*** 

 (0.0170) (0.0172) (0.0167) (0.0171) (0.0179) (0.0191) (0.0199) (0.0194) (0.0264) 

NumCit (citation) 0.0796 -0.00742 -0.0164 -

0.000500 

-0.0693 0.193 0.246 0.356 0.237* 

 (0.315) (0.283) (0.288) (0.294) (0.307) (0.277) (0.286) (0.312) (0.117) 

Num Claims 

(citing) 

-0.965 -0.886 -0.617 -0.696 -0.996 -0.662 -0.589 -2.310** -260*** 

 (061) (057) (047) (110) (425) (470) (551) (010) (0.386) 

NumCit made 

(citing) 

0.00952 -0.0229 -0.0256 -0.0350 -0.117 -0.126 -0.139 -0.0656 0.230*** 

 (0.237) (0.223) (0.221) (0.224) (0.319) (0.342) (0.353) (0.323) (0.0185) 

daysafterbuy 0.728*** 0.752*** 0.765*** 0.760*** 0.704*** 0.743*** 0.751*** 0.746*** 0.794*** 

 (0.0756) (0.0802) (0.0797) (0.0810) (0.0896) (0.0861) (0.0883) (0.0968) (0.0454) 

SQRdaysafterbuy 6.55e-06 8.26e-06 8.62e-06 8.71e-06 1.42e-05* 1.74e-

05** 

1.79e-

05** 

2.18e-

05*** 

41e-05 

 (8.08e-

06) 

(7.94e-

06) 

(7.94e-

06) 

(8.12e-

06) 

(7.34e-

06) 

(7.25e-

06) 

(7.00e-

06) 

(5.23e-

06) 

(48e-05) 

          

Target FE YES YES YES YES YES YES YES YES YES 

Citing year FE YES YES YES YES YES YES YES YES YES 

Buyer FE YES YES YES YES YES YES YES YES YES 

Observations 351,712 351,712 339,388 329,237 270,172 247,809 235,711 190,377 100,018 

R-squared 0.854 0.855 0.858 0.859 0.837 0.845 0.846 0.852 0.898 

Notes. The dependent variable is the difference in application dates between the citing and the cited 

patents. Each column represents a different threshold to determine which targets are in the 

upstream. Clustered standard errors at the citing firm level in parentheses. 

   *** p<0.01, ** p<0.05, * p<0.1 

 

 

 

 



104 

 

 

Table 2.5: Effect of acquisition on competitors’ patents citation lag; citing firm is not on 

buyer’s upstream. 

 (1) (2) (3) (4) (5) (6) (7) (8) (9) 

VARIABLES Upstream 

1 

Upstream 

1 

Upstream 

2 

Upstream 

3 

Upstream 

4 

Upstream 

5 

Upstream 

6 

Upstream 

7 

Upstream 

8 

          

Acquired  65.65 57.25 57.01 47.58 37.83 33.69 551 63.03 

  (84.18) (80.72) (78.95) (76.73) (72.49) (70.00) (67.60) (67.28) 

Cite Competitor  145.6* 142.5* 140.8* 135.7* 133.2* 136.4** 127.3** 20.50 

  (75.87) (75.35) (74.76) (75.15) (719) (69.43) (57.22) (60.08) 

Acquired * Cite 

Competitor 

 28.18 12.14 30.55 398 -4.993 -6.999 3.691 105.5 

  (152.5) (149.3) (143.6) (144.6) (143.0) (140.8) (134.9) (133.9) 

Num Claims 

(citation) 

-

4.823*** 

-

4.802*** 

-

4.858*** 

-

4.862*** 

-

4.409*** 

-

4.381*** 

-

4.464*** 

-

4.512*** 

-

4.092*** 

 (0.866) (0.878) (0.854) (0.820) (0.807) (0.796) (0.787) (0.778) (0.665) 

Mean Lag (citation) 1.234*** 1.234*** 1.236*** 1.235*** 1.211*** 1.211*** 1.211*** 1.212*** 1.210*** 

 (0.0195) (0.0195) (0.0188) (0.0183) (0.0233) (0.0222) (0.0215) (0.0207) (0.0176) 

NumCit (citation) -0.334 -0.335 -0.317 -0.328 -0.253 -0.370* -0.385* -0.398* -0.250 

 (0.259) (0.257) (0.251) (0.248) (0.242) (0.222) (0.218) (0.208) (0.223) 

Num Claims 

(citing) 

-

2.958*** 

-

2.930*** 

-

3.060*** 

-

2.927*** 

-

2.482*** 

-

2.613*** 

-

2.641*** 

-2.062** -

2.264*** 

 (0.806) (0.815) (0.792) (0.769) (0.757) (0.730) (0.722) (0.811) (0.794) 

NumCit made 

(citing) 

0.299 0.288 0.302 0.317 0.169 0.166 0.175 0.0987 -0.106 

 (0.244) (0.245) (0.245) (0.243) (0.151) (0.147) (0.149) (0.167) (0.233) 

daysafterbuy 0.605*** 0.594*** 0.585*** 0.593*** 0.624*** 0.611*** 0.604*** 0.623*** 0.629*** 

 (0.0782) (0.0771) (0.0752) (0.0738) (0.0682) (0.0664) (0.0650) (0.0610) (0.0710) 

SQRdaysafterbuy -1.32e-05 -1.39e-05 -1.35e-05 -1.28e-05 -1.62e-05 -1.53e-

05* 

-1.51e-

05* 

-1.37e-05 -1.16e-05 

 (11e-05) (09e-05) (05e-05) (02e-05) (9.98e-

06) 

(9.15e-

06) 

(9.06e-

06) 

(9.11e-

06) 

(8.75e-

06) 

          

Target FE YES YES YES YES YES YES YES YES YES 

Citing year FE YES YES YES YES YES YES YES YES YES 

Buyer FE YES YES YES YES YES YES YES YES YES 

Observations 297,874 297,874 310,198 320,349 379,414 401,777 413,875 459,209 549,567 

R-squared 0.827 0.827 0.826 0.826 0.845 0.840 0.840 0.838 0.833 

Notes. The dependent variable is the difference in application dates between the citing and the cited 

patents. Each column represents a different threshold to determine which targets are in the 

upstream. Clustered standard errors at the citing firm level in parentheses. 

   *** p<0.01, ** p<0.05, * p<0.1 
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Table 2.6: Effect of acquisition on competitors’ patents citation lag; triple difference. 

 (1) (2) (3) (4) (5) (6) (7) (8) 

VARIABLES Upstream 

1 

Upstream 

2 

Upstream 

3 

Upstream 

4 

Upstream 

5 

Upstream 

6 

Upstream 

7 

Upstream 

8 

         

Acquired 31.97 27.20 23.81 24.05 5.496 0.883 -8.503 -14.66 

 (102.6) (98.14) (95.88) (94.76) (91.72) (89.28) (86.24) (83.77) 

Cite Competitor 142.3* 139.3* 137.4* 132.5* 128.6* 131.9* 122.8** 19.46 

 (78.64) (78.40) (77.70) (75.37) (71.47) (69.81) (57.65) (60.41) 

Acquired * Cite 

Competitor 

21.37 6.273 25.10 29.92 -7.131 -8.695 6.748 110.0 

 (161.1) (157.3) (150.7) (149.9) (146.0) (143.8) (137.9) (135.6) 

Acquired * Upstream -113.5 -110.9 -107.5 -112.8 -47.15 -27.18 35.00 75.09 

 (142.7) (146) (149) (142) (142.8) (149.4) (146.5) (155.5) 

Cite Competitor * 

Upstream 

-194.2** -191** -189.5** -186.9** -182.3** -187.2** -194.8*** -169.0 

 (83.56) (83.33) (82.54) (80.08) (76.19) (74.22) (59.95) (113.4) 

Acquired * Cite 

Competitor * Upstream 

334.0* 352.1** 332.3** 329.9** 373.9** 377.0** 376.1** 350.1** 

 (175.5) (173) (165.1) (163.6) (160.1) (157.4) (150.1) (153.3) 

         

Target FE YES YES YES YES YES YES YES YES 

Citing year FE YES YES YES YES YES YES YES YES 

Buyer FE YES YES YES YES YES YES YES YES 

Observations 649,586 649,586 649,586 649,586 649,586 649,586 649,586 649,586 

R-squared 0.841 0.841 0.841 0.841 0.841 0.841 0.841 0.841 

Notes. The dependent variable is the difference in application dates between the citing and the cited 

patents. All controls in tables 4 and 5 are also taken into consideration, but not shown. Each column 

represents a different threshold to determine which targets are in the upstream. Clustered standard 

errors at the citing firm level in parentheses. 

   *** p<0.01, ** p<0.05, * p<0.1 
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Table 2.7: Effect of acquisition on competitors’ patents citation lag; triple difference. 

Patent classification fixed effect. 

 (1) (2) (3) (4) (5) (6) (7) (8) 

VARIABLES Upstream 

1 

Upstream 

2 

Upstream 

3 

Upstream 

4 

Upstream 

5 

Upstream 

6 

Upstream 

7 

Upstream 

8 

         

Acquired 2.586 -2.249 -5.654 -9.738 -26.69 -27.58 -35.61 -35.66 

 (102.8) (97.03) (94.76) (94.07) (88.10) (85.89) (865) (79.96) 

Cite Competitor 110.9 107.7 107.2 102.2 95.96 102.4 92.40* 577 

 (73.31) (73.18) (72.25) (70.17) (66.07) (64.24) (519) (38.79) 

Acquired * Cite 

Competitor 

-58.90 -69.82 -59.72 -53.78 -80.24 -968 -68.17 -24.28 

 (93.27) (89.85) (88.72) (87.72) (926) (90.84) (85.34) (83.06) 

 (76.20) (75.96) (75.07) (73.10) (69.18) (66.99) (55.06) (129.1) 

Acquired * Cite 

Competitor * Upstream 

365.9*** 379.1*** 368.7*** 361*** 390.4*** 405.9*** 385.8*** 465.0*** 

 (105.2) (100.8) (99.53) (97.50) (109) (101) (96.25) (137.8) 

         

Target FE YES YES YES YES YES YES YES YES 

Citing year FE YES YES YES YES YES YES YES YES 

Buyer FE YES YES YES YES YES YES YES YES 

Main class YES YES YES YES YES YES YES YES 

Observations 498,167 498,167 498,167 498,167 498,167 498,167 498,167 498,167 

R-squared 0.841 0.841 0.841 0.841 0.841 0.841 0.841 0.841 

Notes. The dependent variable is the difference in application dates between the citing and the cited 

patents. All controls in tables 4 and 5 are also taken into consideration, but not shown. Each column 

represents a different threshold to determine which targets are in the upstream. Clustered standard 

errors at the citing firm level in parentheses. 

   *** p<0.01, ** p<0.05, * p<0.1 
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Table 2.8: Effect of acquisition on competitors’ patents citation lag; triple difference. Firm 

specific time trends. 

 

 (1) (2) (3) (4) (5) (6) (7) (8) 

VARIABLES Upstream 

1 

Upstream 

2 

Upstream 

3 

Upstream 

4 

Upstream 

5 

Upstream 

6 

Upstream 

7 

Upstream 

8 

         

Acquired -21.34 -28.28 -24.05 -27.80 -22.56 -26.00 -18.59 -23.02 

 (36.92) (36.29) (36.55) (36.97) (34.75) (34.51) (33.93) (33.19) 

Cite Competitor 148.3* 144.6* 144.1* 138.6* 130.5* 133.0* 117.1* 17.13 

 (81.05) (81.22) (80.27) (78.09) (75.21) (73.58) (62.63) (59.29) 

Acquired * Cite 

Competitor 

-29.41 -40.99 -20.80 -14.94 -38.61 -37.84 -7.606 93.53 

 (106.6) (103.7) (99.32) (99.09) (100.8) (99.00) (96.40) (98.39) 

Acquired * Upstream -8.660 10.43 -1.739 9.389 -7.326 6.593 -31.58 24.74 

 (61.22) (63.17) (62.82) (63.41) (68.52) (72.94) (82.41) (99.32) 

Cite Competitor * 

Upstream 

-177.5** -172.0* -172.9* -168.1* -161.5* -165.6** -165.4** 84.16 

 (88.46) (89.14) (88.04) (86.15) (83.60) (81.92) (68.90) (112.0) 

Acquired * Cite 

Competitor * Upstream 

400.9*** 413.4*** 393.4*** 387.8*** 423.2*** 423.8*** 409.4*** 160.9 

 (115.5) (113.1) (108.6) (107.9) (113.5) (111.7) (107.2) (140.3) 

         

Firm-Specific Time Trend YES YES YES YES YES YES YES YES 

Target FE YES YES YES YES YES YES YES YES 

Citing year FE YES YES YES YES YES YES YES YES 

Buyer FE YES YES YES YES YES YES YES YES 

Observations 649,586 649,586 649,586 649,586 649,586 649,586 649,586 649,586 

R-squared 0.845 0.845 0.845 0.845 0.845 0.845 0.845 0.845 

Notes. The dependent variable is the difference in application dates between the citing and the cited 

patents. All controls in tables 4 and 5 are also taken into consideration, but not shown. Each column 

represents a different threshold to determine which targets are in the upstream. Clustered standard 

errors at the citing firm level in parentheses. 

   *** p<0.01, ** p<0.05, * p<0.1 
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Table 2.9: Time Lag, triple difference, patent classification fixed effect, citations not added 

by applicants 

 (1) (2) (3) (4) (5) (6) (7) (8) 

VARIABLES Upstream 

1 

Upstream 

2 

Upstream 

3 

Upstream 

4 

Upstream 

5 

Upstream 

6 

Upstream 

7 

Upstream 

8 

         

Acquired -38.79 -39.40 -35.91 -36.61 -43.54 -43.65 -48.22 -50.96 

 (103.0) (96.46) (94.92) (94.28) (88.14) (86.08) (81.48) (79.88) 

Cite Competitor 95.99 92.54 93.17 88.79 82.89 88.62 75.67 41.40 

 (69.39) (69.56) (68.92) (66.58) (62.92) (60.94) (47.37) (37.31) 

Acquired * Cite 

Competitor 

-198.5** -198.0** -189.5** -185.1** -201.9** -208.0** -192.7** -154.6** 

 (85.02) (83.51) (80.57) (78.74) (88.37) (86.96) (77.38) (71.33) 

Acquired * Upstream 15.72 21.15 9.129 11.80 46.20 52.09 91.76 108.8 

 (135.2) (133.3) (135.8) (135.4) (137.7) (141.9) (140.3) (163.1) 

Cite Competitor * 

Upstream 

-104.2 -98.78 -101.3 -97.17 -87.99 -97.62 -95.10* -101.7 

 (71.45) (71.59) (70.98) (69.07) (66.04) (63.95) (54.17) (144.2) 

Acquired * Cite 

Competitor * Upstream 

449.0*** 449.3*** 442.8*** 438.4*** 461.6*** 471.6*** 466.2*** 468.3*** 

 (93.92) (91.03) (88.15) (85.00) (94.63) (92.89) (84.46) (142.8) 

         

Target FE YES YES YES YES YES YES YES YES 

Citing year FE YES YES YES YES YES YES YES YES 

Buyer FE YES YES YES YES YES YES YES YES 

Mainclass YES YES YES YES YES YES YES YES 

Observations 358,514 358,514 358,514 358,514 358,514 358,514 358,514 358,514 

R-squared 0.840 0.840 0.840 0.840 0.840 0.840 0.840 0.840 

Notes. The dependent variable is the difference in application dates between the citing and the cited 

patents. All controls in tables 4 and 5 are also taken into consideration, but not shown. Each column 

represents a different threshold to determine which targets are in the upstream. Clustered standard 

errors at the citing firm level in parentheses. 

   *** p<0.01, ** p<0.05, * p<0.1 
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Table 2.10: Time Lag, triple difference, patent classification fixed effect, citations added by 

applicants 

 (1) (2) (3) (4) (5) (6) (7) (8) 

VARIABLES Upstream 

1 

Upstream 

2 

Upstream 

3 

Upstream 

4 

Upstream 

5 

Upstream 

6 

Upstream 

7 

Upstream 

8 

         

Acquired 18.73 14.18 13.47 16.33 -8.413 -8.444 -7.176 -0.507 

 (76.40) (76.67) (76.72) (76.18) (80.61) (79.31) (73.79) (70.48) 

Cite Competitor 248.3** 251.4** 246.4** 241.4** 245.4** 249.6** 261.1*** 50.03 

 (106.6) (105.5) (102.6) (101.6) (99.14) (98.25) (93.92) (70.74) 

Acquired * Cite 

Competitor 

67.16 50.81 69.74 73.88 66.05 48.57 98.16 309.8*** 

 (125.1) (124.5) (121.6) (121.1) (112.7) (113.0) (114.2) (115.2) 

Acquired * Upstream -79.42 -64.68 -64.07 -75.00 12.86 16.29 10.78 -79.29 

 (108.4) (109.5) (109.5) (109.9) (98.95) (101.2) (127.1) (160.5) 

Cite Competitor * 

Upstream 

-232.5** -236.6** -232.3** -227.1** -233.1** -238.3** -253.8** 607.6** 

 (117.8) (116.5) (113.6) (112.7) (109.9) (108.7) (103.2) (303.6) 

Acquired * Cite 

Competitor * Upstream 

286.0** 305.2** 285.4** 281.1** 292.9** 313.4** 259.4** -603.7* 

 (136.5) (135.8) (132.6) (132.1) (123.4) (123.5) (121.6) (324.2) 

         

Target FE YES YES YES YES YES YES YES YES 

Citing year FE YES YES YES YES YES YES YES YES 

Buyer FE YES YES YES YES YES YES YES YES 

Main class YES YES YES YES YES YES YES YES 

Observations 109,369 109,369 109,369 109,369 109,369 109,369 109,369 109,369 

R-squared 0.879 0.879 0.879 0.879 0.879 0.879 0.879 0.879 

Notes. The dependent variable is the difference in application dates between the citing and the cited 

patents. All controls in tables 4 and 5 are also taken into consideration, but not shown. Each column 

represents a different threshold to determine which targets are in the upstream. Clustered standard 

errors at the citing firm level in parentheses. 

   *** p<0.01, ** p<0.05, * p<0.1 
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3.1 Introduction 

External hires bring new information and perspectives to the firm, impacting its innovation 

output (Aime et al., 2010; Görg and Strobl, 2005; Kaiser, Kongsted, and Rønde, 2015; Lewis 

and Yao, 2006). Although all external hires are possible sources of changes in innovation 

practices, the CEO is a special case. Besides having a large impact on firm performance 

(Mackey, 2008), the CEO sits at the top of the organizational chart, a privileged position to spot 

resource complementarities across all business units and to take care of long term planning 

(Chandler, 1962; Hambrick, 1994). For those reasons, the CEO position is uniquely suited for the 

delineation of the firm’s innovation direction. This chapter is a first effort at understanding how 

and when outside CEOs affect the direction of innovation in relation to inside CEOs.  The effect 

of outside CEOs on innovation is an important phenomenon to study because outside CEOs have 

been on the rise over the last half century (Cummings and Knott 2018, Murphy and Zabojnik 
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2007) and innovation is a primary driver of growth (Romer 1990, Solow 1957).  Although prior 

literature has determined that outside CEOs are associated with lower patent impact (Balsmeier 

and Buchwald 2014) and decreased R&D productivity (Cummings and Knott 2018) which is 

hypothesized to be due to the lack of expertise in the firm’s technology, little is known about the 

direction outside CEOs take the firm’s innovation.  We use the multi-dimensional vector and 

norm of each firm’s patents to explore differences in innovation direction between firms with 

outside and inside CEOs.  Extant literature indicates that outside CEOs are hired to make 

changes which likely manifest in a shift in innovation direction.  However, our empirical analysis 

indicates that outside CEOs explore less (lower relative change in the firm’s patent vector across 

time) compared to their inside counterparts and this relationship holds when using a propensity 

score matching model.  We also find that the outside CEO’s impact is muted when the firm’s 

organizational structure decreases the influence of the CEO which provides circumstantial 

evidence that the CEO is, at least in part, driving the effect.  Taken together, our results 

surprisingly indicate that outside CEOs do not necessarily take the firm in a new innovative 

direction but rather may generate a lack of innovative direction for the firm.  These results have 

direct implications for firms that hire outside CEOs to generate technological change. 

Recent management literature has begun to explore how CEO heterogeneity affects the 

firm’s innovation (Balsmeier and Buchwald 2014, Cummings and Knott 2018, Galasso and 

Simcoe 2011, Hirshleifer et al. 2012).  A firm’s innovation path depends heavily on the CEO’s 

experience, knowledge, and beliefs about the world (Hambrick and Mason, 1984). Those 

characteristics can be impacted by a multitude of experiences in the life of the CEO, as varied as 

living through economic depressions (Malmendier and Nagel, 2011) to his/her functional 
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experiences (Crossland et al., 2014). Past employment can also change the way CEOs process 

and respond to new information. It is known that experiences beyond the focal firm and industry 

can change the CEO’s commitment to the firm’s current strategy (Hambrick, Geletkanycz, and 

Fredrickson, 1993) and strategic distinctiveness from the other industry competitors (Crossland 

et al., 2014).  

We classify the literature on the relationship of CEOs and innovation into two broad categories.  

The first is governance of the CEO (from both internal and external sources) to generate optimal 

innovation.  This literature includes the firm’s choices such as CEO compensation incentives 

(Gormley et al. 2013, Lerner and Wulf 2007) and takeover provisions (Becker-Blease 2011) 

which affect innovation by altering the CEO’s time horizon.  Ownership and outside factors also 

affect the CEO’s incentive to innovate including the presence of institutional ownership, firm 

liquidity, and analyst coverage (Aghion et al. 2013, Fang et al. 2014, Yu 2008).  The second 

literature category is the impact of CEO heterogeneity on firm innovation which includes 

personal attributes such as age as well as personality differences such as overconfidence that 

alter the CEO’s incentive to innovate (Dechow and Sloan 1991, Galasso and Simcoe 2011, 

Hirshleifer et al. 2012).  We leverage both categories in our investigation of the innovation 

direction of outside versus inside CEOs.  Firms must make a governance choice in the CEO 

selection process to hire a CEO with firm specific knowledge and skills versus a CEO with more 

general skills.  The results likely have profound effects on innovation. 

We generate four hypotheses that predict firms with outside CEOs will usher in more innovation 

change and the magnitude of this change will be negatively impacted by the size of the R&D 

organization, the decentralization of the R&D organization, and the distance of the CEO’s prior 
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experience.  To explore our hypotheses we utilize detailed executive employment records across 

time from Execucomp to identify CEOs hired from another firm (outside CEOs) and CEOs hired 

from within the firm (inside CEOs).  We then use USPTO patent data to construct a combined 

patent vector for each firm from the entire yearly stock of firm patents.  The dynamics of that 

patent vector are compared on a yearly basis (the comparative angle of the two vectors) for firms 

with outside and inside CEOs and reveal a surprising basic finding that firms with outside CEOs 

have less dynamic patent vectors compared to firms with inside CEOs.  This rejection of our 

main hypothesis holds when utilizing a propensity score matching model to account for 

observable factors that affect the choice of outside CEO.  We strengthen this interesting result 

with circumstantial evidence analyzing organizational attributes that will lessen the ability of the 

CEO to affect innovation.  In particular, we look at proxies for R&D structure (centralization of 

patent inventors in metropolitan areas) and R&D size (R&D expenditures) which act to alter 

innovation control.  We find that the decreased dynamics associated with outside CEOs are 

magnified when the R&D structure is more centralized (more CEO control) and with smaller 

R&D size (less inertia).  Importantly, this result that the relationship we find between outside 

CEOs and a lack of direction is decreased in decentralized and larger organizations lends support 

that the result is potentially CEO driven.  We also find that more remote prior CEO experience 

leads to decreased innovation dynamics.   

These surprising results have interesting implications for firms.  In particular, firms that hire 

outside CEOs should fully take into account the potential consequences which may include not 

only a decrease in innovation but also the inability or lack of desire to take the firm’s innovation 

in a new direction.  However, we caveat these findings in three ways.  First, although we utilize 
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propensity score matching and firm structure to strengthen the circumstantial case, the 

relationship should not be interpreted as causal because the assignment of outside CEOs to firms 

is not random.  Second, this chapter utilizes firm’s patents to proxy innovation yet many firms do 

not patent and patenting likely does not account for the entirety of the firm’s innovation.  Third, 

we also caution firms from interpreting the results as a prescription not to hire outside CEOs.  In 

fact, outside CEOs likely have valuable capabilities other than innovation for which the firm 

should consider.   

This chapter makes a contribution to multiple literature streams including innovation and CEO 

heterogeneity by finding the surprising result that outside CEOs may decrease innovation change 

in firms.  The chapter also makes a contribution to firm innovation governance literature by 

finding a new potential impact of CEO succession choice (innovation direction) and identifying 

organizational characteristics that act to intensify or mute that potential impact.  The chapter 

proceeds as follows.  First, the background of the relationship between CEO heterogeneity and 

innovation, outside CEOs, and organizational structure and innovation are developed and utilized 

to generate four hypotheses.  Second, the empirical section explains methods and tests the 

hypotheses.  Lastly, the implications and conclusions are developed. 

3.2 Background and hypotheses development 

There has been a renewed focus in the literature on the how managerial differences translate into 

firm performance differences (Bandiera et al. 2017, Bloom et al. 2013, Malmendier et al. 2011, 

Malmendier and Tate 2005).  A key managerial task is leading the long-term firm strategy which 

depends on his/her mental map about where the best opportunities for profit are located 

(Nickerson and Zenger, 2004; Siggelkow and Rivkin, 2005) and on the information gathered and 
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interpreted by the CEO about the world. One of the firm’s fundamental tools available to achieve 

a desired long term objective in a competitive market is management of the R&D function. With 

R&D the firm can create a capability bundle that delivers an expected future market position. 

Therefore, it is natural to think that the CEO’s characteristics and the direction of the innovation 

of a firm are intimately connected, even if the CEO is not directly dictating what research 

projects should be tackled next.  

The broader connection between the CEO and firm innovation has received significant attention 

in the literature. These studies provide evidence that CEOs do affect the firm’s innovation and 

that understanding differences in these CEOs and how they are governed is key to any firm’s 

innovation strategy.  First, the literature shows that changes in the CEO’s incentive to innovate 

leads to changes in innovative output. The most direct evidence in this spirit is research that 

shows that CEO’s with greater long term incentive compensation increase firm innovative output 

(Gormley, Matsa, and Milbourn, 2013; Lerner and Wulf, 2007; Makri, Lane, and Gomez-Mejia, 

2006). Also in this same direction, research looking at CEO (Bange and De Bondt 1998) and 

institutional ownership (Aghion et al. 2013) also links ownership incentives with greater 

innovative performance.  Other governance factors have been shown to change the long-term 

versus short-term outlook horizon for CEOs which has implications for innovation.  Research 

finds that higher firm liquidity (Fang et al. 2014), weaker takeover provisions (Becker-Blease 

2011), and higher analyst coverage (Yu 2008) all increase CEO short-termism which leads to a 

decrease in innovation due to its long-term nature.  Taken together, the evidence indicates that 

governance of the CEO affects the firm’s innovative performance which implicitly assumes that 

CEOs have significant influence over the firm’s innovation. 
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The literature also has studied how heterogeneous personal CEO traits impact innovation.  A 

simple example of differences across CEOs is the effect of age on firm innovation.  As CEOs 

approach retirement age, their ability to gain from the firm’s long-term innovation time horizon 

is decreased which should lead to a focus on more short-term activities.  Research shows that this 

is the case in the absence of long-term incentives to mute the impact (Dechow and Sloan 1991).  

Heterogeneity in the CEO’s perception of risk has also been shown to affect firm innovation.  

The lack of diversification of CEOs compared to shareholders (due to the stickiness of firm 

specific career investment) likely leads to a departure in the risk appetite between the two.  

However, overconfident CEOs that underestimate innovation risk are likely to increase firm 

innovation which provides more alignment with shareholders.  Research using the CEO’s stock 

option exercising behavior when the options are “in the money” (Malmendier and Tate 2005) 

indicates that this is the case (Galasso and Simcoe 2011, Hirshleifer et al. 2012).  These research 

examples indicate that not only do CEOs have influence over firm innovation but that differences 

in these CEOs may also result in heterogeneous firm innovation outcomes. 

 The firm’s CEO succession decision intersects both the firm’s governance of innovation 

as well as the potential effect of CEO heterogeneity.  Firms must make tradeoffs in the 

succession choice that spans across all aspects of the enterprise.  One such tradeoff is the 

decision to hire a CEO from inside the organization versus broadening the pool of applicants to 

hire outside the organization.  Inside CEO candidates provide firm and industry knowledge, 

contacts, and skills as well as increase motivation of future potential candidates inside the firm 

(Harris and Helfat 1997, Howard 2001).  Inside candidates also decrease information asymmetry 

between the potential CEO and firm (Zajac 1990) which can lead to less turbulence (Zhang and 
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Rajagopalan 2004).  Conversely, firms look outside the organization to increase the applicant 

pool and acquire knowledge from outside the firm and industry (Virany et al. 1992, Zhang 2008, 

Zhang and Rajagopalan 2010).  These tradeoffs indicate that the choice of inside versus outside 

CEO is likely not universally beneficial for firm performance which is corroborated by the 

empirical record (Lubatkin et al. 1986, Shen and Cannella 2002, Worrell and Davidson III 1987, 

Zajac 1990, Zhang 2008). 

The association of inside versus outside CEOs to innovation, a key dimension of long-term 

performance, has been further investigated in the literature to find that outside CEOs are 

associated with decreased patenting activity (Balsmeier and Buchwald 2014) as well as a 

decrease in R&D productivity (Cummings and Knott 2018) due to the lack of firm and industry 

specific technological expertise.  Balsmeier and Buchwald (2014) utilize a small sample of 

German firms in the early 2000s to analyze the patenting implications associated with this 

decision and find that firms with outside CEOs patent less and with less impact.  Cummings and 

Knott (2018) utilize a broader sample of US firms and find that outside CEOs are associated with 

degraded RQ (R&D productivity) and this degradation increases as the CEO’s prior experience 

is further away from the current firm and the more reliant the firm is on R&D.  Both studies 

indicate that outside CEOs may be detrimental to firm innovation but we do not know the 

direction outside CEOs take innovation. 

The extant literature reveals that hiring an inside versus an outside CEO may have a profound 

impact on innovation.  Indeed, the literature documents the importance of hiring external CEOs 

during organizational change (Virany, Tushman, and Romanelli, 1992; Zhang and Rajagopalan, 

2010). Outside CEOs have a different professional experience which means that external hires 
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have different knowledge sets, professional networks, and life experiences that change the way 

those professionals interpret and process information. Additionally, CEOs with more career 

variety tend to exhibit higher strategic dynamism (Crossland et al., 2014). Those differences 

should help an outside CEO spot complementarities not seen by internal members of a firm and 

act upon those new discoveries, inducing firms that hire outside CEOs to explore more. More 

exploration should manifest as bigger changes in innovation direction which leads to the first 

hypothesis. 

Hypothesis 1: Firms with Outside CEOs should exhibit more changes in innovation direction 

than firms with inside CEOs. 

We next explore aspects of organizations that may act to govern the CEOs influence over 

innovation. Given that outside CEOs seem to have a negative impact on firm innovation but may 

bring benefits to the firm in other areas, it may be in the interest of the firm to understand ways 

in which to maximize the potential positive aspects while minimizing the negative aspects.  One 

potential impact of the CEOs influence on firm innovation is R&D structure.  Research has 

investigated the potential impact of the firm’s centralized versus decentralized R&D structure 

decision (Argyres and Silverman 2004, Arora et al. 2011, 2014, Knott 2017, Leiponen and Helfat 

2011, Lerner and Wulf 2007).  Centralized organizations have two key distinctions from 

decentralized organizations.  First, centralized R&D organizations have a single group that 

handles the entire enterprise’s R&D and reports directly to the CEO while decentralized R&D 

organizations utilize R&D silos such that each business unit has its own R&D and those 

organizations report to the head of that business unit.  Second, centralized R&D budgets are 

allocated from the corporate office while decentralized R&D budgets are allocated at the 
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business unit level (Argyres and Silverman 2004).  The R&D structure not only has implications 

for the basic nature of technology produced, spillovers across business units, and sourcing of the 

technology (Knott 2017) but also for the control of the CEO over innovation.  CEOs have much 

more control in a centralized R&D structure due to direct oversight of the organization and 

control of budgets.  This is empirically demonstrated by Lerner and Wulf (2007) by showing 

CEO incentive compensation only has a significant effect on innovation if the firm’s R&D 

structure is centralized.  These insights lead to our second hypothesis: 

Hypothesis 2: The impact of outside CEOs in directing innovation should decrease in magnitude 

with R&D decentralization. 

Outside CEOs also come with heterogeneous prior experience which may impact their new 

firm’s innovation direction (Harris and Helfat 1997).  The applicability of prior experience to 

help spot innovation complementarities that lead to a shift in innovation direction may differ 

with the relation of the CEOs prior firm experience to the new firm.  For example, CEOs that 

have outside experience within the same industry may have accumulated the technological 

expertise to recognize and capitalize on innovative opportunities.  Conversely, CEOs that are 

hired with more remote technological experience may lack the expertise to lead the firm in a new 

technological direction but may make changes to other aspects of the firm (e.g. marketing, 

manufacturing, etc.) that conform more to the general skills that they bring.  We expect this 

heterogeneous experience to translate into innovation direction in accordance with Hypothesis 3: 

Hypothesis 3: The impact of outside CEOs in directing innovation should decrease as prior 

experience becomes more remote from the current firm. 
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Other aspects of the firm’s innovation are also likely to affect the CEO’s ability to control the 

firm’s innovation direction and not all firms are suited for a change in innovation directed by 

outside CEOs. Firms that produce a lot of innovation usually have a stable organizational 

structure that manages that innovation. In those firms, CEOs have little leeway to change the 

innovation direction in an impactful way for four reasons. First, those tend to be large firms, 

likely with Chief Technology Officers and other employees in charge of the R&D. Those 

middlemen can lessen the impact of change in direction intended by the CEO. Second, firms 

with many patents usually have many projects in different stages of maturation in the pipeline. 

This increases the inertia of the firm, increasing the difficulty of shifting innovation towards a 

new path. Third, outside CEOs can have difficulties in gaining support in an environment in 

which they do not have enough power to make changes by themselves. One of the advantages of 

an internal hire is that inside CEOs generate hope and loyalty for some internal employees 

(Howard, 2001). This lack of loyalty makes it harder for external CEOs to implement changes. 

This problem is compounded in large firms, since CEO power tends to be less concentrated. In 

large firms, CEOs need to convince more people to implement changes. Finally, internal CEOs 

already have in place a dense knowledge network (Harris and Helfat, 1997) and have less 

information asymmetry than an outside hire (Zajac, 1990). This advantage is bigger in large 

firms, since there is less to learn when firms are smaller. Hypothesis 4 summarizes this 

discussion. 

Hypothesis 4: The impact of outside CEOs in directing innovation direction should decrease in 

magnitude with the amount of R&D produced in the firm. 

Next, we use data on CEOs and patents to test these hypotheses. 
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3.3 Data and methods 

3.3.1 Empirical Model 

The main objective of the chapter is to understand how outside CEOs influence the direction of 

the firm’s innovation. To do that, we rely on the following specification: 

(Δ in innovation direction) i, t+1 =β1 (Outside CEO) i, t+1 + β2 (Controls) i,t + η i + λ t + ε i, t      (1) 

The model in (1) uses firm fixed effects (η) and year fixed effects (λ) alongside a set of control 

variables to tease out the relationship between hiring an outside CEO in year t and the change in 

the direction of innovation in year t+1. To calculate the direction of innovation, we used the 

patent’s main technology classification. Each patent has a main technology classification that 

indicates the technical content of the innovation claimed by the patent. Thus, by looking at how 

the technical mix of patents changes year by year, we hope to get insights about the firm’s 

direction of innovation. To operationalize that change, we aggregated the number of patent 

applications in a year for each technology classification for every firm. This operation generates 

a vector for each firm-year that has dimensions equal to the number of possible technical 

classifications. Each entry in this vector corresponds to how many patent applications in that 

specific technology classification the firm has made in a particular year. 

To calculate differences in innovation direction, we calculated one minus the cosine distance to 

indicate how far away two innovation portfolios are from one another. The further away are the 

vectors, the higher is the technological distance between them. The formula to calculate the 

distance between the vectors A and B in an N-dimensional technology classification is described 

by equation (2) below. 
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Figure 3.1 illustrates the idea captured by equation (2). In that representation, there are only two 

technological classifications. In year T the firm applied for three patents with technology 

classification 1 and one patent with technology classification 2, resulting in the vector (3,1). In 

the next year, the firm applied for three patents with technology classification 1 and three patent 

with technology classification 2, that is, vector (3,3). The distance between the vectors is 1 minus 

the cosine of angle α, approximately 0.1. If the firm had a vector of (3,2) in year T+1 instead, the 

measure would have decreased to 0.03. 

Since all vectors are non-negative, the distance as calculated above yields a number between 0 

(identical vectors) and 1 (orthogonal vectors). The benefit of using a measure based on the cosine 

distance is that the scale of patenting does not impact the measure since the distance between a 

vector and n times that same vector is zero. We calculate not only the change in vector direction 

within the same firm over time, but also the distance between a firm’s vector and the average 

vector composed of the other firms in the industry. 

To measure the size of the innovation vector itself, we use the Euclidean norm. This is more akin 

to the amount of innovation taking place in the firm, instead of the overall direction as in the case 

of the cosine measure. With the cosine distance and the norm, we have a complete picture of the 

innovation change between the two time periods. 
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3.3.2 Data 

We used three main sources of data: Execucomp, Compustat, and the USPTO database.  

Execucomp data allows us to identify up to 5 top executives in each firm. Compustat provides 

firm information, and the USPTO contains patent information. The USPTO database was 

matched with Compustat using fuzzy string matching of company name and patent application 

assignee. Execucomp is matched with Compustat using the Standard & Poor’s firm 

identification. In total, the dataset spans from 1992 to 2017. 

Variables 

The main independent variable is a dummy Outside CEO that is equal to one if the CEO was in a 

different firm two years prior his/her CEO appointment19. To identify previous appointments, we 

classified CEOs as an outsider if they show up in the Execucomp dataset as working for a 

different firm two years before their appointment. To that, we added the outside CEOs manually 

compiled by Cummings and Knott (2018). In the end, we have 309 outside CEOs and 1616 

CEOs hired from within the firm. This dataset has a proportion of outside CEOs around 16%, 

lower than similar calculations in the literature. There are two reasons for that. First, many firms 

were lost in the name matching process. Although there is selection in that sample, it is hard to 

imagine why it would bias the results. Second, we only look at firms that patent. This is a known 

limitation intrinsic to all studies using patenting.  

As control variables, we first consider the R&D intensity of the firm. This allows us to control 

for the amount of resources available to the firm employed in innovation. To control for the total 

                                                 
19 The reason for the two year lag is to take care of CEOs hired from outside to groom them for CEO, i.e. the “heir 

apparent” problem (Harris and Helfat, 1997). 
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amount of available resources, we added revenue growth of the prior two years. We control for 

CEO incentives using salary. Additionally, the regressions control for the distance between the 

firm current technological vector and the vector composed by the average firm in the firm’s 

industry. This control the uniqueness of the firm innovation portfolio in relation to its 

competition. Finally, we control for the number of patent applications and the average number of 

claims each patent application makes. This controls for the firm’s propensity to patent and how 

broad the patents tend to be. 

As mentioned before, the independent variables are measures over the firm’s technological 

vector. We used the Cooperative Patent Classification technology classification at the subclass 

level, yielding 638 possible technological classifications. Although there are finer classifications, 

using them would provide additional insight into innovation change. Since the measure used here 

gives equal weight for all differences in technology, we need the different classifications to have 

a meaningful impact on innovation direction.  

We also utilize two measures of firm R&D structure based on the geographic location of the 

firm’s patent inventors which proxy for the control that the CEO exerts over the firm’s R&D 

organization (Cummings 2018).  We use USPTO patent data to identify the home location of 

each individual inventor of patents assigned to a firm.  The first R&D structure measure is the 

proportion of the firm’s inventors that are located in the most frequent census statistical area 

(CSA).  Thus, the proxy measures the geographic agglomeration of the firm’s inventors.  The 

second R&D structure measure takes into account the potential that the geographic 

agglomeration may be spread over multiple CSAs by calculating a Herfindahl index of the 

concentration of a firm’s inventors in the five most frequent CSAs.  The geographic 
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agglomeration of R&D increases with each measure.  Prior research has utilized firm inventor 

geographic agglomeration as a measure of informal R&D structure (Singh 2008) but this chapter 

also utilizes the proxy as a measure of formal R&D structure which is supported by its robust 

correlation with measures for patent type (Leiponen and Helfat 2011) and impact (Singh 2008) 

that are consistent with formal R&D structure (Argyres and Silverman 2004, Knott 2017). 

The dependent variable, Vector change (prior year), is the vector distance between year t+1 and 

t, whereas Norm change measures the change in the norm. We also discuss the change in the 

firm’s technology direction in relation to the industry average vector in year t, represented by 

Vector dist., (mean ind.). Finally, we deleted observations that had R&D intensity and revenue 

growth over two years that had values higher than 3 times the 99th percentile of each variable. 

This was done to get rid of extreme outliers in the data. The appendix contains the regressions 

using the full dataset. The main results remain similar, and any relevant discrepancy is addressed 

in the text. The summary statistics for the restricted sample is displayed in Table 3.1. 

3.4 Results 

The result of estimations of equation (1) are shown in Table 3.2. The table presents the impact of 

Outside CEOs on the change in innovation direction. The first column is the baseline, without 

the addition of the Outside CEO dummy. The distance between the innovation vector of the firm 

and the mean vector of the industry is positive and significant. This suggests that firms that have 

a research portfolio different than its peers in the industry tend to shift the direction of innovation 

more. If we interpret more change in the innovation vector as more exploration, this means that 

more unique firms tend to explore more than firms that are similar to the industry average. 
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Similar ideas were shown in the literature, linking technological diversity of alliance partners and 

exploratory innovation (Phelps 2010).  

Columns (2) to (4) include the impact of Outside CEOs on change of innovation direction. The 

models show the influence of firm and year fixed effects on the Outside CEO coefficient. 

Column (4) is the main specification used to test hypothesis 1, since it includes both firm and 

year effects, as well as clustered standard errors at the firm level. This regression indicates that a 

firm headed by an outside CEO tend to shift innovation direction less that if it were managed by 

an inside CEO. Comparing to the mean change in year-to-year innovation direction, having an 

outside CEO decreases change in direction by a little more than 10%. Columns (5) to (8) show 

that this result is robust to inclusions of yearly revenue growth and measures of centralization to 

control for firm organizational structure. These regressions strongly reject hypothesis 1 which 

was the expectation that outside CEOs would generate more innovation change. 

Table 3.3 analyzes the impact of outside CEOs on the innovation vector’s norm (1) and on the 

distance between the firm and industry (2). Although outside CEOs tends to decrease the change 

in innovation direction, they seem to increase the vector norm. Outside CEOs tend to manage 

firms that have a more focused and deeper innovation portfolio. Column (2) shows that they are 

also not inclined to deviate from the average innovation direction of the industry. One possible 

explanation for mimicking other firms in the industry is the lack of expertise of outside CEOs 

(Cummings and Knott 2018).  

Hypothesis 2 argues that if we believe hiring an outsider is creating the effects shown, we would 

expect that those effects are stronger the more power the CEO has to change the direction of 

innovation. To test that, we calculated the median of two centralization measures (Cummings 
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2018) and analyzed the impact of outside CEOs in the two subsamples: firms with a high degree 

of centralization (higher than the median) and firms with a low degree of centralization (lower 

than the median). The regressions in Table 3.4 use two measures of centralization to test 

hypothesis 2. Columns (1) and (2) split the sample using the yearly Herfindahl index of the 

firm’s patent inventors in the firm’s five most frequent metropolitan areas. Columns (3) and (4) 

use the concentration of the firm’s patent inventors in the single most frequent metropolitan area. 

For both of those measures, centralization increases with the value of the measure. The 

coefficient for outside CEO is negative and significant for all high centralization subsamples. For 

low centralization, outside CEO is not precisely estimated and has higher coefficients. Thus, we 

find strong support for hypothesis 2.  

The same analysis is performed for the innovation vector norm and distance to the industry. 

Tables 3.5 and 3.6 show that the impact of outside CEOs in those dependent variables is much 

less clear, since most of the coefficients for Outside CEO are not as precisely estimated. The 

increase in norm is more pronounced in firms with high centralization if we use the Herfindal 

index and concentration of inventors in metropolitan areas. However, the same regression using 

the full sample show conflicting results, as evidenced by Tables A2.5 and A2.6.   

So far, we have presented evidence supporting the claim that outside CEOs decrease the change 

in direction of innovation. If that is indeed the case, we should expect that the more “outside” the 

CEO is, the higher is going to be its impact. In other words, the further away  the firm is that the 

CEO comes from, the lower is the CEO expertise, likely magnifying the innovation direction 

impact.  Table 3.7 splits the sample of CEOs into two: CEOs coming from a firm further away 

than the median distance between current and previous firm, and CEOs coming from firms 
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nearer. CEOs from more distant firms tend to decrease the direction of innovation change more 

than CEOs coming from firms with innovation portfolios similar to the current firm. This finding 

corroborates hypothesis 3. 

Again, the same analysis is performed for norm and distance to the industry. Tables 3.8 and 3.9 

show the results. The analysis of the norm change does not show a significant coefficient for 

outsiders. Compatible with the idea of lack of expertise, CEOs from distant firms tend to work 

for firms that get closer to the industry’s average innovation vector.  

Finally, hypothesis 4 speculates about the impact of outside CEOs on firms with different R&D 

intensities. Table 3.10 splits the sample into firms with high and low R&D intensity in relation to 

the median R&D intensity. Regression (2) estimates that the reduction in the change of 

innovation direction comes from firms with lower R&D intensity, lending empirical support to 

hypothesis 4. The same happens with the effect of outside CEOs on the norm and distance to 

industry’s innovation vector: only the coefficients for firms with low R&D intensity are 

significant. It is important to notice that the regressions using the full sample do not support the 

higher impact of outside CEOs in firms with low R&D intensity, so caution should be exerted. 

3.5 Robustness Tests 

The analysis of the impact of outside CEO can be plagued by endogeneity issues. More 

specifically, firms do not choose CEOs randomly. This opens the door for unobserved 

characteristics to influence both the direction of innovation and the choice of outside CEO. To 

help assuage the issue, we ran a propensity score matching model. Following the example of 

Cummings and Knott (2018), we used the log of revenues minus cost of goods sold to proxy for 
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performance, firm growth in two years to indicate internal resources, revenues to control for lack 

of internal candidates, and R&D spending to control for the need of expertise. These results are 

reported in Table 3.11. Although the average treatment effect is negative and significant, we do 

not think that all the possible sources of endogeneity are dealt with. Unfortunately, the data does 

not offer a good instrument to help mitigate the problem.   

Finally, we run a placebo test by calculating the percentage of outside CEOs in the data and 

generating 100 samples randomly assigning the outside CEO indication. For each sample, we run 

the same regression as shown in Table 3.2, column (4). Figure 3.2 shows the coefficients for 

Outside CEO and the 95% confidence intervals for the placebo tests and the data. This figure 

shows that the association between external CEO and the vector distance is not occurring 

because of some mechanical property of the way we measure innovation change. 

3.6 Conclusions and implications 

In this chapter we sought to further understand the potential impact on the dynamics of 

innovation for firms with outside CEOs.  We utilized Execucomp to determine each CEO’s prior 

experience (outside or inside the firm) and USPTO patent data to construct a multi-dimensional 

vector based on the firm’s patent characteristics.  Contrary to expectations, our results indicate 

that firms with outside CEOs have less dynamic innovation in comparison to firms with inside 

CEOs.  More specifically, we find that the angle of the firm’s patent vector changes less when 

the firm’s CEO is from outside.  These results are strengthened with the use of a propensity score 

matching model as well as with supplementary results finding a larger relationship magnitude 

with subsamples that proxy for centralized R&D, more remote prior experience, and larger R&D 

organizations.  In particular, the results associated with R&D structure and R&D size provide 



130 

 

 

circumstantial support that the effect may be CEO driven.  When the weight of the results are 

taken in aggregate, there are implications for managerial dynamic capabilities with respect to 

innovation (Helfat and Martin 2015).  However, we caution interpreting the results as causal for 

multiple reasons including the lack of random assignment of CEOs to firms and the imperfect 

nature of patents as a proxy for innovation.   

 Although the main findings come as a surprise, the results may conform to prior literature 

that indicates outside CEOs lack the technological expertise to make optimal strategic innovation 

decisions (Balsmeier and Buchwald 2014, Cummings and Knott 2018).  More specifically, 

Cummings and Knott (2018) find that firms with outside CEOs respond less to CEO incentive 

compensation which could be interpreted to signal that they do not know what project to fund.  

The results of the current chapter may also indicate that outside CEOs do not know where to 

invest R&D which leads to less dynamic firm innovation.  We also caution against interpreting 

the results to indicate prior literature is incorrect in stating that outside CEOs are brought in to 

usher strategic organizational change.  However, this change may occur in expertise areas of the 

new CEO other than innovation.  Outside CEOs bring with them more general skills (Murphy 

and Zabojnik 2007) which may translate into strategic change in marketing, sales, 

manufacturing, etc., rather than innovation. 

 This chapter has multiple implication layers for firms.  First, the results indicate that 

innovation strategy may be affected by the choice of outside CEOs.  However, overall 

performance takes into account many other factors for which outside CEOs may excel; therefore, 

firms should generate CEO succession decisions based on the potential effect on innovation as 

well as these other factors.  Second, the results indicate that firms may be able to minimize the 
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innovation impact of outside CEOs with complementary R&D structure decisions while taking 

advantage of other positive aspects outside CEOs bring to the table.  We speculate that an R&D 

structure which lessens the CEO’s control over innovation may be advantageous for firms with 

outside CEOs.  
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3.8 Figures and Tables 
 

Figure 3.1:  Change in innovation direction 
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Figure 3.2:   Placebo test 
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Table 3.1: Summary statistics 

 (1) (2) (3) (4) (5) 

VARIABLES N mean sd min max 

      

Outside CEO 7,029 0.142 0.349 0 1 

Vector change, (prior year) 6,883 0.290 0.302 0 1 

Norm change, (prior year) 7,029 0.0633 59.17 -2,710 2,112 

Vector change, (mean ind.) 7,029 0.403 0.289 0 1.000 

Growth, (2 yrs) 7,029 0.371 1.014 -0.941 18.82 

salary 7,029 680.0 409.8 0 5,500 

Patent applications 7,029 119.6 486.8 1 12,271 

Avg. num. claims 7,029 19.69 9.101 0 198 

R&D intensity 7,029 0.155 0.403 0 7.158 
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Table 3.2: Outside CEO decrease change in innovation direction  

 (1) (2) (3) (4) (5) (6) (7) 

 Vector 

change 

Vector 

change 

Vector 

change 

Vector 

change 

Vector 

change 

Vector 

change 

Vector 

change 

VARIABLES (prior year) (prior year) (prior year) (prior year) (prior year) (prior year) (prior year) 

        

R&D intensity -0.0166* -0.0164 -0.0485*** -0.0167* -0.0177* -0.0113 -0.0116 

 (0.00997) (0.01000) (0.0115) (0.0101) (0.00993) (0.00991) (0.00990) 

salary 5.75e-06 1.23e-05 1.15e-05 4.94e-06 4.85e-06 1.75e-05 1.76e-05 

 (1.40e-05) (1.24e-05) (1.71e-05) (1.36e-05) (1.36e-05) (1.40e-05) (1.40e-05) 

Avg. num. claims -0.000682 -0.000761* -0.00104* -0.000695 -0.000692 -0.000528 -0.000530 

 (0.000469) (0.000438) (0.000592) (0.000469) (0.000470) (0.000477) (0.000477) 

Vector change, (mean ind.) 0.489*** 0.490*** 0.480*** 0.487*** 0.488*** 0.482*** 0.485*** 

 (0.0289) (0.0282) (0.0250) (0.0286) (0.0286) (0.0319) (0.0318) 

Patent applications -1.76e-05 -2.35e-05* -5.19e-05* -2.00e-05* -1.99e-05* -1.80e-05 -1.81e-05 

 (1.12e-05) (1.26e-05) (2.65e-05) (1.10e-05) (1.10e-05) (1.11e-05) (1.11e-05) 

Growth, (2 yrs) -0.00348 -0.00448 -0.0148*** -0.00362 -0.00176 -0.00118 -0.00108 

 (0.00292) (0.00296) (0.00383) (0.00293) (0.00308) (0.00324) (0.00325) 

Growth, (prior yr)     -0.00742 -0.00404 -0.00405 

     (0.00527) (0.00590) (0.00593) 

Outside CEO  -0.0329*** -0.0406** -0.0321*** -0.0320*** -0.0305** -0.0304** 

  (0.0114) (0.0163) (0.0116) (0.0116) (0.0119) (0.0120) 

Herfindal Centralization      0.0336  

      (0.0206)  

CSA Concentration       0.0307 

       (0.0207) 

        

Observations 5,767 5,767 5,833 5,767 5,767 5,096 5,096 

R-squared 0.623 0.621 0.281 0.623 0.623 0.629 0.629 

Firm FE YES YES NO YES YES YES YES 

Year FE YES NO YES YES YES YES YES 

Num. firms 570 570 636 570 570 481 481 

Note: Standard errors clustered by firms in parentheses, *** p<0.01, ** p<0.05, * p<0.1
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Table 3.3: Outside CEO impact on norm and firm uniqueness  

 (1) (2) 

 Norm change Vector change 

VARIABLES (prior year) (mean ind.) 

   

R&D intensity -1.488** 0.00288 

 (0.669) (0.00941) 

salary -0.00291 7.08e-07 

 (0.0101) (1.04e-05) 

Avg. num. claims 0.0882** -0.000360 

 (0.0374) (0.000379) 

Vector change, (mean ind.) 4.981** 0.305*** 

 (2.180) (0.0328) 

Patent applications  -3.69e-05** 

  (1.69e-05) 

Growth, (2 yrs) -0.0276 -0.00133 

 (0.502) (0.00217) 

Outside CEO 9.845** -0.0185* 

 (4.566) (0.0108) 

   

Observations 5,767 5,767 

R-squared 0.026 0.758 

Firm FE YES YES 

Year FE YES YES 

Num. firms 570 570 

Note: Standard errors clustered by firms in parentheses, *** p<0.01, ** p<0.05, * p<0.1
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Table 3.4: CEO impact on innovation direction is higher in centralized firms  

 (1) (2) (3) (4) 

 Vector change Vector change Vector change Vector change 

VARIABLES (prior year) (prior year) (prior year) (prior year) 

     

R&D intensity -0.00780 -0.0276** -0.00780 -0.0259** 

 (0.0145) (0.0119) (0.0142) (0.0118) 

salary 1.08e-06 1.65e-05 -2.78e-06 1.87e-05 

 (2.13e-05) (1.91e-05) (1.96e-05) (1.97e-05) 

Avg. num. claims -0.000666 -0.000787 -0.000856 -0.000596 

 (0.000659) (0.000661) (0.000682) (0.000633) 

Vector change, (mean 

ind.) 

0.521*** 0.444*** 0.495*** 0.476*** 

 (0.0398) (0.0391) (0.0429) (0.0375) 

Patent applications -1.57e-05 -1.69e-05 -1.22e-05 -2.21e-05 

 (1.98e-05) (1.30e-05) (1.47e-05) (1.67e-05) 

Growth, (2 yrs) -0.00774* 0.00150 -0.00629* 0.00106 

 (0.00408) (0.00450) (0.00329) (0.00557) 

Outside CEO -0.0600*** -0.00659 -0.0462*** -0.0175 

 (0.0182) (0.0140) (0.0171) (0.0153) 

     

Observations 2,588 3,179 2,695 3,072 

R-squared 0.619 0.621 0.640 0.611 

Firm FE YES YES YES YES 

Year FE YES YES YES YES 

Centralization 
High Herfindal 

Centralization 

Low Herfindal 

Centralization 

High CSA 

Concentration 

Low CSA 

Concentration 

Num. firms 303 267 302 268 
Note: Standard errors clustered by firms in parentheses, *** p<0.01, ** p<0.05, * p<0.1 
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Table 3.5: Outside CEO and norm change, centralized firms  

 (1) (2) (3) (4) 

 Norm change Norm change Norm change Norm change 

VARIABLES (prior year) (prior year) (prior year) (prior year) 

     

R&D intensity -1.710* -1.226 -2.508** -0.647 

 (0.888) (0.960) (1.100) (0.753) 

salary -0.0179 0.0104 -0.0151 0.00948 

 (0.0157) (0.0127) (0.0142) (0.0133) 

Avg. num. claims 0.0744 0.101 0.0848 0.0840 

 (0.0483) (0.0646) (0.0527) (0.0548) 

Vector change, (mean 

ind.) 

6.544** 3.326 6.125 3.795 

 (3.245) (2.891) (3.783) (2.339) 

Growth, (2 yrs) 0.356 -0.0711 0.572 -0.647 

 (0.345) (0.716) (0.441) (0.722) 

Outside CEO 12.48* 8.454 13.32** 7.914 

 (6.719) (6.448) (6.189) (6.889) 

     

Observations 2,588 3,179 2,695 3,072 

R-squared 0.090 0.024 0.092 0.021 

Firm FE YES YES YES YES 

Year FE YES YES YES YES 

Centralization 
High Herfindal 

Centralization 

Low Herfindal 

Centralization 

High CSA 

Concentration 

Low CSA 

Concentration 

Num. firms 303 267 302 268 
Note: Standard errors clustered by firms in parentheses, *** p<0.01, ** p<0.05, * p<0.1 
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Table 3.6: Outside CEO and distance from industry, centralized firms 

 (1) (2) (3) (4) 

 Vector change Vector change Vector change Vector change 

VARIABLES (mean ind.) (mean ind.) (mean ind.) (mean ind.) 

     

R&D intensity 0.0136 -0.00493 0.0137 -0.00535 

 (0.0121) (0.0162) (0.0121) (0.0163) 

salary 2.11e-06 3.17e-06 -9.48e-07 5.76e-06 

 (1.46e-05) (1.50e-05) (1.30e-05) (1.61e-05) 

Avg. num. claims -0.000193 -0.000609 -0.000354 -0.000407 

 (0.000534) (0.000549) (0.000550) (0.000516) 

Vector change, (mean 

ind.) 

0.232*** 0.378*** 0.226*** 0.372*** 

 (0.0457) (0.0454) (0.0482) (0.0434) 

Patent applications -6.70e-05*** -2.49e-05* -5.14e-05*** -2.85e-05 

 (1.64e-05) (1.48e-05) (1.74e-05) (1.86e-05) 

Growth, (2 yrs) -0.000419 -0.00187 0.000136 -0.00327 

 (0.00244) (0.00357) (0.00232) (0.00400) 

Outside CEO -0.0302 -0.00764 -0.0311 -0.00590 

 (0.0208) (0.0107) (0.0192) (0.0120) 

     

Observations 2,588 3,179 2,695 3,072 

R-squared 0.735 0.776 0.755 0.765 

Firm FE YES YES YES YES 

Year FE YES YES YES YES 

Centralization 
High Herfindal 

Centralization 

Low Herfindal 

Centralization 

High CSA 

Concentration 

Low CSA 

Concentration 

Num. firms 303 267 302 268 
Note: Standard errors clustered by firms in parentheses, *** p<0.01, ** p<0.05, * p<0.1 
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Table 3.7: CEO impact on innovation direction is higher when they come from more 

distant firms 

 (1) (2) 

 Vector change Vector change 

VARIABLES (prior year) (prior year) 

   

R&D intensity -0.0178* -0.0387 

 (0.0103) (0.0369) 

salary 1.40e-05 7.61e-07 

 (1.82e-05) (1.61e-05) 

Avg. num. claims -0.000776 -0.000599 

 (0.000531) (0.000888) 

Vector change, (mean ind.) 0.488*** 0.414*** 

 (0.0343) (0.0618) 

Patent applications -5.00e-05* -8.55e-06 

 (2.90e-05) (6.00e-06) 

Growth, (2 yrs) -0.00455 -0.00630 

 (0.00305) (0.0131) 

Outside CEO -0.0385** 0.0232 

 (0.0162) (0.0155) 

   

Observations 4,057 1,677 

R-squared 0.619 0.702 

Firm FE YES YES 

Year FE YES YES 

Previous firm distance High Distance previous firm Low Distance previous firm 

Num. firms 531 210 
Note: Standard errors clustered by firms in parentheses, *** p<0.01, ** p<0.05, * p<0.1 
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Table 3.8: Outside CEO and norm change, previous firm distance,  

 (1) (2) 

 Norm change Norm change 

VARIABLES (prior year) (prior year) 

   

R&D intensity -0.518 -7.000 

 (0.535) (11.39) 

salary 0.00319 0.00847 

 (0.00343) (0.0257) 

Avg. num. claims 0.00387 0.473* 

 (0.0251) (0.246) 

Vector change, (mean ind.) 0.630 23.10* 

 (2.700) (11.86) 

Growth, (2 yrs) 0.594* 3.290 

 (0.357) (6.180) 

Outside CEO 2.807 15.17 

 (2.028) (9.917) 

   

Observations 4,057 1,677 

R-squared 0.159 0.042 

Firm FE YES YES 

Year FE YES YES 

Previous firm distance High Distance previous firm Low Distance previous firm 

Num. firms 531 210 
Note: Standard errors clustered by firms in parentheses, *** p<0.01, ** p<0.05, * p<0.1 
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Table 3.9: Outside CEO and distance from industry, previous firm distance 

 (1) (2) 

 Vector change Vector change 

VARIABLES (mean ind.) (mean ind.) 

   

R&D intensity -0.00150 0.0519* 

 (0.0100) (0.0292) 

salary 1.07e-05 -2.26e-05 

 (1.76e-05) (1.48e-05) 

Avg. num. claims -0.000264 -0.000149 

 (0.000383) (0.000931) 

Vector change, (mean ind.) 0.238*** 0.255*** 

 (0.0419) (0.0630) 

Patent applications -7.93e-05** -1.85e-05* 

 (3.98e-05) (9.53e-06) 

Growth, (2 yrs) -0.00364 -0.00689 

 (0.00237) (0.0105) 

Outside CEO -0.0331** -0.0131 

 (0.0137) (0.0304) 

   

Observations 4,057 1,677 

R-squared 0.771 0.772 

Firm FE YES YES 

Year FE YES YES 

Previous firm distance High Distance previous firm Low Distance previous firm 

Num. firms 531 210 
Note: Standard errors clustered by firms in parentheses, *** p<0.01, ** p<0.05, * p<0.1 
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Table 3.10: Impact of outside CEO for high and low R&D intensity firms 

 (1) (2) (3) (4) (5) (6) 

 Vector 

change 

Vector 

change 

Norm 

change 

Norm 

change 

Vector 

change 

Vector 

change 

VARIABLES (prior year) (prior year) (prior 

year) 

(prior 

year) 

(mean ind.) (mean ind.) 

       

R&D intensity -0.0198** 1.033 -0.992 -175.9 -4.47e-05 0.342 

 (0.00987) (0.628) (0.663) (164.6) (0.00989) (0.540) 

salary 2.41e-05 -1.20e-05 0.00126 -0.00581 -1.03e-05 1.69e-05 

 (2.04e-05) (1.81e-05) (0.00484) (0.0174) (1.71e-05) (1.10e-05) 

Avg. num. claims -0.000339 -0.00164** 0.0983* 0.0563 -0.000266 -0.000621 

 (0.000603) (0.000740) (0.0515) (0.0561) (0.000433) (0.000717) 

Vector change, 

(mean ind.) 

0.407*** 0.566*** 1.501 9.001*** 0.295*** 0.292*** 

 (0.0385) (0.0430) (3.534) (2.772) (0.0435) (0.0479) 

Patent 

applications 

-2.08e-05 -1.92e-05*   -4.94e-

05*** 

-3.55e-05* 

 (2.20e-05) (1.01e-05)   (1.77e-05) (1.88e-05) 

Growth, (2 yrs) -0.00509* 0.00570 0.00888 -1.621 -0.00185 -0.0143 

 (0.00291) (0.0153) (0.295) (4.648) (0.00220) (0.0109) 

Outside CEO -0.0192 -0.0439** 2.815 20.59** -0.00205 -0.0370* 

 (0.0131) (0.0215) (1.880) (9.972) (0.0126) (0.0203) 

       

Observations 3,322 2,445 3,322 2,445 3,322 2,445 

R-squared 0.557 0.646 0.078 0.025 0.775 0.744 

Firm FE YES YES YES YES YES YES 

Year FE YES YES YES YES YES YES 

R&D intensity High Low High Low High Low 

Num. firms 319 251 319 251 319 251 
Note: Standard errors clustered by firms in parentheses, *** p<0.01, ** p<0.05, * p<0.1 

 

 

 

Table 3.11: Propensity score matching 

 Coefficient Robust SD p-value 95% Confidence Interval 

ATE      

Outsider 

(1 vs 0) 
-0.03778 0.01275 0.003 -0.06277 -0.0128 

Note: Logit as treatment model. Outcome is vector change in year t+1, as before. 
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Appendix 1: Appendix to Chapter 1 

A1. Proof that feasibility and stability implies that players 

cannot appropriate more than their value added 
Player 'i s  value added is equal to the value when all players are in the coalition minus the value 

created when  i  leaves the coalition. Define { }G i  to be the groups of all players except player 

i , and  \{ }G iv  to be the value produced by the coalition { }G i . We can show that no player can 

appropriate more than their added value. Suppose, by contradiction, that i  appropriates in 

equilibrium more than their added value, that is   \{ }i G iv . Then the distribution could not have 

satisfied (1.2), since: 
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A2. Generalized bargain solution, no vertical integration 
Let Table 1A represents the valuation of each final product by the consumer, such that 

A B C D   .  

Table A1.1:  Product values 

Product Value 

1,1FP  A 

1,2FP  B 

2,1FP  C 

2,2FP  D 

 

Table 2A shows the value created by all possible coalitions between the players. 



 

152 

 

    Table A1.2: Value table, no integration 

Group Value Group Value 

S1, S2, P1, P2, Co A S1, P1, Co A 

S1, S2, P1, Co A S1, P2, Co B 

S1, S2, P2, Co B S2, P1, Co C 

S1, P1, P2, Co A S2, P2, Co D 

S2, P1, P2, Co C Other Groups 0 

 

Since no firm can appropriate more than its value added, the equilibrium has to satisfy the 

following inequalities: 
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A C

A B

A

  (A.4) 

To show that the inequalities in (A.4) are binding, consider the distributions of value shown in 

(A.5). All those distributions are in the core, showing that the added value of each player is 

tenable. 

 

           

            

            

1 1 2 2

1 1 2 2 1

1 1 2 2 1

, 0 ( '  added value)

, , 0 ( 1'  added value)

, , 0 ( 1'  added value)

Co S P S P Co

Co S P S P S

Co P S S P P

A Co s

C A C S s

B A B P s

  (A.5) 

By stability, the one player coalitions require that   0i
 for all i . Two players coalitions impose 

the same conditions. From this, we can deduce that   2 2, 0S P
. Three players coalitions require: 

 

1 1

1 2

2 1

2 2

 (value generated by S1,P1,Co)

 (value generated by S1,P2,Co)

 (value generated by S2,P1,Co)

 (value generated by S2,P2,Co)

S P Co

S P Co

S P Co

S P Co

A

B

C

D

  

  

  

  

  

  

  

  

  (A.6) 

Substituting   2 2, 0S P
 in (A.6), we get 
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1 1
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S P Co

S Co

P Co

Co

A
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C

D

  

 

 



  

 

 



  (1.7) 

Neither four nor five player coalitions generate no new restriction over what is shown in (1.7) 

after substituting   2 2, 0S P
.  

Supposing that   D B C A20, the equilibrium is characterized by 
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D A

B A C

C A B   (A.8) 

Introducing the confidence indices for the consumer ( )Co
 , S1  1( )S

 and P1  1(1 )S

21, we 

obtain the following payoffs: 

 

 

 

 

   

      

      

 

 

1 1 1

1 1 1
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( ) (1 ).max{0,( )}

(1 )( ) .max{0,( )}

0

0

Co Co Co

S S S Co

P S S Co

S

P

A D

A C B

A B C   (A.9) 

To cover all possible scenarios, we need to divide the analysis into three parts; Co C  , 

CoC B  , and CoB  . For each part, the equilibrium will be defined, and there will be a 

discussion of the impacts of innovation on the firms’ payoffs. 

A2.1 Low consumer’s confidence index Co C   

If Co C  , the equilibrium values shown in (A.9) will be: 

                                                 
20 This restriction comes from the fact that it is possible for S1, P1, S2, and P2 to appropriate their value added and 

the left over is higher than D. The assumption   D B C A means that the product made by S2 and P2 is not too 

behind the other possible products.  
21 Refer back to the main text as to why P1 does not have an independent confidence index. 
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0
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S S S Co
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A B C   (A.10) 

Substituting     (1 )Co Co CoA D  into the payoffs in (A.10), we get: 

 

 

     

    

   

        

        

 

 

1 1 1 1

1 1 1 1

2

2

(1 )

( (1 ) ) (1 )( (1 ) )

(1 (1 )) ( (1 ) ) (1 )

0

0

Co Co Co

S S Co Co S Co S

P S Co S Co S

S

P

A D

A B D C

A C D B   (A.11) 

Having Co C   is equivalent to requiring that the consumer bargaining ability satisfy condition 

(A.12). 

 
Co

C D

A D






   (A.12) 

Given the consumer’s confidence index, condition (A.12) is more likely to be satisfied the closer 

C is to A, that is, the more competitive product 2,1FP  is in relation to 1,1FP . In other words, if P1 

views S2 input as a close substitute for S1, it is likely that (A.11) represents the equilibrium.  

The equilibrium in (A.11) shows that firm S1 is better off by an increase in the value of 1,1FP  

(that is, the derivative of 1S  with respect to A is positive) when 
  11

Co

CoS . Likewise, 

increasing A is beneficial to P1 when   1
11 CoS

. In summary, 

 

1
1

1
1

0 if 
1

1
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d

dA
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  (A.13) 

Figure A1 shows when an increase in A is beneficial for S1 (represented by the area in diagonal 

hachure) and P1 (represented by the area in vertical hachure). 
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A2.2 Medium consumer’s confidence index CoC B   

If CoC B  , the equilibrium values shown in (A.9) will be: 

 

 

 



   

      

  

 

 

1 1 1

1 1

2

2

(1 )

( ) (1 )( )

( )

0

0

Co Co Co

S S S Co

P P

S

P

A D

A C B

A B   (A.14) 

Figure A1.1: Increase in A, low consumer bargaining ability, no integration 
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Requiring CoC B   is equivalent to looking at a consumer with bargaining ability satisfying 

condition  (A.15). 

 
Co

C D B D

A D A D


 
 

 
  (A.15) 

If we require that 1 1Co S P A     , we need to set up 1P  as shown in (A.16).   
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C D A D A B

A B

  (A.16) 

To ensure that  1P
 defined in expression (A.16) lies in the interval [0,1]  and therefore is a valid 

confidence index, we need the extra condition22 (A.17).  

 

   

   

 




     




      

      




    

1 1 1

1 1 1
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( ) ( ) (1 )( )
0

( ) ( ) (1 )( ) 0
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S S Co S

S S Co S
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S
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C D A D A B

A B

C D A D A B

C D A D A B B A

A B

A D A B D C

  (A.17) 

Thus, if 
Co

C D B D

A D A D


 
 

 
 and condition (A.17) is satisfied, we can substitute (A.16) in (A.14) and 

obtain the equilibrium payoffs 

                                                 
22 The condition (A.17) implies that 

1
0

P
   because the assumption that D B C A    already guarantees 

1 1P  . 
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1 1 1

1 1 1 1

2

2

(1 )

( ) (1 )( [ (1 ) ])

( ) ( ) (1 )( )

0

0

Co Co Co

S S S Co Co

P S S Co S

S

P

A D

A C B A D

C D A D A B   (A.18) 

 

Taking derivatives with respect to A on (A.18) shows that the benefit for firms S1 and P1 of increases in 

A remain the same as shown in (A.13): firm S1 is better off when 


  11
Co

CoS  and P1 prefers a higher A 

when   1
11 CoS

. 

Figure A2 shows when an increase in A is beneficial for S1 (represented by the area in diagonal 

hachure) and P1 (represented by the area in vertical hachure) for medium values of the 

consumer’s confidence index. 
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A2.3 High consumer’s confidence index CoB   

The final case is equivalent to Co

B D

A D






. When the confidence index for the consumer is that 

high, the expected value for each player is: 

Figure A1.2: Beneficiaries of increase in A, medium consumer bargaining ability, no integration 
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A B   (A.19) 

The confidence indices consistent with feasibility are: 
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B D
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  (A.20) 

The range for 1S  come from the fact that the highest 1S  possible will be when 
Co

B D

A D






 

and 1 0S  . If 1S  is bigger than zero, then the value for 1P  in (A.20) guarantees that 

1 1Co S P A     . In this case, both Co  and 1S  are exogenous, so that S1 find beneficial a 

higher A as shown in (A.19). For P1, an increase in A increase its value appropriated if 

1 1S Co   . 

 

1

1
1

0

0 if 1

S

P
S Co

d

dA

d

dA




 



  

  (A.21) 

Figure A3 shows when an increase in A is beneficial for S1 (represented by the area in diagonal 

hachure) and P1 (represented by the area in vertical hachure) for high values of the consumer’s 

confidence index. 
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Table 3A summarizes when an increase in A is beneficial for firms S1 and P1. 

 

Figure A1.3: Beneficiaries of increase in A, high consumer bargaining ability, no integration 
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Table A1.3: Willingness to adopt new input, no integration. 

Co  
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C D

A D
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C D B D

A D A D
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 1S   10 1S  
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S
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1 0Pd
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1

1
S

Co

 





1

1

1
S

Co

   1 1S Co  

 

Figure A4 shows Table A3, joining Figures A1, A2, and A3 
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Figure A1.4: Willingness to adopt new input, no integration. 

 

 

Adoption. Let the adoption cost be  0k  arbitrarily small. Then, P1 is willing to adopt 

innovation from supplier S1 if  1 0Pd

dA


 .  

Innovation. S1 will innovate when its payoff is increasing in A, that is, when 1 0Sd

dA


  and 

when P1 would adopt, 1 0Pd

dA


  (because of the innovation cost).  
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Information Sharing. The intersection that determines if the increase in A is beneficial for both 

S1 and P1 is the parameters that satisfy 1 0Sd

dA


  and 1 0Pd

dA


 . Given any information 

transmission cost, P1 would only release information if S1 would innovate the input and P1 

would adopt the new input. 

As before, P2 would not send information because its payoff is zero in all cases. Likewise, S2 

would not get information from producers. 

The determination of the derivative of the payoff functions with respect to A is enough to 

determine when information is going to get shared and the input will be improved and adopted. 

The same reasoning will apply to the cases where S1 is integrated with one of the producers. 

A3. Generalized bargain solution, integration between S1 and P1 

The value table for the case where S1 is integrated with P1 depicted in Table 4A. 

    Table A1.4: Value table, integrated S1and P1 

Group Value Group Value 

S1P1, S2, P2, Co A S2, P2, Co D 

S1P1, S2, Co A S1P1, Co A 

S1P1, P2, Co A Other Groups 0 

 

The added value of each player imposes the conditions (A.22). 

 





 

 





1 1

2 2, 0

S P

Co

S P

A D

A   (A.22) 

To show that the inequalities in (A.22) are binding, consider the distributions of value shown in. 

All those distributions are in the core, showing that the added value of each player is tenable. 

 
         

          

1 1 2 2

1 1 2 2 1

, 0 ( '  added value)

, , 0 ( 1 1'  added value)

Co S P S P Co

Co S P S P S

A Co s

D A D S P s
  (A.23) 
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By stability, the one player coalitions require that   0i
 for all i . From this and (A.22) we can 

deduce that   2 2, 0S P
.  The other coalitions require: 

 

1 1

1 1

1 1

1 1

 (value generated by S1P1,Co)

 (value generated by S1P1,P2,Co)

 (value generated by S1P1,S2,Co)
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  ,P2,Co)

  (A.24) 

In summary, the following conditions are imposed in the core: 
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A   (A.25) 

The equilibrium outcomes in the bargaining phase are given by:  

 

  

 





  

  





1 1

2

2

(1 )

( )(1 )

0

0

Co Co Co

S P Co

S

P

A D

A D
  (A.26) 

It is clear that the payoff for firm S1P1 is always increasing in A. In this case, the information 

will always flow internally from P1 to S1, independently of the value of Co . The integrated firm 

S1P1 will also innovate and, adopt the input. P2 will not adopt or send information to any 

supplier.  

A3. Generalized bargain solution, integration between S1 and P2 

The value table for when S1 and P2 are integrated is represented in table 4. 
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    Table A1.5: Value table, integrated S1and P2 

Group Value Group Value 

S1P2, S2, P1, Co A S2, P1, Co C 

S1P2, S2, Co B S1P2, Co B 

S1P2, P1, Co A Other Groups 0 

 

The added value of each player imposes the following conditions: 

 









 

 





1 2

1

2 0

S P

P

Co

S

A C

A B

A
  (A.27) 

To show that the inequalities in (A.27) are binding, consider the distributions of value shown in. 

All those distributions are in the core, showing that the added value of each player is tenable. 
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  (A.28) 

By stability, the one player coalitions require that   0i
 for all i . From this and (A.27) we can 

deduce that  2 0S
.  The other coalitions require: 
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   d by S1P2,S2,P1,Co)

  (A.29) 

In summary, the following conditions are imposed in the core: 
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S P Co

S P

D A

A   (A.30) 

Equilibrium outcomes follow the set of conditions: 
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max{0, }

max{0, }

max{0, }

0

Co

Co S P

Co P

S

B C A A

B A C

C A B
  (A.31) 

Notice that the lower bound for Co  is the maximum between zero and B C A  . This is 

because it is possible for both S1P2 and P1 to appropriate their added value and there is still 

value leftover for Co to appropriate. Indeed, if the market is competitive enough, it is likely that 

   0B C A . This chapter will maintain this assumption. 

A3.1 Low consumer’s confidence index Co C   

If Co C  , then 
2

Co

A B

A B C





 
. The equilibrium values shown in (A.31) will be: 
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( ) (1 )( )

( ) (1 )( )
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S P S P S P Co

P P P Co

S

A B C A

A C B

A B C
  (A.32) 

If we to set up 1 1 21P S P   , then 1 1Co S P A     . Substituting 1 1 21P S P    and the 

expanded form for Co  into (A.32), we get (A.33). 
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2

(2 1) (1 )( )
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A B C
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A B C
  (A.33) 

When looking at the benefit of an increase in A for players, we get that: 
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  (A.34) 

Note that (A.34) displays the change in value for players when A ( 1,1FP ) increases. The first 

thing to notice here is that the derivatives do not depend on the values of B or C. Therefore, P1’s 

choice to adopt A does not depend on adoption by P2 – it only depends on 1 2S P  and Co . 

Second, the benefit for S1P2 do adopt an innovation in P2 (that is, increase the value of B) is 

  1 2(1 ) 0Co S P
, a positive number. This means that S1P2 is better off by having P2 send 

information to S1, creating a better input and adopting the new input in P2 regardless of P1’s 

decision to adopt. Therefore, P2 will always send information to the upstream unit of the 

integrated firm. It also means that P2 will adopt all input innovation, including the innovation 

that was born from P1’s information sharing.  

Firm’s P1 decision to adopt a innovation follows (A.34), independently of where the information 

needed to innovate came from. However, P1’s knowledge that the integrated P2 will always 

adopt impacts its decision to share information. To understand how S1P2’s adoption affects the 

equilibrium, suppose that the value consumers give to a product made by firm i  using the input 

from S1 ( 1,iFP ) is some function of the input quality I  and producers’ quality iK  so that 

1, ( , ) ( )i i iFP f I K f I  23. When both S1P2 and P1 adopts the new input, the total change in 

payoff for firm P1 is calculated in (A.35). 

 
1 2 1 2

( ) ( )
(1 2 ) (1 )A B

Co S P Co S P

df I df I

dI dI
        (A.35) 

Since (A.35) is smaller than 1 2

( )
(1 2 ) A

Co S P

df I

dI
   , producer P1 will choose to send information 

less frequently. Moreover, the bigger the impact of I  on ( )Bf I , the less information P1 will 

send to S1P2. If we assume that P1 is a higher quality producer ( 1 2P PK K ) and consumers view 

                                                 
23 The effect of increases in I  is positive for both functions ( )if I .  
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input quality and producers quality as substitutes (
( , )

0i

i

f I K

I K




 
 ), then 

( ) ( )A Bdf I df I

dI dI
   and 

thus producer P1 will never send information to S1P2 because (A.35) will be negative for all 

values of 1 2S P  and Co . 

In general, P1 sends information if (A.35) is positive, that is, if (A.36) is satisfied. 

 1 2

( ) ( )

( ) (
(

 
)

2 )

A B

S P
A B

Co

df I df I

dI dI
df I df I

dI dI











  (A.36) 

 

For notation simplicity, let 

( )

( )

B

A

df I

dI
df I

dI

   . Then we can write the right hand side of (A.36) as 

(A.37). 

 
1

(2 )Co



 




  (A.37) 

A3.2 Medium consumer’s confidence index CoC B   

If  CoC B  , then
2 2

Co

A B A C

A B C A B C


 
 

   
. The equilibrium values shown in (A.31) 

will be: 
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  (A.38) 

 Since the chapter assumes that all confidence indices are consistent, we need to set up to 1P  be: 
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 1 2
1

( 2 )
1 S P Co

P

B C A

A B

 


 
 


  (A.39) 

We need to insure 10 1P  . Since 2 0B C A   , we can guarantee that 1 1P  . The 

condition for 1P to be bigger than zero implies  

 
1 2S P

A B

A C






  (A.40) 

Assuming that (A.40) is satisfied, we can substitute (A.39) into (A.38) to yield (A.41).  Note that 

(A.41) is identical to (A.33). Therefore, the discussion about information sharing and adoption is 

the same as before. 
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  (A.41) 

A3.3 High consumer’s confidence index CoB   

Finally, we need to look at the case when  
2

Co

A C

A B C





 
. In this case, the payoffs will be: 
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In this case, the confidence indices compatible with the equilibrium are: 
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Substituting (A.43) into (A.42) yields (A.44). 
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The derivatives of payoffs with relation to A are calculated in (A.45). 
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Since 
(2 )(1 )

2(1 )Co
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A B C
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, 1 0Pd

dA


  for all equilibria when 

2
Co

A C

A B C





 
.  

Firm S1P2 does not gain from increasing B, since its payoff function only depends on A and C, 

as shown in (A.42).  

 

Table 6A and Figure 2A show when S1P2 and P1 are better off with an increase in A. 

Table A1.6: Impact of larger A on firms’ payoffs, integration between S1 and P2. 
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Figure A1.5:  Impact of larger A on firms’ payoffs, integration between S1 and P2. 

 

However, as stated before, S1P2 would always want to adopt the innovation on product 1,2FP , 

thus increasing the value of B. Figure 3A takes into consideration this effect. 
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Figure A1.6: Impact of larger A and B on firms’ payoffs, integration between S1 and P2. 

 

Note that Figure 3A depends critically on the value of  . Figure 3A depicts a value of 0.9  , 

that is, when P2 adopts the input, it gets only 90 percent of the increase that would be gained by 

P1 adoption. If both firms gained the same from input adoption ( 1)  , then P1 would never 

benefit from sending information. 
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Appendix 2: Appendix to chapter 3 
 

Table A2.1: Summary statistics, full sample 

 (1) (2) (3) (4) (5) 

VARIABLES N mean sd min max 

      

Outside CEO 8,237 0.138 0.345 0 1 

Vector change, (prior year) 7,934 0.308 0.315 0 1 

Norm change, (prior year) 8,237 0.138 54.74 -2,710 2,112 

Vector dist., (mean ind.) 8,237 0.404 0.292 0 1.000 

Growth, (2 yrs) 8,105 0.870 17.40 -1 1,338 

salary 8,237 682.8 411.6 0 5,500 

Patent applications 8,237 104.6 451.8 1 12,271 

Avg. num. claims 8,237 19.92 9.584 0 198 

R&D intensity 7,177 0.347 8.520 0 509.4 
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Table A2.2: Outside CEO decrease change in innovation direction, full sample 

 (1) (2) (3) (4) (5) (6) (7) 

 Vector 

change 

Vector 

change 

Vector 

change 

Vector 

change 

Vector 

change 

Vector 

change 

Vector 

change 

VARIABLES (prior year) (prior year) (prior year) (prior year) (prior year) (prior year) (prior year) 

        

R&D intensity -0.000412*** -0.000441*** -7.58e-05 -0.000411*** -0.000520*** -0.000470** -0.000472** 

 (0.000139) (0.000131) (0.000221) (0.000138) (0.000178) (0.000189) (0.000187) 

salary 7.98e-06 1.60e-05 2.51e-05 7.19e-06 7.04e-06 1.92e-05 1.93e-05 

 (1.39e-05) (1.23e-05) (1.67e-05) (1.35e-05) (1.35e-05) (1.39e-05) (1.39e-05) 

Avg. num. claims -0.000747 -0.000827* -0.00113* -0.000760 -0.000743 -0.000575 -0.000578 

 (0.000473) (0.000440) (0.000605) (0.000473) (0.000473) (0.000480) (0.000479) 

Vector dist., (mean ind.) 0.485*** 0.486*** 0.482*** 0.484*** 0.484*** 0.481*** 0.483*** 

 (0.0287) (0.0280) (0.0249) (0.0284) (0.0284) (0.0317) (0.0316) 

Patent applications -1.83e-05 -2.39e-05* -5.28e-05** -2.06e-05* -2.05e-05* -1.84e-05* -1.84e-05* 

 (1.14e-05) (1.28e-05) (2.68e-05) (1.12e-05) (1.12e-05) (1.12e-05) (1.11e-05) 

Growth, (2 yrs) -0.000114* -0.000126* -0.000247*** -0.000133** -0.000127* -0.000121** -0.000122** 

 (6.70e-05) (6.59e-05) (8.73e-05) (6.48e-05) (6.48e-05) (5.79e-05) (5.69e-05) 

Growth, (prior yr)     -0.00108*** -0.00102*** -0.00102*** 

     (0.000195) (0.000180) (0.000179) 

Outside CEO  -0.0321*** -0.0388** -0.0318*** -0.0320*** -0.0308*** -0.0307** 

  (0.0114) (0.0164) (0.0116) (0.0116) (0.0119) (0.0119) 

Herfindal Central.      0.0316  

      (0.0202)  

CSA Concent.       0.0286 

       (0.0203) 

        

Observations 5,828 5,828 5,894 5,828 5,827 5,144 5,144 

R-squared 0.621 0.619 0.271 0.622 0.622 0.628 0.628 

Firm FE YES YES NO YES YES YES YES 

Year FE YES NO YES YES YES YES YES 

Num. firms 576 576 642 576 576 485 485 

Note: Standard errors clustered by firms in parentheses, *** p<0.01, ** p<0.05, * p<0.1
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Table A2.3: Outside CEO impact on norm and firm uniqueness, full sample 

 (1) (2) 

 Norm change Vector distance 

VARIABLES (prior year) (mean ind.) 

   

R&D intensity 0.00271 0.000608*** 

 (0.0176) (0.000142) 

salary -0.00284 -5.26e-07 

 (0.0100) (1.05e-05) 

Avg. num. claims 0.0841** -0.000333 

 (0.0366) (0.000374) 

Vector change, (mean ind.) 4.854** 0.305*** 

 (2.154) (0.0326) 

Patent applications  -3.69e-05** 

  (1.69e-05) 

Growth, (2 yrs) 0.0109 -0.000128*** 

 (0.00791) (4.38e-05) 

Outside CEO 9.829** -0.0178* 

 (4.551) (0.0107) 

   

Observations 5,828 5,828 

R-squared 0.026 0.759 

Firm FE YES YES 

Year FE YES YES 

Num. firms 576 576 

Note: Standard errors clustered by firms in parentheses, *** p<0.01, ** p<0.05, * p<0.1
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Table A2.4: CEO impact on innovation direction is higher in centralized firms, full sample 

 (1) (2) (3) (4) 

 Vector change Vector change Vector change Vector change 

VARIABLES (prior year) (prior year) (prior year) (prior year) 

     

R&D intensity -0.000546*** -0.000201 -0.000554*** -0.000199 

 (9.99e-05) (0.000253) (8.69e-05) (0.000259) 

salary 1.29e-05 1.39e-05 -2.88e-06 1.90e-05 

 (2.40e-05) (1.70e-05) (2.36e-05) (1.79e-05) 

Avg. num. claims -0.000635 -0.000875 -0.000864 -0.000690 

 (0.000724) (0.000619) (0.000696) (0.000635) 

Vector change, (mean ind.) 0.489*** 0.477*** 0.488*** 0.478*** 

 (0.0444) (0.0370) (0.0460) (0.0353) 

Patent applications -9.59e-05* -1.40e-05 -3.93e-06 -2.35e-05 

 (5.17e-05) (9.86e-06) (1.60e-05) (1.57e-05) 

Growth, (2 yrs) -0.000954** -5.74e-05* -0.000499** -8.34e-05* 

 (0.000462) (2.99e-05) (0.000253) (4.63e-05) 

Outside CEO -0.0588*** -0.0123 -0.0520*** -0.0140 

 (0.0213) (0.0136) (0.0180) (0.0149) 

     

Observations 2,222 3,606 2,462 3,366 

R-squared 0.616 0.622 0.634 0.616 

Firm FE YES YES YES YES 

Year FE YES YES YES YES 

Centralization High Herfindal Central. Low Herfindal Central. High CSA Concent. Low CSA Concent. 

Num. firms 272 304 281 295 

Note: Standard errors clustered by firms in parentheses, *** p<0.01, ** p<0.05, * p<0.1 
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Table A2.5: Outside CEO and norm change, centralized firms, full sample 

 (1) (2) (3) (4) 

 Norm change Norm change Norm change Norm change 

VARIABLES (prior year) (prior year) (prior year) (prior year) 

     

R&D intensity -0.000239 -0.0122 0.00387 -0.00862 

 (0.00857) (0.0624) (0.0100) (0.0653) 

salary 0.000648 -0.00334 0.000458 -0.00472 

 (0.00262) (0.0155) (0.00294) (0.0167) 

Avg. num. claims 0.0362 0.125* 0.0641 0.107* 

 (0.0440) (0.0639) (0.0552) (0.0557) 

Vector change, (mean ind.) 3.821*** 5.960 6.226 4.099* 

 (1.391) (3.670) (4.078) (2.114) 

Growth, (2 yrs) 0.0124 0.0127 0.0708 0.00847 

 (0.0119) (0.00978) (0.0613) (0.00793) 

Outside CEO 3.115 12.35* 6.563*** 11.59 

 (1.982) (6.693) (2.489) (7.362) 

     

Observations 2,222 3,606 2,462 3,366 

R-squared 0.078 0.030 0.074 0.023 

Firm FE YES YES YES YES 

Year FE YES YES YES YES 

Centralization High Herfindal Central. Low Herfindal Central. High CSA Concent. Low CSA Concent. 

Num. firms 272 304 281 295 

Note: Standard errors clustered by firms in parentheses, *** p<0.01, ** p<0.05, * p<0.1 
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Table A2.6: Outside CEO and distance from industry, centralized firms, full sample 

 (1) (2) (3) (4) 

 Vector distance Vector distance Vector distance Vector distance 

VARIABLES (mean ind.) (mean ind.) (mean ind.) (mean ind.) 

     

R&D intensity 0.000550*** 0.000932*** 0.000515*** 0.000918*** 

 (6.98e-05) (8.58e-05) (6.77e-05) (8.25e-05) 

salary -7.62e-06 4.44e-06 -9.59e-06 7.09e-06 

 (1.79e-05) (1.29e-05) (1.38e-05) (1.42e-05) 

Avg. num. claims -0.000121 -0.000538 -0.000353 -0.000332 

 (0.000601) (0.000483) (0.000589) (0.000480) 

Vector change, (mean ind.) 0.206*** 0.381*** 0.226*** 0.363*** 

 (0.0501) (0.0406) (0.0495) (0.0420) 

Patent applications -8.33e-05 -3.18e-05** -3.96e-05** -3.37e-05* 

 (7.26e-05) (1.52e-05) (1.96e-05) (2.01e-05) 

Growth, (2 yrs) -0.000196 -0.000121** -0.000127 -0.000121** 

 (0.000139) (4.99e-05) (0.000117) (4.76e-05) 

Outside CEO -0.0192 -0.0129 -0.0285 -0.00833 

 (0.0262) (0.0102) (0.0222) (0.0114) 

     

Observations 2,222 3,606 2,462 3,366 

R-squared 0.725 0.779 0.757 0.764 

Firm FE YES YES YES YES 

Year FE YES YES YES YES 

Centralization High Herfindal Central. Low Herfindal Central. High CSA Concent. Low CSA Concent. 

Num. firms 272 304 281 295 

Note: Standard errors clustered by firms in parentheses, *** p<0.01, ** p<0.05, * p<0.1 
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Table A2.7: CEO impact on innovation direction is higher when they come from distant 

firms, full sample 

 (1) (2) 

 Vector distance Vector distance 

VARIABLES (mean ind.) (mean ind.) 

   

R&D intensity -0.000386*** -0.0178*** 

 (0.000123) (0.00235) 

salary 1.65e-05 -9.21e-07 

 (1.81e-05) (1.61e-05) 

Avg. num. claims -0.000840 -0.000563 

 (0.000535) (0.000882) 

Vector change, (mean ind.) 0.487*** 0.409*** 

 (0.0341) (0.0615) 

Patent applications -5.10e-05* -8.64e-06 

 (2.92e-05) (6.03e-06) 

Growth, (2 yrs) -0.000140** -0.0110 

 (6.06e-05) (0.0114) 

Outside CEO -0.0404** 0.0156 

 (0.0160) (0.0127) 

   

Observations 4,100 1,696 

R-squared 0.618 0.701 

Firm FE YES YES 

Year FE YES YES 

Previous firm distance High Distance previous firm Low Distance previous firm 

Num. firms 538 211 
Note: Standard errors clustered by firms in parentheses, *** p<0.01, ** p<0.05, * p<0.1 
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Table A2.8: Outside CEO and norm change, previous firm distance, full sample 

 (1) (2) 

 Norm change Norm change 

VARIABLES (prior year) (prior year) 

   

 (0.0146) (0.756) 

salary 0.00310 0.00875 

 (0.00345) (0.0253) 

Avg. num. claims 0.00277 0.467* 

 (0.0251) (0.241) 

Vector change, (mean ind.) 0.587 22.86* 

 (2.700) (11.79) 

Growth, (2 yrs) 0.0127 2.417 

 (0.00921) (4.910) 

Outside CEO 2.793 14.94** 

 (2.002) (7.548) 

   

Observations 4,100 1,696 

R-squared 0.159 0.041 

Firm FE YES YES 

Year FE YES YES 

Previous firm distance High Distance previous firm Low Distance previous firm 

Num. firms 538 211 

Note: Standard errors clustered by firms in parentheses, *** p<0.01, ** p<0.05, * p<0.1 
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Table A2.9: Outside CEO and distance from industry, previous firm distance, full sample 

 (1) (2) 

 Vector distance Vector distance 

VARIABLES (mean ind.) (mean ind.) 

   

R&D intensity 0.000594*** 0.00869*** 

 (0.000102) (0.00185) 

salary 1.01e-05 -2.27e-05 

 (1.78e-05) (1.48e-05) 

Avg. num. claims -0.000226 -0.000175 

 (0.000378) (0.000924) 

Vector change, (mean ind.) 0.239*** 0.254*** 

 (0.0415) (0.0624) 

Patent applications -7.99e-05** -1.83e-05* 

 (3.99e-05) (9.54e-06) 

Growth, (2 yrs) -0.000141*** -0.00482 

 (3.98e-05) (0.00903) 

Outside CEO -0.0316** -0.00878 

 (0.0138) (0.0228) 

   

Observations 4,100 1,696 

R-squared 0.772 0.774 

Firm FE YES YES 

Year FE YES YES 

Previous firm distance High Distance previous firm Low Distance previous firm 

Num. firms 538 211 
Note: Standard errors clustered by firms in parentheses, *** p<0.01, ** p<0.05, * p<0.1 
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Table A2.10:  Impact of outside CEO for high and low R&D intensity firms, full sample 

 (1) (2) (3) (4) (5) (6) 

 Vector change Vector 

change 

Norm 

change 

Norm 

change 

Vector change Vector 

change 

VARIABLES (prior year) (prior year) (prior year) (prior year) (mean ind.) (mean ind.) 

       

R&D intensity -0.000429*** 1.283** 0.0143 -103.8 0.000561*** 0.560 

 (0.000128) (0.616) (0.0157) (117.6) (0.000144) (0.475) 

salary 2.83e-05 -1.09e-05 0.00132 -0.00585 -1.35e-05 1.62e-05 

 (2.04e-05) (1.84e-05) (0.00493) (0.0169) (1.74e-05) (1.08e-05) 

Avg. num. claims -0.000402 -0.00147** 0.0909* 0.0624 -0.000163 -0.000691 

 (0.000623) (0.000696) (0.0536) (0.0499) (0.000445) (0.000653) 

Vector change, (mean ind.) 0.406*** 0.554*** 1.386 8.355*** 0.308*** 0.282*** 

 (0.0395) (0.0416) (3.641) (2.534) (0.0437) (0.0469) 

Patent applications -1.87e-05 -1.79e-05*   -4.99e-05*** -3.59e-05* 

 (2.14e-05) (1.04e-05)   (1.78e-05) (1.93e-05) 

Growth, (2 yrs) -0.000107* -0.00521*** 0.00493 -0.118 -0.000119*** -0.000778 

 (5.84e-05) (0.000601) (0.00797) (0.0862) (4.19e-05) (0.000596) 

Outside CEO -0.0267** -0.0315 2.979 18.59** 0.00142 -0.0377** 

 (0.0130) (0.0207) (2.002) (9.100) (0.0130) (0.0187) 

       

Observations 3,178 2,650 3,178 2,650 3,178 2,650 

R-squared 0.560 0.639 0.080 0.023 0.771 0.753 

Firm FE YES YES YES YES YES YES 

Year FE YES YES YES YES YES YES 

R&D intensity High Low High Low High Low 

Num. firms 305 271 305 271 305 271 

Note: Standard errors clustered by firms in parentheses, *** p<0.01, ** p<0.05, * p<0.1 
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