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ABSTRACT

Interest in tightly coupled multiprocessor
computer systems has grown as the possibilities for
high performance with such systems have been recog-
nized. Central to their design is the structure of
the network cover which the processors communicate.
Unless properly designed, such networks can become
both a cost and performance bottleneck. This paper
focuses on the design of VLSI cowmmunications net=-
works, that is, on communications networks which can
be placed on a single VLSI chip. Traditional SSI

~based cost and complexity measures for such net-
works have principally involved switch aggregate
counts. In a VLSI domain, however, more appro-
priate measures involve chip area, and space=-time
product. The effects of network topology and VLSI
layout on these measures are reviewed with regard
to two network types. Another important question
related to the VLSI communication network problem
relates to chip pin constraints. This problem is
discussed and some effects and options presented by
bit slice network designs are described.

INTRODUCTION

In recent years there has been increasing in-
terest in tightly coupled, physically local multi-
processor computer systems {(1,2). This has been due
both to the enhanced performance possibilities for
such systems, (e.g., increased computational power
resulting from parallel processing and higher reli-
ability resulting from component redundancy) and
the steady decrease in hardware costs associated
with these systems. A central issue in the design
of such systems concerns performance degradation
due to costs associated with interprocessor commu-
nicaticon. One aspect of this problem relates to
the question of user problem decompositiom and
scheduling (3,4). Another relates to the structure
and design of the network over which the multiple
processors communicate. As the number of proces=-
sors increases the characteristics of both the de-
composition and scheduling algorithms, and the com-
munications network, become critical in establishing
acceptable overall system performance cost. This
paper is concerned with certain communications net-
work design questions which arise in context of
multiprocessor systems designed in a VLSI environ-

ment.
¢ Various studies aimed at characterizing and
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quantlfying the performance of 5SI based networks
have already been pursued (5,6,7). Typically the
principal figures of merit used in these studies
have been related tc the number of switches requir-
ed by the communications network and the bandwidth
of the path between processors. For a given net-
work architecture, determination of the number of
switches is straightforward, while estimation of
the bandwidth has, in most cases, been derived from
an analysis of the average number of switches
through which a signal must pass and the blocking
characteristics of the network.

Use of these types of figure of merit make
sengse in an environment where the cost of switching
elements is substantially greater than the cost
of wires and connection paths. The situation
changes however, with the introduction of VLSI
technology. This fabrication methodology has the
potential for economically placing large switching
networks or subnetworks on a single chip. Cost here
becomes related to chip area, Unfortunately, a new
challenge appears: the Implementation of the con-
nection paths may use substantial amounts of the
chip area, thus limiting the area available to the
switch elements themselves. This has the effect of
reducing the size of a switching network that can
be fabricated on a chip of a given size. The time
delay associated with the connection paths also
contributes to the overall delay, thus directly ef-
fecting bandwidth. Area, topology and layout,
mainly ignored in traditional communication network
analysis, become important interrelated factors in
VLSI network design (8).

The advent of VLSI has thus significantly
changed the design space with which engineers must
contend. More meaningful figures of merit based on
parameters of time (on/off chip time) and chip area
now seem more appropriate in many situations. In
the next section two interconmection networks
Crossbar (9) and Banyan (10) are compared in terms
of their space-time products when implemented on a
single VLSI chip.

While single chip design questions are impor-
tant, when large networks requiring multiple chips
are to be designed with single chip subnetworks as
the building components, interchip communications
delays can dominate overall delay times, Further-
more there is often a close relatienship between
intra and interchip communications network design.
It may be advantageous, for instance, for the com=-
munications network on the chip to have a topology



different from the larger interchip network, Fur-
thermore, this interacts directly with questions
relating to chip pin limitations, metwork conrol,
and communications path width. It may turn out
that bit serial communications paths are best be-
cause they preserve pins and permit large networks
to be placedon a single chip. Reducing the delays
agsoclated with interchip communications may more
than offset the extra time necessary for serial
data transmission. The question of pin limitations
is explored later in this paper and some prelimi-
nary results reviewed.

SPACE-TIME NETWORK COMPARISONS

Banyan and Crossbar Networks

This section reviews certain research results
comparing banyan and crossbar interconnection net-
works (11). The crossbar network considered is of
the form shown in Figure 1. While there are many
ways of designing a crossbar (e.g., demultiplexer/
multiplexer designs, switched bus designs), the ap-
proach examined has a number of generally desirable
capabilities, These include distributed (local)
network path control, asynchronous and pipelined
data tramnsfer, and a high degree of modularity (9).
Furthermore its naturally regular and planar layout
appears to make it well suited to VLSI implementa-
tion. The banyan network considered is of the form
shown in Figure 2. It too canbe designed for dis-
tributed network path control, asynchronous data
transfer and pipelining. On the other hand its
modularity properties are notquite as straightfor-
ward as the crossbar and its topology, while regu-
lar in a certain sense, is inherently nonplanar.
Note that both networks have a full interconnection
capability in that any single input/output comnec-
tion can be made by placing the appropriate
switches in the proper positions.

While the properties mentioned above are im-
portant, most work to date has compared the networks
principally on the basis of switch complexity (i.e.
number of switches required for implementation},
and network bandwidth. For square N input, N output
networks switch complexity for the crossbar is
Abg = 0(N2) while for the bamyan it is
App = 0(Nlogh),

Network bandwidth is associated with three
items. First, pipeline characteristics of the net-
work and message length distributions must be de—
termined. For analysis simplicity, a nonpipelined
design and circuit switched mode of operation are
assumed. Message length congiderations therefore
do not enter into these bandwidth comparisions.

The second item to consider relates to the average
number of switches through which a message must
pass assuming uniform addressing of input and out-
put ports. For the crosshar this is Dpy = O(N)
while for the banyan it is 0(logWN). The final item
to consider relates to the networks blocking chara-
teristics and the protocol to be used when a mes-
sage is blocked. The crossbar is a strict sense
nonblecking network., That is, as long as each in-
put port addresses a unique output port, no mes-
sage is blocked in the network due to path conten-
tion {(and no rearrangement of paths is necessary).
The banyan network on the other hand is a blocking
network, and under certain situations message
blocking can occur. For N less than about 2000,

the probability of this blocking can be approxima-
ted by Py * 1-b/N% with a = .19 and b = 1.05.
Assuming a saturated system, synchronized messages
of equal length, and a message retry protocol where
blocked messages reenter the system again with the
next message batch, the average delay through a
banyan network can be derived as DéA- 0(log WY/
(-Py) . *

Overall cost measures for the banyan and
crossbar can now be obtained as:

3
= . ' =
CéB AéB DCB om™) [1]

Cpa = A4 ° Dp, = O(Ncloszﬂ) (l<e<2) (2]

From these equations it is clear that by tradition-
al measures, the banyan is much less cestly than
the crossbar. This is alse true for other block-
ing networks such as the Omega (12) and indirect
binary N-cube (13} whose switch complexities are
also O(N log N}.

VLSI Network Implementation Model

Consider next that the layout of a crossbar
network on a single chip directly follows the to-
pology of Figure 1. Assuming the logic associated
with each crosspoint fits intoc a square with sides
of length L, and the spacing between squares fol-
lows the Mead and Conway (8) recommendations for
spacing between metal Interconnect lines (i.e.,

3 feature sizes, 31), then the area in units of 22
is given by:

2 2
Ay = [NL+3(N-1)]17 = 0(N") [3]

Unfortunately, for the banyan case the analy-
sis is not as straightforward and one must refer
to reference 11 for details. The thrust of the
analysis, however, is as follows. First assume
again that the switches in the banyan network fit
into a square with sides of length L. Next assume
that two layers of metal interconnect are availa-
ble, cone for horizontal and one for vertical lines,
Various layouts may be proposed, but as long
as the general form shown in Figure 2 is preserved
(i.e., sucecessive rows of switches) two things be-
come evident, First, the horizontal distance re—
quired by the network will be O0{N) since this will
vary directly with the number of input and ocutput
ports. Secend, the vertical spacing between switch
rows will increase as the network grows. This is
because the number of horizontal lines which re~
quire routing between the right and left halves of
the network increases as the network grows. These
lineg, being routed on the same plane, need more
area as one moves from level (row) to level., This
is illustrated in Figure 3. The result of this is
that although there are 0(logN) levels, the verti-
cal distance grows as O(N) and thus the area grows
as ABA = 0(N2),

The interesting point te note here is that
this is just the same as the crossbar, and is conm-
siderably different from what is predicted from
switch aggregate counts, One other point to note
is that these same results can be obtained by fol-
lowing a graph theoretic argument developed by
Thompson (14).

Developing time delay models follows the same
approach discussed above. As pointed out, for the



crossbar an average path contains N crosspoints.
If each crosspoint is implemented in NMOS NOR gates
with: a fanout f; a transit time v; a pullup to
pulldown transitor impedance ratio of 4; m levels
of logic; a metalization capacitance /transistor
gate capacitance ratio of a; and intercrosspoint
drivers of minimum area; then the crossbar delay
can be derived as:

DCB = 2.5Nmft + (N-1)1(1+2.25a) = O(N) [41

For the banyan case a more complex expression
can be obtained. Here certain assumptions must be
made concerning driving the metal lines between le-
vels which increase in length from level to level.
Assuming the metal lines present purely capacitive
loads, and are driven by a matched sequence of dri-
ver stages (8) to minimize delay, it can be shown
that the delay presented by the lines is 0(log2N).
Introducing the multiplicative factor related to
the blocking grobability yields an overall delay of
Dpa = 0(N2log<N} where O<a<l. For large N this is
less than Dogs however it is greater than that pre-
dicted from traditional analysis.

The overall space~-time product measure is
given below:

& . = o
Cop = Acp " Dgp = 0N7) (5]

Cay = Agy * Dpy = 00 %log™N)  (2<a<®)  [6]
These results indicate that while Cpy is still less
than Cop for large N, the costs are much closer
than predicted from standard switch aggregate anal-
ysis. A more detailed analysis indicates that for
reasonable values of N (i.e.,, values that could be
currently implemented on a single chip), the two
networks have roughly comparable space-time perfor-
mance.
PIN LIMITATIONS

One of the key constraints on placing very
large networks con a single chip is the limited num-
ber of pins supported by standard integrated cir-
cuit carriers. Consider for instance the inter-
connecticn network depicted in Figure 4 which es-
tablishes a B'-bit path between device %4 and de-
vice yy where 1<i,j<N', Our interest is in de-
veloping networks that are general in that we place
minor, if any, conditions on the specific numerical
values for N' and B'. If the network of Figure 4
were to be implemented on a single VLSI chip then
the number of required pin commections (ignoring
power, ground, and general control such as reset)
is given by 2N'B'. Suppose, for example, that we
have a square interconnection network
with N' = 12 and B'" = 16, Then the num-
ber of required pins is 384, much larger than common
commercially available integrated circuit carriers.
The total number of pins is limited mainly by the
increase in the physical length of the package; the
pins are typically placed on 100 mil centers if the
package is to be inserted in pads on printed ecir-
cuit boards. (We ignore here certain more advanced
schemes such as the array configuration used by IBM).
For this pin placement, a 64 pin dual-in-line pack-
age is 3.2 inches in length. This becomes physi-
cally awkward to manipulate and also becomes more
susceptable to breaking forces. The 384 pin exam—
ple, for instance would require a 19.2 inch dual-
in-line package!

There are a number of potential solutions to
this pin limitation problem. We review here two of
the more obvious ones with details being presented
in reference 15. The first approach is to imple-
ment a large network requiring many pins as a col-
lection of smaller networks where each of the
smaller networks can be contained on a single chip
in which the pin constraints of the chip are met.
An N'sN' network would therefore be decomposed in-
to a set of subnetworks (each subnetwork of size
N*N} which would themselves be intercomnected in
some fashion.

The second approach is to slice the network so
that one creates a set of network planes, each
plane handling one or more bits (e.g., B bits) of
the B'-bit wide datapath. This is commonly done in
memory designs. WNote that a potential problem
arises here due to the difficulty in synchronizing
the multiple planes. Although details of this is-
sue will not be discussed here, there are ways of
dealing with this problem.

The question to be considered is what repre-
sents the "best" combination of datapath slice B
and chip network size N given: an overall network
size N'; a data path width B'; an intrachip network
type T; an interchip network type T'; 2 maximum al-
lowable number of pins N_; and a required number of
pins for power, ground and control Nic.

A Chip Count Model

While the "best™ B and N selection refers to
both the chip count and bandwidth of the overall
N'*N' network, due to space limitations only the
chip count analysis is reviewed here. With regard
to network types T and T', the overall chip count
is a function only of T', the interchip network
type. Although there are numerocus ways of connect-
ing subnetworks together to achieve an overall net-
work, two basic network types are considered.

The first is the common crossbar network.

An 8#%#8%] crossbar network for example can be con-
figured wusing 4*4*1 chip components. The number
of N*N*B chips required te implement an N'#N'*B'
network is given by:

w

The second type of network considered is the
banyan. The number of N*N*B chips needed to imple-
ment an N'*N'#B' network is given by:

Nba = %] I'g—] [loggr] (8]

The first term in this expression is the number of
bit slices or network planes; the second term is
the number of chips at each level (row) and the
third term is the number of levels necessary to
achieve a full intercomnection.

Pin constraints can be introduced by noting
Np > K BN + N 9]
where K; = 4 for a fully modular crossbar network,
and K3 = 2 for a banyan network. Consider next two
cases. For case I the number of power, ground and
control pins are small compared to the data pins
and thus, using all available pins, N = Np/K1B.
This is typical of clocked systems where a small
number of clock lines are needed to synchronize all
the data lines. For case IT Ny is not negligible

that:



and the number of control lines is proportional to
the number of ports, N; thus, W = Np/(K1B+Q). This
would be an appropriate model if the network chips
communicated with each other in an asynchroneus
manner and a request/acknowledge centrol line pair
(Q=2) were associated with each port.

Each of the above expressions for N can now be
substituted back into equations 7 and 8, and a value
of B, and thus N, yielding the minfmum number of
chips obtained. To get some feeling for this one
can assume that large values of B' and N' are pre-
sent and that the number of chips can be approxima-
ted by expressions 7 and 8 with the cetling Fune-
tions removed. From these continuous functions it
is clear that for case I the number of chips is mi-
nimized with B=1. This is reagsuring since it
corresponds to experience with memory chip design
where the slice width is generally taken as one bit.
A discrete optimization search procedure verifies
that this is true with the ceiling functions in
place for crossbar networks, and for banyan networks
above a certain size (N'>256). For case IT, the
B=1 result generally holds for the crossbar case.
For the banyan case, however, the best value of B
varies considerably depending on the particular Np,
N' and B' values being considered. For instance
with B'=16, N'=512 and Np=60, a B=2(N=10) results
in Nba=1248 while a B=1(N=15) results in Nba=1680.
Typically large differences in chip counts occur
when a nonoptimum value of B is used in this situa-
tion. 1Two other points should be noted. First,
the control pin overhead in case II (Q=2) is sub-
stantial. For instance with B'=16, N'=256 and
Np=90; Nba=192 with Q=0 and Nba=348 with Q=2. Sec-
ond, from a chip count point of view, there is a
heavy penalty associated with using a crossbar
interchip network due to the 0(N2) versus 0(N log N)
network growth in number of chips.

The abeve sort of chip minimization analysis
suggests that in designing an interconnection net-—
work chip set, chip control procedures which are
proportional to the number of I/0 ports be avoided
(i.e., no request/acknowledge pairs on a per port
basis), and a banyan like interchip network be used.
Under these conditions, a path slice of B=1 seems
appropriate. Not considered here is the question
of how this path width and interchip network selec-
tion effect overall bandwidth. Inittal results (15)
indicate that the selections above are also appro-
priate for bandwidth optimization.

Other questions remain to be answered. Ome
relates to whether having separate netwoerk chips
are appropriate given thelr pin requirements. Per-
haps structures which include both networks and
pProcessors are more reasonable, A variety of ques-
tions relating to centralized versus decentralized
network contrel, the tradeoffs associated with cir-
cuit switched, packet and pipelined network designs,
and the various options associated with synchronous
versus asynchronous/delay insensitive design remain
to be explored.
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