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VLSI PERFORMANCE COMPARISON OF BANYAN AND CROSSBAR COMMUNICATIONS NETWORKS*

Mark A, Franklin
Departments of Electrical Engineering
and Computer Science
Washington University
St. Louis, Missouri 63130

Abstract — The performance characteristics
of banyan and crossbar communications networks are
compared in a VLSI environment where it is assumed
that the entire network resides on a single VLSI
chip. A high level model of the space (area) and
time (delay} requirements for these networks is
developed and relative performance comparisons are
made based on a space-time product measure, The
results differ significantly from those cbtained
with more tradicional analyses which are usually
based on switch aggregate comparisons. These
analyses usually lead to the banyan as being the
preferable network due to the N logy N (for
banyan) versus N2 (for crossbar) switch growth.
The conclusion of this paper is that using a
space-time product performance measure, and rough-
ly current technology parameters, there is little
difference between the two networks. Under these
conditions the crossbar is probably preferable due
to its greater conceptual and implementation
simplicity.

1.0 Introduction

In recent years there has been increasing
interest in tightly coupled multiprocessor sys-
tems. This has been due both to the enhanced
performance possibilities for such systems, and
the steady decrease in hardware costs associated
with these systems. One central issue in their
design relates to the network cver which the mul-
tiple processors communicate. Clearly as the num-
ber of processors increases, the characteristics
of this communications network can become critical
to overall system performance and cost. This has
led to a wide variety of srudies aimed at character-
izing and quantifying the performance of such networks
{1-12). This paper focuses on two network types,
the crossbar (13,14,15), and the banyan (16), and
compares their performance characteristics in a
VLSI (17} environment where it is assumed that the
entire comnunications network resides on a single
VLSI chip. Both networks are also assumed to op-
erate in a circuit switched mode; that is an en-
tire designated path through the network is held °
during transzission of Iinformation between input
and output ports. This path is held for the
lengch of the transaction and then released.

* This work has been supported in part by NSF
Grant MCS 78-20731 and NCHSR Gramc HS03792.

The comparison is based on a performance mea-
sure which includes both chip implementarion area
required for a network, and the time delay imposed
by the network. Thus both space and time are in-
cluded in the performance criterion. Note that
previous work on network evaluation (12) consid-
ered bandwidth and number of switches in the net-
work as the principal measures of interest. This
makes sense in an environment where wires and con-
nection paths are of negligible cost compared to
switching element costs. The situation changes,
however, when network and switch implementation
takes place on a single chip. In such an environ-
ment connection paths may use substantizl amounts
of the chip area thus reducing the area available
to the switch elements themselves, and thereby re-
ducing the size of a network that can be implemen-
ted on a given chip. The time delay associated
with the paths may also contribute to the overall
delay in a nounegligible manner.

The remainder of the paper explores these
ideas more fully. The second section reviews the
general characteristics of the crossbar and banyan
networks. The third section presents a ViSI im-
plementation model. Expressions for the chip area
required by each network are developed as a func-
tion of the network size and other key parameters.
The fourth section considers the time delay prop~
erties of the networks and additicnal expressions
are presented for network delay, again as a func-
tion of network size and certain key parameters,
An overall space-~time performance measure is
derived in section five and performance curves
presented and discussed. The final section con-
tains a summary and conclusions of the paper.

The principal contributions of the paper re-
late first to the development of a VLSI oriented
wodel and methodology for comparing communications
networks and second, to some particular conclu-
slons associated with a banyan/crossbar network
compariscen, With regard to the latter, the most
interesting conclusion is that using a space-time
product performance measure the differences be-
tween banyan and crossbar networks are signifi-
cantly smaller than predicted by traditional anal-
ysis, usvally based on simple switch count consid-
erations. Given that the crossbar is simpler both
from conceptual and design viewpoints, in the VLSI
environment it is the preferable network.



2.0 Crossbar and Banyan Networks:
General Characteristics

Figures 1 and 2 show the overall structure of
eight input/eight output crossbar and banyan net-
vorks respectively. The switch connection pat-
terns pernitted in the networks are also illus-
trated. The figures shown represent a typical
multiprocessor configuration of the B-5500 (18) or
C. P (19) variety, with the P and M notaticn
standing for Processor and Memory subsystems,
Routing of messages through the network can be
performed on the basis of an address associated
with each output node. Certain key properties of
these networks can be identified:

1. Full Interconnection Capability: Both
networks permit any single input/output comnectiom
to be made by placing the appropriate switches in
the proper pesitions.

2. Blocking/Non-Blocking Capabilities: 1In
the crossbar network, as long as each input port
addresses a unicue output port, no blocking occurs
in the network. That is, all messages can be
routed through the necwork simultaneously. In the
banyan network this is not the case, and under
certain conditions messages going to different
output ports will require use of the same path be-
tween two switches. Since under the assumed pro-
tocol only one message can hold a given path
during message transmission, blocking will occur.
This blecking reduces the bandwidth of the banyan
network and introduces added delays in system
operation. Figure 3 illustrates the probability
of message blocking as a function of network size
N. The network size is defined as the number of
inputs (or outputs) in an N input/N output
(square) network. It is assumed that all the
messages enter the network at the same time, ad-
dress unique output ports and randomly win path
access in the case of path contention. The re-
sults were obtained using simulation methods and
demonstrate how the blocking probability increases
with the network size.

3. Local Routing Capability: In both net-~
works routing of messages through the system can
be done on z local basis where each switch within
the network controls its position (see Figures 1B
and 2B) based on the destination address of the
message to be routed. This had been considered
elsewhere (15) and will not be pursued here. It
is assumed that the networks k¢ be analyzed use
local control procedures.

4. Component Costs (A'): 1In Small Scale
Integrated (SSI} network implementations it is
usually assumed thar cost is directly proportional
to the number of switches required by each network.
For square networks of size N the cost for a cross-

bar network (AéB) varies as N2 vhile the cost for
a banyan network (Aéﬂ) varies as (N/Z)logzN.

5. Delay Costs (D'): Given that a path
through a network is available, traditional $SI
based analysis assumes that delay through the net-
work 1s primarily proportional to the average num-—
ber of switches through which the message passes,
If output ports are uniformly addressed then the
average number of swvitches a message will pass

through in a crossbar network (Dép) of size N is
N, while for a banyan network this average number
is logZN. In the banyan case however, there is

the possibility that the path will not be availa-
ble (f.e., the message will be blocked) and this
must be accounted for in determining the average
message delay (DEA)' Assuwe messages are of equal

length and begin and end simultaneously. Also
assume a saturated system where messages are al-
ways available to be sent at each input port, and
a message retry protocel where blocked uwessages
reenter the system again with the next message
batch. Under these condittons, if PN is the prob-

ability of a message being blocked in a network of
size N, then the average delay through a banyan
network is given by:

vz B -
DBA logZN(l PN) + 210g2N(l PN)PN

2
+ 31032N(1-PN)PN + ...
which can be reduced to:
L] E -
Dpa (logzN)/(l PN) f1]
6. Performance Measure: One simple overall
performance measure for a network is the product

of component and average delay costs. For the
crossbar and banyan cases these are given below:

[ = T o.nt = 3
Ccp = Acalep * N (21
_ 2
Cha = ApaDh, = Rllog,M*/2(1-2) (31

For comparison purposes, if we assume that the in-

dividual switch complexity for banyan and crossbar

implementations are about the same, then it is con-
venient to consider the ratio C'BA/CéB.

1 logZN 2
t e ! v 4 T2
Cr = CpafCep * 3 a2y | ¥ [4]

The remainder of this paper considers how
this performance measure changes when one moves
from an SSI eavironment to a VLSI environment
vhere the entire communicarions network is imple-
mented on a single chip. In particular, one must
now consider the required chip area for a given
network as an important performance component
rather than number of switches per se. Further-
more, there must be some consideration of area re-
lated parameters such as network layout and topol-~
ogy. These parameters have generally been of low
impotrtance in traditional SSI based network com—
parisons. 1In terms of network delay, added con-
sideration must now be given to the connection
path contributions to overall delay. Finally, the
close relationship between layout, area, and delay
must be quantified.

3.0 A VLSI Area Model

In order to develop a VLSI area model without
performing detailed metwork design and layout,
certain assumptions must be made and general param—
ecers defined. Some of these are design related,
while others are technology related. We begin



with those which are design related and apply teo
both banyan and crossbar networks. The objective
initially is to develop equations for the area
taken by a single switch.

Consider first the geometric shape of the in-
dividual switches which make up the network.
While the actual shape of a switch on the chip
may be difficult to describe since 1t comprises
a group of individual components connected to-
gether in a particular manner, it is convenient
to assume each switch fits into a square of area
A, whose side 1s of length L. Because of the
nature of the networks, and the assumption of com-
parable switech complexity in banyan and crossbar
networks, all switches are taken to be of equal
size,

The logic associated with the particular
switch design can be roughly divided into two
parts: One part is associated with data paths
{i.e., registers, multiplexers, etc.) while the
other 1s associated with control of these data
paths. This control logic for instance would ia-
clude facilities for local control of the switch
position. These parts can be considered to cccupy
effective square areas A4 and with lengths Ly
and L. respectively. The size of the data portion
of the logie is directly related to the number of
communication lines associated with each path.
This is denoted by w, and is referred to as the
path width. This pach width, along with other
parameters, will directly effect both network
bandwidth and chip pin requirements, The latter
point will be discussed In a later section. Under
many design circumstances it is reasonable to
assume that che control portion of the logic is
independent of the path width.

A key design parameter, Y, can now be defined
as the ratio of A, to Ay given a path width equal
to 1.

Y= AcfAd(w=1) [5]

Based on the experience with an S5I crossbar
switch design (14,15) a v on the order of 10 or 20
seems reasonable. This however is a design param-
eter and may vary widely depending on the control
procedures used and resulting legic designed,

The next general assumption relates to the
orientation of paths entering and leaving each
square switch. It is assumed that one path of
width w is associated with each side of the square.
While this is clearly a "natural” layout assump-
tion for a crossbar network, some juggling of al-
ternatives indicates it is also reasonable in the
banyan case. Note that except for certain
switches on the periphery of the network, the
others have two entering and two leaving paths.

A second parameter, K, can now be defined as
the ratio of the data area A4 to the minimum data
area required for a path width equal to w. This
minimum area is related to the feature size X
which is determined by the particular technology
and fabrication process used. Considering the
basic unit of length to be the feature size A, for

connections laid out In metalization layers, Mead
and Conway (17) recommend 2z minimum line width and
minimum distance between adjacent lines of 3 units
each, A path containing w parallel communications
lines would thus be about 6w units wide. Since
each switch side 1s assumed to have w connecting
lines, a lower bound on the data portion of the
switch area is (6w)2. K may therefore be defined

as: 2
R =a/(60)7 D 16l

K represents the increased area in A4 over the
minimum required to support a w wide path.

Substituting the definitions for X and K in
the relationship A = A, + Ay we now obtain an ex-
pression for the switch area in terms of the
parameters vy, w, A and K,

A = 36K(riud) (71
The length of a switch side L is therefore:

L = 6/Rey+d) [8]

This concludes the development of a set of
general assumptions and definitions related to the
switch area. 1In the following sections these are
incorporated in overall topological models for the
crossbar and banyan networks.

3.1 A Crossbar Area Model

Figure 4a {illustrates a small portion of a
larger crossbar network whose overall layout cor-
responds to that presented in Figure 1. Given a
square network with N input and output ports the
area required by the network is easily derived as:

2
A = [WL+3(N-1)] (9}

3.2 A Banyan Area Model

The banyan VLSI area model is more difficult
to derive because, unlike the crossbar, paths be—
tween switches c¢ross each other on a single plane,
and the area implications of these crossovers are
a function of both circuit layout (20), and fabri-
cation technology (e.g., number of connect layers
agsumed). Determining the "optimal" layout for a
given circuit is generally an unsolved problem
except for certain simple cases (21). Due to this,
the approach taken here is to find the minimum
area tequired by a banyan network, without con-
sidering whether a real layout can achieve this
minimum, While this bilases the result towards the
banyan network, indications are that the bilas is
a minor one and that networks realizations within
30 percent of the minimum are achievable.

With regard to the fabrication technology,
the preliminary model assumes two layers of metal
interconnect, where one layer provides for all
horizontal paths, and the other layer provides for
all vertical paths. This can be extended to a
three layer model, Further extension to larger
numbers of layers are possible, but more difficult
to quantify. In additiom it is possible to lay
out some of the connections in the nonmetalization



layers present. This will change the line width
and spacing somewhat but will not change the anal-
ysis significantly. TFor simplicity it is assumed
that connections between connect layers (i.e., z
direction) take negligible area.

To obtain the banyan network area, consider
first the horizontal length of the network. Two
possible layouts for a portion of the network are
1llustrated in Figures 4b and 4¢. It is readily
seen that the layout in Figure 4b requires less
interswitch separaticn than that in Figure 4c.
However, for that to be possible, it is necessary
that the vertical spacing occupied by the 2w lines
between two switches be less than the switch side
length. That is, given 2w lines each of width 3
units and a separation between lines of 3 units
the following condition must hold:

12w < L = 6V£(T+W2)
v < fK(Y+w2 [10]

For example, for a K value of 1.5 and y=10, only
w=1 and w=2 satisfy the comstraint in [10].

Or,

The appreach to be taken will be as follows:
for w values satisfying [10], expressions will be
derived for banyan area based on the layocut in
Figure 4b, For other values of path width, the
layout in Figure 4c will be used. It may be ob-
served that for values of w not satisfying [10],
an alternate layout is possible where altermate
switches on a row are staggered as in Figure 4d to
yield an interswitch separaticn identical to that
in Figure 4b. However, this has the effect of in-
creasing the effective widch per row and the re-
sults are not significantly different from those
obtained following Figure 4c. With a network size
N, we obtain the following expressions for the
minimum horizontal lengths:

For 2w§r4('r+w2);Lm-(N/Z)L+3((N/2)-1) (2wtl) [11a)
For 2w (rhd) Ly, o= (U 2)LH3((/2)-1) (4wt)  (11b]

The first term in each equation represents the
length contribution due to the switches themselves,
while the second term is due to the separation be-
tween the switches required by the interconnect
paths.

A similar approach can be taken for the ver-
tical length. The vertical separation between
switches will be the same for both the banyan lay-
outs. Here, however, the distances between the
switches will increase as one moves from one
switch row to the next (one level to the next).
The reason for this is that the number of path
crossovers between succeeding rows ifacreases as
one moves from the input ports of the network to
the output ports. The result i1s that the number
of adjacent horizontal paths which must be routed
lacreases with each level. Sipce these paths re-
side on the same connect layer and tust be sepa-
rated by a minimum distance of 3 units, the

vertical distance between the switches increases
correspondingly. Figure 5 illustrates this for a
typical second level switch interconnection pat-
tern, The minimum distance between the switch
rows can be cobtained by taking a vertical cut
through the diagram at the point where there is a
maximum number of horizontally parallel paths.
For the case of w=1, 3(2w+l) represents the mini-
mum vertical distance, in feature sizes between
the switch rows at that level, Notice that this
does not depend on the particular routing selected
but only on the intercomnection topology implicit
in the banyan network. With these considerations
in mind, the following expression for the total
vertical length can be derived.

flog, /2)]
L,y = Llog,N + 23.11 +3 (12]
i=2
where

n, = 2¢2 - 1ywn1

The first term in 12 represents the length contri-
bution due to the log,N rows of switches. The
next two texms represent the sum of the minimum
distances achievable between successive rows.

The minimum area required by a banyan network
can now be obtained as the product of equations 11
and 12.

Aa = Lpanlpav [13]

3.3 Banyan/Crossbar Space Comparisons

To compare the space requirements for the two
networks consider the ratio of Ag,/Aop. The ratio
can be expressed as a function of the design pa-
rameters y,K,w and N. Figure 7 shows this ratio
as a function of the network size N, and the path
width w. Notice that as the path width increases
the area taken by the banyan increases. This is
to be expected since, due to crossover considera-
tions in the banyan case, the path width strongly
affects row separation. Notice also that the area
ratio reaches an asymtotic value as N increases,
given by:

lin 28 = 3u(n+éwr3) o0
N2 Bp ey

The interesting point to note here is that this is
an entirely different result than that obtained
from a traditional cost analysis based on a ratio
of number of switches in each petwork (i.e.,
(log,N})/2N). This traditional approach always
shows the banyan being less costly than the cross-
bar, in addition to the ratic of the costs asym-
totically approaching zero for large N. The fi-
nite nonzero limit arises from the fact that al-
though the number of switches in the banyan net-
work increases as N logzﬂ, the interconnect area
increases as N<,

4.0 A VLST Time Delay Model

One approach to determining delay time
through a network i{s to divide this time into two



parts. The first relates to the delay time asso-
ciated with leogic within the switch. The second
relates to the delay time encountered in driving
the interswitch paths. The sum of these times
over an average path constitutes the average delay
for a network.

An exact expression for the delay through the
switch logic elements requires a detailed knowledge
of the switch design. An approximate expression
hovever can be obtained by specifying the number
of logic levels (m) a signal passes through in a
switch; and by making some specific assumptions
about the implementation techmology. For our
purposes it is reasonable to assume implementation
in NMOS with the NOR gate as the typical logic
element., If desired, different technology assump-
tions can be made at this point. This would
change the next few equations but would leave the
body of the analysis intact. Note also that since
the same assumptions are made for both banyan and
crossbar networks, it would require major varia-
tions in rhese assumptions to significantly impact
the results.

For NMOS NOR gates, the pair gate delay is
approximately given (17) as:

Dyor = £+ T [15]

where f is the gate fanout, v is the transit time
through the active regfon of an MOS transitor, and
q is the ratio of the pullup to pulldown transis-
tor impedances. All gates are assumed to have
identical characteristics. A typical design with
q=4 results in a pair delay of D = 57f. For a
switch containing m levels of logic the delay is
thus:

b v Smtf/2 [16]

5
This will subsequently be used to determine the
total switch delay corresponding to an average net-
work transmission path.

The delays associated with driving any path
between switches is a function of both the driving
transistor and the capacitance of the driven path.
In order to make these delays independent of the
path length one design option available 1s to in~
crease the size of the driving transistor as the
path length increases. Another is to increase the
number of driver stages per path. These have the
effect of reducing path delay at the expense of
increased chip area. While such approaches are
possible (22), for simplicity, the assumption has
been made that all transistors on the chip are of
the same size (we omit consjderation of the drive
transistors at the chip periphery which drive sig-
nals off the chip since these would be the same in
both the banyan and crossbar cases). The delay
associated with interswitch drivers is given (17)
by:

DIS = t{I+ap) [17]
@ is the ratio of the interswitch metalization path
capacitance per unit area, Cw, to the transistor
gate capacitance per unit area, C_. p is the
length of the interswitch connect path to be

driven. Equation 17 will subsequently be used to
determine the total path delay corresponding to an
average network transmission path.

4,1 A Crossbar Delay Model

As indicated earlier, the average number of
switches in a crossbar path is N, Furthermore the
crossbar layout discussed in section 3.1 indicated
a switch separation equal to three feature sizes
(i.e., p=3). Substituring in equation 17, and
adding in the switch delays expressed in equation
16 results in an overall delay given by:

D.g = 2.5NmfT + (N-1)7(1+3a) [18]
Note the average path in an N by N crossbar con-
tains N switches and N-1 interswitch paths.

4.2 A Banvan Delay Model

An equivalent analysis wust now be done for
the banyan case. Two complicating considerations
enter here however, which were not present in the
crossbar case. First the path lengths between
switches vary both from level to level, and within
a given level. Second, the probability of path
blocking must be taken into account.

This second point can be handled by directly
following the same assumptions which led to equa-
tion 1. Thus if Py 1s the probability of a mes—
sage being blocked in a network of size N, and
Dpag 1s the delay associated with a message pass-
ing through the network once, then the overall
average banyan delay is:

Das = Do/ (1-P)) [19}
Dpas can be expressed in terms of a sum of delays
which accrue at each level of the banyan network.
Thus, if py is the average path length at level i
(i.e., between switches on the ith and (i+1)st
rows), Dp, can be expressed from equations 16, 17
and 19 as:

[1ogy(n/2)]
T
Dpy = ?I:F;T 2.5mflogzN + EE;(1+0P1) (20]

The first term represents the contribution due to
the log;N rows of switch delays, while the second
term represents the contribution due to the
logy(N/2) interrow path delays. It remains to
evaluate Py- To do this the same connection and
minimum distance layout assumptions discussed in
the area derivations are utilized.

Two types of paths are present at each level,
The first, type 1, is a purely vertical path whose
length is LIBAV given as:

L - 3“1 for 4i>1 [211

L 3 for 4=l

where oy = 2{21.1)w+1 1s the number of horizontal
paths in level 1. This directly follows the de-
velopment which led to the vertical distance as



given in equation 12. The second, type 2 path has
both horlzontal and vertical components. As shown
in Figure 6, the vertical component has length of
approximately LlBAV + L/2. The horizontal compo-
nent, Ljypay, is given by:

Lopag = 21D + 243wy + 122
é__ [22a]
for 2w < (Y+w2)
and
i-1 i-1
Lonan (27 =1L + 2 3(4wtl) + L/2

[22b]
for 2w > K(xrD)

The first two terms in each of the expressions
above represent the number of switch lengths and
switch separations along the type 2 horizontal
path. The third term approximates the switch en-
try peoint as being in the center of the switch
side. Each expression corresponds to an alterna-
tive horizontal layout as shown in Figures 4b and
4e,

Given an equal number of type 1 and type 2
paths, and an equal probability of use, Py is the
average of the two type path lengths and can be

expressed as:
2w < Arw®)  (23a)

p1=(L+6w+9)12
pi=21—2(L+30w+3)+3—6w (i>1)

and

P, =(L+12w+9) /2 I N
" 2w > AKey+w®)  [23b)
Py=2 T (L#36w3)+3-6w (1>1)j

These equations may be substituted back into [20]
to yield the banyan time delay DBA'

4.3 Banyan/Crossbar Delay Comparisons

Corresponding to the area ratio discussed in
section 3.3 the delay ratio DBA/DCB can now be
formed using equations 18 and 20. Note that this
ratio is independent of T, the transit time. Fig-
ure 8 shows this ratio as a function of network
size N, and path width w. The curves indicate
that as w increases the delay associated with the
banyan increases sharply making it worse than the
crossbar for values of w greater than four, with
the delays being roughly equal for w equal to four.
Xotice also that as N gets large, for w values
greater than 2 the relative delay performance of
the crossbar improves. This is due to the fact
that the blocking probability now plays a domipant
role. Although not obvious from the graph, this
will be true for all w values as N gets large
enough since ll(l-PN) increases as N goes to in~
finity at a rate faster than the other components
in the ratlo expression decrease. While this is
true for both the traditional analysis given in
section 2, and this VLSI based analysis, the tra-
ditional analysis shows the crossbar delay signi-
ficantly greater than the banyan delay for the N
range given in the graph. This can be seen by the
dashed curve in Figure 8.

5.0 Network Space-Time Comparison

Given that banyan and crossbar network area
(space) and delay (time) characteristics have been
derived, the space time product can be formed
using equations 9, 13, 18 and 20.

Coa = %8a"Ppa’ Ccp = Acp'Ben [24]

From this, the ratio Cp,/Ccp can be obtained. This
ratio is plotted in Figure 9 along with the equi-
valent ratic as obtained from a traditional analy-
sis [4]. The VLSI analysis shows much less dif-
ference in performance than the traditional analy-
sis. In fact a principal conclusion is that for
reasonable values of N and current technology pa-
rameters the difference In space time products is
not significant. As an example, consider the SSI
based crossbar switch discussed in references 14
and 15. Each switch requires roughly 2000 gates.
Technology projections indicate that VLSI chips
containing about 200,000 gates will be available
within the next few years., This means that about
a 10 by 10 crossbar switch would be possible on a
chip. This represents a conservative projection
since it is likely that VLSI based switch design
would take far fewer gates than the SSI design
cited. A path width w=4 would require about 80
pins. The area-delay ratio from Figure 9 can be
obtained as about .6. Note that the analysis
which led to this result made some optimistic
assumptions with regard te banyan implementation.
In a real design it is likely that the curves
would be shifted up somewhat thus indicating even
less difference in space-time product performance.

6.0 Summary and Conclusions

This paper has presented a high level VLSI
oriented model for comparing banyan and crossbar
networks. Comparison has been based on a space-
time product performance measure and the assump-
tion of saturated network operation.

The area model, based on general geometric
chip layout considerations, was derived from the
topological properties of the networks and several
layout assumptions. One assumption was that only
two connect layers were present, one of them for
vertical and the other for horizontal paths. Use
of more interconnect layers will reduce the banyan
area, however at a significant fabrication cest.
The analysis presented may be extended to these
cases,

The time model was based on determining the
average path of a message through the network.
The average number of switches and the average
path length were calculated. These results were
combined with some simple tine delay models based
on a NMOS implementation, a typical NOR gate com—
ponent and facteors such as logic fanout and number
of levels. Expressions for the average delay
through the network were presented.

The area and time models were used to evalu-
ate an overall space-time performance measure for
the networks. For reasonable values of N, the
difference between the two networks using this
measure is relatively small. Given the greater



conceptual and implementation layout simplicity
of the crossbar network, it would appear to be the

preferable network.

Work is now proceeding to see

if the analysis techniques presented can be broad-
ened to handle other N log N networks.
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