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Abstract: Optical image processing is part of many 
applications used for brain surgeries. Microscope camera, or 
patient movement, like brain-movement through the pulse or 
a change in the liquor, can cause the image processing to fail. 
One option to compensate movement is feature detection and 
spatial allocation. This allocation is based on image features. 
The frame wise matched features are used to calculate the 
transformation matrix. The goal of this project was to evaluate 
different feature detectors based on spatial density and 
temporal robustness to reveal the most appropriate feature. 
The feature detectors included corner-, and blob-detectors and 
were applied on nine videos. These videos were taken during 
brain surgery with surgical microscopes and include the RGB 
channels. The evaluation showed that each detector detected 
up to 10 features for nine frames. The feature detector KAZE 
resulted in being the best feature detector in both density and 
robustness. 
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1. Introduction 
Many brain surgery procedures involve and rely on technical 
equipment and diagnostic support. Surgical microscopes 
provide visual magnification and give access to video streams, 
such as in the Red (R), Green (G), Blue (B) or Infra-red 
channels. Diagnostic image processing algorithms have the 
ability to extract anatomic and physiological information of 

the patient’s condition. Often no additional hardware is 
required, as in movement compensation, and most algorithms 
are based on features extracted directly from the images 
recorded by the surgical microscopes. This paper is focused on 
the evaluation of the spatial and temporal feature behavior. 
Unlike most state-of-the-art investigations [1], this paper is 
focused specifically in neurovascular videos, to reveal the best 
performing feature and which therefore can be recommended 
for usage in image feature-based applications on 
neurovascular data. The spatial evaluation aims to find the 
feature detector with the highest number of features detected 
in a region of interest (ROI). The temporal evaluation aims to 
assess the features persistence, so the feature that can be 
matched continuously over the most consecutive frames. 

2. Method 
The processing workflow is divided into three parts, beginning 
with the selection of the channel, the computation of the 
features and the evaluation. All implementations were done in 
MATLAB R2018b. 

2.1. Data 

The nine videos used in this work are hand chosen extracts of 
videos that were taken during cerebrovascular surgery and 
each one is 16 frames long. All videos contain the RGB 
channels recorded by a surgical microscope pointed and 
focused at the vessel of interest. The vessels are rather deeply 
located in the brain; therefore, a deep surgical access channel 
is partly visible. Clips of aneurysms and minimal surgical tool 
movement in the field of view are allowed. 

2.2. Channel Selection 

The image information from the surgical microscopes was 
obtained in 3 channels: R, G, B. In this work the R, G, and B 
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channel and the grayscale image were evaluated separately. 
The grayscale image was computed using the recommended 
values of the International telecommunication Union (ITU): 
ITU-R BT.601-7 [2]. 

𝒈𝒓𝒂𝒚𝒔𝒄𝒂𝒍𝒆 = 𝟎. 𝟐𝟗𝟗 ∗ 𝑹 + 𝟎. 𝟓𝟖𝟕 ∗ 𝑮 + 𝟎. 𝟏𝟏𝟒 ∗ 𝑩 (𝟏) 

The coefficients in (1) are chosen so that the grayscale image 
produces the greatest luminance. This was done based on the 
non-linear perception of the eye. The channel with the highest 
number of features detected was selected for the following 
computation. 

2.3. Feature Computation 

Following the stages in figure 1, the features were tracked and 

mapped over time. 

Figure 1: The four staged computational approach of the feature 
processing per sequence. 

Stage 1) Video sequences were selected from the clinical 
videos for the analysis of the features. These sequences 
contain no changes in the microscopes settings as the 
magnification or focus. 
Stage 2) The following detectors were applied to detect and 
extract features. The feature detectors (shown in Table 1) were 
selected according to the ones proposed in the literature and 
additional common features. After the detection of all features 
the descriptors were extracted separately of each frame in the 
sequence. Only features in a ROI were accepted. The ROI was 
segmented automatically according to the method proposed by 
Wirth et al. [9]. In this method the ROI is defined by color and 
focus segmentation. This is valid as long as the assumption 
that the information of interest is in focus and is not black or 
white holds. 
Stage 3) The features were matched pairwise between 2 
consecutive frames and for all consecutive frame-pairs in the 
sequence. To reduce the chance of mismatches the Euclidean 
distance between the initial and all other feature locations were 

computed. Features spatially shifted above a maximum 
accepted range of 40 pixels between consecutive frames were 
removed from the evaluation, as no such far pixel 
displacement was expected. The maximum range was set 
empirically. 

Table 1: Feature detectors applied in this paper sorted by type. [2] 

Corner Detectors Blob Detectors 

Harris [3] MSER [4] 

FAST [4] SURF [6] 

MinEigen [5] BRISK [7] 

KAZE [8] 

Stage 4) For temporal evaluation purposes the persistence of 
features that could be matched consecutively from frame to 
frame was computed. Any features that could not be matched 
were removed from the temporal evaluation. 

2.1. Evaluation 

The feature detectors were evaluated based on two key 
aspects: Spatial and temporal behavior. 
 Spatial behavior: The average total number of features 

detected and feature density per image. The density is 
defined as the number of features per 100.000 pixels. 

 Temporal behavior: The temporal robustness is evaluated 
using the number of persistent features. The parameter for 
comparison was set to be the number of features that could 
be matched consecutively up to each frame of the video. 

1. Results
The results are presented in the order as in section two,

showing the channel selection and the spatial and temporal 
behavior. 

1.1. Channel Selection 

Resulting in the highest number of features detected (Figure 
2), the green channel was chosen for further investigation and 
the evaluation. 
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Figure 2: These results show the number of features detected for 
each investigated channel. The number of features presented per 
channel is the average of the number of features detected of all 
detector methods and all images in the video sequences. 

1.2.  Spatial Behavior 

A sample frame with the detected SURF features is shown in 
Figure 3. The obtained feature count and computed density is 
shown in Table 2. 

Figure 3: A single frame of the videos after analysis with the 
SURF detector. The green dots mark the location of the detected 
features. The yellow boundary marks the ROI only in which 
features were allowed for evaluation. [10] 

Table 2: Average number of features detected in all frames of all 
videos of each detector and the feature density of 100 by 100 
pixels. The results were rounded to two decimal digits. The half-
life was calculated starting from the initial frame and the values 
were interpolated linearly between frames. 

Detector Number of 
Features 

Density of 
Features 

Half-Life in 
Frames 

Detector Number of 
Features 

Density of 
Features 

Half-Life in 
Frames 

1.3. Temporal Behavior 

The half-life of the features is presented in Table 2. Figure 5 
shows the number of persistent features detected in each 
frame. 

Figure 5: The number of persistent features that could be matched 
continuously starting from the initial frame in the sequence. 

1. Discussion & Conclusion
As expected the result of the channel selection showed a 

clear dependency on the input channel (Figure 2). The green 
channel performed best due to the high contrast caused by the 
blood’s optical properties. The linear combination of the RGB 
channels according to the ITU-R BT.601-7 standard did not 
increase the average total number of detected features. The 
green channel was therefore used for the further evaluation of 
the detector methods in this paper. The investigation of the 
spatial density of the features in the frames resulted in a clear 
best performing feature. The KAZE feature detector had at 
least a four times higher density (Table 2). Judging 
subjectively, the KAZE features are homogeneously 
distributed. Small regions in the image with little texture were, 
as expected, not suitable for the corner and edge detectors. The 
features evolution over time is shown in Figure 5 and shows 
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clearly that the KAZE feature had the most total matches 
continuously in at least nine consecutive frames and the 
greatest half-life. Overall no feature detection, extraction and 
matching method was able to match more than ten features 
continuously from the initial frame to more than the ninth 
frames which does not limit the tracking since most methods 
use framewise matching only. The susceptibility to outliers 
could be reduced by using multiple consecutive frames and 
persistent features as the KAZE. The MinEigen and SURF 
feature detectors had the second and third highest feature 
density and therefore should be also considered to be used. The 
MinEigen feature further showed the best performance in the 
R-channel (Figure 6). The SURF feature had a higher half-life, 
which enables longer and more stable tracking. The BRISK, 
MSER, Harris and FAST features had overall a noticeable 
lower performance. These results do not totally comply with 
the results in literature where the KAZE feature did not 
perform best in the terms of the features density [11]. In the 
literature no surgical images are included and this reveals the 
need of problem related selection of features and a tailor-made 
processing chain.  

Figure 6: This Figure shows the average number of features 
detected in all frames. The results were scaled to 100 for each 
detector method. 

2. Outlook
The evaluation of the input channel was done based on the 
average total number of features detected by the proposed 
detector methods in all videos. This can be further extended by 
also evaluating the temporal robustness of all features in the 
different channels. The outcome of the channel selection was 
to proceed with the green channel, which was expected due to 
the optical properties of the blood. But as shown in Figure 6, 

some features perform better in a different channel. 
Consequently, the combination of channels should enhance 
the total number of detected features. This approach would 
result in a novel and application tailored combination of the R, 
G and B channel (similar to the calculation of the grayscale 
image in Equation 1) to optimize the feature detection.
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