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Slicing methods are widely used for the debugging, testing and maintance of imperative pro-
grams. Intuitively, a slice should contain all those parts of a program that may affect the variables
in a set % at a program point �. Slicing algorithms can be classified according to whether they only
use statically available information (static slicing), or compute those statements which influence the
value of a variable occurrence for a specific program input (dynamic slice). Dynamic slicing methods
are more appropriate for debugging than static ones as during debugging we generally investigate the
program behaviour under a specific test case. The main advantage of using a dynamic slice during
debugging is that many statements can be ignored in the process of bug localization.

Different dynamic slicing methods have been introduced for debugging imperative programs [3].
Most of these methods are based on a dependence graph which contains the explicit control depen-
dences and data dependences of the program. In [1, 2] a slicing method was introduced for logic
programs, and this method being used to improve the efficiency of the Shapiro’s algorithmic debug-
ging algorithm. The slice presented in [1] contains those parts of a program that actually have an
influence on the value of an argument of a predicate. This type of slice (called data flow slice) is safe
if the structure of the proof tree for a goal is not changed.

However, during debugging we also need to identify those predicates that actually did not affect
an argument in a predicate but could have affected it had they been evaluated differently. We can
say that these predicates are in the Potentially Dependent Predicate Set. We note that the different
evaluation of the predicates in this set could change the structure of the success branch of the proof
tree.

In this paper we introduce a new type of slicing called Debug slicing for Prolog programs without
side effects. A Debug slice of an Augmented Proof Tree includes all those predicates that may
affect the value of an argument in any success branch’s predicate. So this slice is very suitable for
debugging. The Debug slice is the set of predicates which contains the predicates of the success
branches of the SLD-tree, the Potentially Dependent Predicates and their data dependences.

This slicing method has been integrated into an interactive algorithmic debugging tool to reduce
the number of questions to the user during a debugging session [2]. The size of the debug slice is
larger than the size of the data flow slice, however data flow slice is not safe for debugging. On the
other hand the Debug slice contains all parts of the program that may be responsible for the incorrect
behaviour at a selected argument position.
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