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Abstract 

Recent clonal fate and single cell RNA-sequencing studies demonstrate that significant 

lineage imprinting is already in place within individual haematopoietic stem and 

progenitor cells (HSPCs). Dendritic cells (DCs) represent one such branch of 

haematopoiesis and are responsible for pathogen-sensing and activation of the adaptive 

immune response. At the population level, all three major DC subtypes including type 1 

conventional DCs (cDC1s), type 2 conventional DCs (cDC2s) and plasmacytoid DCs 

(pDCs), can be generated from a restricted common DC progenitor (CDP) population 

downstream of HSPCs. However, recent clonal evidence has suggested earlier subtype-

specific imprinting within the CDP and even early HSPC populations. Therefore, the 

current hierarchical model of haematopoiesis is insufficient to explain the complexity and 

dynamics of DC development. The aim of this thesis was to investigate the development 

of DCs at the single cell level. 

 
One caveat of most prior single cell lineage tracing studies was that clonal fate was only 

measured at a single time point. Therefore, questions remain as to whether the fate bias 

observed at a snapshot in time is consistent with earlier or later times. Here, using cellular 

barcoding, I develop an experimental and computational framework to allow robust 

periodical examination of lineage outputs of thousands of transient clones during DC 

development in vitro. I reveal that single HSPC clones are largely programmed regarding 

the types of DCs to make (fate), the number of DCs to produce (size), and when DC 

generation occurs (timing). Together, I define these unique properties as a clone’s cellular 

trajectory. Importantly, I demonstrate that a large proportion of early HSPCs are already 

committed towards either cDC or pDC generation, even when clonal output is measured 

over time. This finding is consistent with and further complements the most recent 

evidence of DC subtype imprinting during early haematopoiesis. 

 

Exogenous administration of Flt3 ligand (FL) is known to preferentially induce 

‘emergency’ DC development, and is shown to provide promising therapeutic benefits in 

various conditions such as infection and cancer. However, how FL signals regulate cell 

proliferation and differentiation during early DC development is largely unknown. In this 

thesis, I investigate the clonal aetiology of this process. Using cellular barcoding, I 

demonstrate that emergency DC generation is predominantly driven by increased 
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expansion of pre-existing HSPC clones that are already primed with DC potential. 

Consistently, enhanced cell cycle activity is found to be prominent within most early 

HSPCs after short exposure to FL. In particular, using a single cell multi-omics profiling 

approach, I identify key cellular and molecular events within a unique group of early 

HSPCs that are most responsive to FL stimulation, which include increased cell division, 

maintenance of hyper-proliferative potential and establishment of a DC lineage program.  

 

Collectively, the findings presented in this thesis provide new insights into the control 

and regulation of DC fate within individual HSPCs during steady-state and emergency 

haematopoiesis, with important implications regarding the maintenance or manipulation 

of DC generation in health and disease. 
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Chapter 1. Introduction 

Introduction to dendritic cells (DCs) 

Dendritic cells (DCs) are an important component of the immune system, and act as 

messengers between the innate and adaptive arms by recognizing circulating danger 

signals and presenting them in the form of antigens to T lymphocytes to mount the 

adaptive immune responses (Banchereau and Steinman, 1998; Merad et al., 2013; 

Murphy et al., 2015). Since the discovery of DCs by Ralph Steinman and Zanvil Cohn in 

the 1970s (Steinman and Cohn, 1973; 1974; Steinman et al., 1975; 1974), many studies 

have examined the development, diversity and functional properties of DCs. It is now 

well established that DCs represent a distinct haematopoietic branch, and consist of 

different subsets including conventional DC (cDC) type 1 (cDC1), cDC type 2 (cDC2) 

and plasmacytoid DCs (pDCs) (Guilliams et al., 2014; Perié and Naik, 2015). These 

subsets differ in their surface marker expression, transcriptional networks and functions 

in the immune system (Merad et al., 2013). 
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Phenotypic definition of DCs 

cDCs 

cDCs are the classical DCs first identified in mice by Steinman and Cohn, which were 

named due to their large stellate morphology with dendrite extensions (Steinman and 

Cohn, 1973). Both mature cDC1s and cDC2s express high levels of integrin CD11c and 

major histocompatibility complex class II (MHCII) (Merad et al., 2013; Shortman and 

Naik, 2007). Both surface markers are often included in common gating strategies to 

identify cDCs. In addition, at steady-state, both cDC subsets express low levels of co-

stimulatory molecules including CD40, CD80 and CD86, which can be up-regulated upon 

maturation to enable efficient activation of T cells (Dress et al., 2018).  

 

Historically, murine cDC1s and cDC2s were mainly segregated by the respective 

presence vs absence of CD8α expression on the cell surface (Shortman and Heath, 2010). 

However, it was later shown that CD8α is only expressed by resident cDC1s from 

lymphoid organs such as the spleen but not those from non-lymphoid tissues, in vitro 

cultures or other species such as human, macaque and sheep (Crozat et al., 2011; Merad 

et al., 2013). This precluded thorough cross-species comparison of DC diversity for a 

long time until other markers were identified that could segregate the two cDC subsets in 

different tissues and species. Similar to CD8α, expression of several markers was found 

to be heterogeneous across tissues. For example, lymphoid tissue CD8α+ cDCs and 

CD103+ CD11b– cDCs in various non-lymphoid tissues were shown to be 

developmentally and functionally equivalent populations, thus both represent cDC1s (del 

Rio et al., 2010; Edelson et al., 2010; Ginhoux et al., 2009; Helft et al., 2010). However, 

CD103 is highly expressed by most non-lymphoid tissue cDC1s, but only a fraction of 

cDC1s that reside in lymphoid organs (Annacker et al., 2005). Therefore, CD103 is 

commonly used to define non-lymphoid tissue cDC1s, but not splenic cDC1s. 

 

There are a few conserved markers that allow segregation of cDC1s from cDC2s across 

different tissues and species. One of these is the XC chemokine receptor 1 (XCR1), which 

was initially found to be expressed by both resident and migratory cDC1s across mouse, 

human and sheep (Crozat et al., 2011; 2010). A recent proteomic profiling study on DCs 

using multi-parametric flow cytometry and mass cytometry further supported the use of 

XCR1 as a part of a conserved gating strategy to robustly isolate cDC1s across tissues 
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(spleen, liver, lung, kidney, skin, small and large intestine) and species (mouse, human 

and macaque) (Guilliams et al., 2016). Another conserved marker is the C-type lectin 

receptor Clec9A, also known as DNGR-1. High level of Clec9A was found on both 

murine and human cDC1s in lymphoid and non-lymphoid tissues (Caminschi et al., 2008; 

Poulin et al., 2010; Sancho et al., 2008). Of note, low levels of Clec9A were also found 

on murine pDCs and progenitors with cDC potential, and thus can be used as a genetic 

lineage tracing model for fate mapping of cDCs (Schraml et al., 2013). Another C-type 

lectin receptor CD205 (DEC-205) is sometimes used to segregate the two cDC subsets as 

higher expression was found on cDC1s. However, caution must be taken to exclude other 

CD205 expressing cells including Langerhans cells (LCs) and thymic epithelial cells 

(Jiang et al., 1995). Lastly, differential expression of CD24 can also be used to distinguish 

cDC1s and cDC2s, as well as cDC precursors with cDC1 or cDC2 bias, as higher 

expression was observed on the cDC1 branch (Naik et al., 2006).  

 

cDC2s are commonly defined by the absence or low expression of the aforementioned 

cDC1 markers, as well as the positive expression of CD11b or CD172α (Sirpα), which 

are not expressed by cDC1s (Gurka et al., 2015; Lahoud et al., 2006). Of note, despite 

low expression of CD11b during steady-state in vivo, cDC1s can up-regulate its 

expression spontaneously in culture (Vremec et al., 1997). Therefore, the use of CD11b 

should be avoided in vitro. In addition, a subset of migratory CD11b– CD172α+ cDC2s 

has been described in the skin draining LNs, which exhibits cDC2 characteristics 

including dependency on the key cDC2 transcription factor interferon regulatory factor 4 

(Irf4) and strong migratory cDC2 gene signatures (Tussiwand et al., 2015). Thus, the use 

of CD11b in defining cDC2s is further restricted and CD172α has been demonstrated as 

a more conserved marker across tissues and species (Guilliams et al., 2016). Importantly, 

commonly defined cDC2 gating strategies using the combination of CD11c, MHCII and 

cDC1/cDC2 markers was not sufficient to isolate a homogeneous population, which lead 

to incomplete understanding of the exact role of cDC2s in the immune system to date. 

This is due to two major limitations: 1) potential contamination of other cell types such 

as macrophages; and 2) potential existence of multiple sub-populations with distinct 

biological properties within the common cDC2 gate. 

 

Although F4/80 (a macrophage marker) is commonly included in DC isolation strategies, 

when used alone it is not sufficient for robust segregation of macrophages and cDC2s in 
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most tissues. This is because cDC2s also express low level of F4/80 (Gurka et al., 2015). 

Co-expression of F4/80 and CD64 (another macrophage marker), however, results in 

robust identification of macrophages, as demonstrated by a recent large-scale single cell 

profiling study (Guilliams et al., 2016). This study further suggested a robust gating 

strategy to exclude Langerhans cells (LCs) from cDC2s in the mouse skin and cutaneous 

LNs. This strategy includes 1) pre-exclusion of macrophages based on CD64 and F4/80 

co-expression; 2) identification of cDC1s as XCR1+ CD172α–; 3) segregation of LCs 

(CD24hi) from bona fide cDC2s (CD24lo) in the XCR1– CD172α + gate.  

 

Importantly, significant heterogeneity has been observed in cDC2s isolated using 

common strategies. For example, differential expression of the Endothelial cell-selective 

adhesion molecule (ESAM) on splenic cDC2s has been reported (Lewis et al., 2011). The 

development of the ESAM+ subset is dependent on Notch signalling, as Notch2 receptor 

deletion lead to specific ablation of these cells. In contrast to ESAM– cells, a higher 

proportion of ESAM+ CD11b+ DCs also expressed CD4 and DCIR2, the initial markers 

used to define cDC2s in early studies (Shortman and Heath, 2010). In addition, 

differential ESAM expression seems to separate CD11b+ cDC2s into cells that are more 

monocyte-like (ESAM–) and more cDC2-like (ESAM+), as revealed by gene expression 

profiling using microarrays (Lewis et al., 2011). Other surface markers such as DCAL2 

and DCIR2 (Kasahara and Clark, 2011) and transcriptional factors such as Klf4 

(Tussiwand et al., 2015) have been reported to allow fractionation of cDC2s into 

functional distinct subsets. However, the relationship between these reported cDC2 

subsets has not been established. Therefore, systematic characterization of the commonly 

defined cDC2 compartment is required to fully understand the extend of heterogeneity, 

which could potentially be facilitated by large-scale single cell profiling technologies. 

 

pDCs 

pDCs were characterized as a distinct branch of DCs two decades after the discovery of 

cDCs (Reizis, 2019; Shortman et al., 2013; Swiecki and Colonna, 2015). As an interesting 

fact, the original description of pDCs was published in a scientific report examining cell 

composition in the human lymph nodes, which was written in German in the late 1950s, 

prior to the realization of DCs as a distinct immune cell type (LENNERT and 

REMMELE, 1958; Swiecki and Colonna, 2015). Unlike cDCs, pDCs were first 



 5 

discovered in human (LENNERT and REMMELE, 1958; Siegal et al., 1999) and later 

characterized in mice (Asselin-Paturel et al., 2001; Björck, 2001; Nakano et al., 2001) as 

the major interferon (IFN)-secreting cells in the immune system in response to viral 

infection. Consistent with its superior capacity to produce and secrete type I IFNs, pDCs 

have a plasma cell-like morphology but not the classical large stellate feature of DCs in 

the steady-state (Shortman et al., 2013). Upon activation, some pDCs can become cDC-

like by acquiring a dendritic morphology and acquisition of cDC-like functions such as 

antigen presentation and T cell priming (Shortman et al., 2013). However, such attributed 

features of pDCs were questioned by a few recent studies, which highlighted significant 

heterogeneity within the commonly defined pDC compartment and suggested potential 

contamination of DC precursors that can generate both mature cDCs and pDCs (see 

below). Thus, further investigation is required to establish whether bona fide pDCs can 

be activated to perform cDC-like functions. 

 

Regardless of the controversy, pDCs are commonly defined by the markers discussed 

below. In the steady-state, murine pDCs are low in CD11c and MHCII, which 

distinguishes them from cDC1s and cDC2s that both express high level of these markers. 

pDCs can be further identified as CD45R (B220), CD137 (Bst2) or Siglec-H positive 

(Murphy et al., 2015; Swiecki and Colonna, 2015). Of note, none of the aforementioned 

markers are uniquely expressed by pDCs. For example, CD45R is also highly expressed 

on B cells (Coffman and Weissman, 1981). Thus, careful pre-exclusion of B cells by 

positive expression of markers such as CD19 is required. In addition, while Bst2 was 

shown to be a rather specific pDC marker in naïve mice under steady-state, promiscuous 

expression was found across most immune cells after stimulation with IFN (Blasius et al., 

2006). Thus, caution must be taken in using Bst2 to define pDCs in any non-steady-state 

conditions. Lastly, the commonly used pDC marker, Siglec-H, was shown to be expressed 

in subsets of macrophages in the spleen and LNs, as well as in some DC progenitors with 

cDC and pDC potential (Swiecki et al., 2014; Zhang et al., 2006). In fact, several recently 

described DC precursor populations are defined by positive expression of Siglec-H 

(Rodrigues et al., 2018; Schlitzer et al., 2015). Together, these results further suggested 

that pDCs defined in many early studies may have contained contaminating cells and 

many properties attributed to pDCs may require re-evaluation. 
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Multiple markers have been reported to segregate pDCs into different subsets with 

different functional properties. First, differential CD4 expression has been described in 

pDCs across multiple mouse organs including the LNs, spleen, liver, thymus, BM and 

lung (Yang et al., 2005). CD4– pDCs were shown to express higher level of CCR7 and 

CD62L in the steady-stage, as well as higher level of co-stimulatory molecules after CpG-

B stimulation (Yang et al., 2005). In addition, compared to the CD4+ pDCs, these cells 

can produce higher level of cytokines including IFNα, Interleukin (IL) -12 (IL-12), IL-6 

and TNFα after stimulation (Yang et al., 2005).Another differentially expressed marker 

is recombination activating gene 1 (RAG1) (Pelayo et al., 2005). RAG1+ pDCs were less 

potent in stimulating T cells and producing cytokines such as IFNα and TNFα than the 

RAG1– fraction (Pelayo et al., 2005; Sathe et al., 2013). However, while Rag1 was 

initially thought to segregate pDCs from the myeloid and lymphoid pathways, later study 

rejected this hypothesis and showed that pDCs from either origin can express RAG1 

(Shigematsu et al., 2004). Thus, it is still unclear the origin and biological relevance of 

RAG1 expression on pDCs.  

 

Some markers seem to segregate the commonly defined pDCs into subsets that are at 

different developmental stages, rather than bona fide subsets with distinct functions. One 

of these markers is Ly49Q. Ly49Q– pDCs are present in the mouse BM but not in the 

periphery tissues including the spleen, LNs or PB (Kamogawa-Schifter et al., 2005). 

Upon culturing of these cells with Fms like tyrosine kinase (Flt3) ligand (FL), which 

recapitulates splenic DC development in vitro, up-regulation of Ly49Q was observed. 

This suggested the direct precursor-progeny relationship between the two subsets. 

Another marker is Sca1. Sca1– pDCs are predominantly found in the BM and represent a 

smaller proportion of commonly defined pDCs in secondary lymphoid organs such as the 

spleen and LNs (Niederquell et al., 2013). These cells have a more proliferative 

phenotype and can give rise to Sca1+ pDCs with or without activation by TLR ligands, in 

both in vitro and in vivo assays (Niederquell et al., 2013). Thus, Sca1– pDCs appear to be 

an immediate precursor of Sca1+ pDCs.  

 

Lastly, CCR9 represents a crucial marker to define bona fide pDCs and allows exclusion 

of contaminating DC precursors from the commonly used gating strategies (Lin et al., 

2018; Schlitzer et al., 2012; 2011). Multiple studies have confirmed that CCR9– cells 

within the commonly defined pDC compartment (B220+, Bst2+ or Siglec-H+) are DC 
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precursors that can give rise to both cDCs and pDCs, whereas CCR9+ pDCs are mostly 

post-mitotic and incapable of further differentiation (Lin et al., 2018; Schlitzer et al., 

2011; 2012; Segura et al., 2009). Importantly, a continuous live cell imaging study 

demonstrated that most CCR9+ pDCs transited through a Siglec-H+ CCR9– stage (Dursun 

et al., 2016). However, it remains to be determined whether cDCs also transit through a 

similar phenotypic stage. Importantly, the relationships between the aforementioned 

contaminating DC precursors (Ly49Q–, Sca1– and CCR9–) has not been established, 

which can be investigated using single cell profiling techniques such as multi-parametric 

flowcytometry and scRNAseq. Nevertheless, due to the significant heterogeneity within 

the commonly defined pDC compartment, any future studies should include CCR9 in 

defining bona fide murine pDCs. 

 

Recently, significant heterogeneity within the human pDC compartment has also been 

reported. Human pDCs are commonly defined by the absence of CD11c expression and 

the positive expression of CD123 or CD303. An early study identified two functionally 

distinct pDC subsets in human peripheral blood mononuclear cells (PBMCs), separated 

by differential expression of surface marker CD2 (Matsui et al., 2009). CD2+ pDCs 

represent the minor subset (~15%) that display cDC-like properties, including the 

capacity to potently induce T cell proliferation and produce IL-12 upon activation (Matsui 

et al., 2009). Another study also reported the segregation of human pDCs based on CD2 

expression and demonstrated that CD2+ pDCs were better at surviving due to the higher 

expression of pro-survival protein BCL2 (Bryant et al., 2016). Importantly, a 

CD2hiCD5+CD81+ subset can be found within the commonly defined pDC compartment 

in human blood, BM and tonsil, which are functionally more related to cDCs than 

traditional pDCs (Zhang et al., 2017). These cells express low level of Irf7 (a pDC 

transcription factor) and produce little to no type I IFNs upon CpG stimulation. In 

contrast, they express higher levels of co-stimulatory molecules including CD40, CD80 

and CD86 and capable of activating B and T lymphocytes. Importantly, these 

CD2hiCD5+CD81+ cells can also be found within commonly defined murine pDC 

population (Zhang 2017).  

 

In accordance with the notion that commonly defined pDCs might contain cDC 

precursors, three recent single cell profiling studies on human PBMCs independently 

identified a small subset of phenotypic ‘pDCs’ that were capable of further DC 
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development. This subset was characterized by the expression of Axl and Siglec-6 and 

was termed AS cells in the study conducted by Villani et al. (Villani et al., 2017). 

Compare to ‘pure’ pDCs, AS cells were potent stimulators for T cell proliferation (Villani 

et al., 2017). Importantly, at the population level, AS cells developed into mostly cDC2s 

and to a less extent, pDCs but not cDC1s (Villani et al., 2017). See et al. also described a 

small subset of CD123+ cells (a common human pDC gate) that express Axl and Siglec-

6 (See et al., 2017). However, as opposed to AS cells in the other study (Villani et al., 

2017), these cells did not generate any pDCs when probed by CD303 expression in vitro 

(See et al., 2017). Lastly, a distinct cluster of cells that shared similar characteristics to 

the newly identified AS cells (Villani et al., 2017) was identified in human blood, tonsil 

and spleen using mass cytometric analysis (Alcántara-Hernández et al., 2017). 

Importantly, the study showed that the pDC-like AXL+ cells also expressed CD2, CD5 

and CD81, characteristics of the contaminating cell population discussed above (Zhang 

et al., 2017).  

 

Together, these recent findings highlight the heterogeneity within the commonly defined 

pDC population and urge the necessity to include additional markers in routine isolation 

of bona fide pDCs, both in mouse and human. While inclusion of CCR9 is sufficient to 

allow accurate identification of murine pDCs, a conserved human pDC gating strategy is 

yet to be determined. In addition, whether the ‘novel’ pDC-like populations described in 

these different studies represent the same or different cell types remains to be determined. 

Furthermore, it was unclear whether there was any fate heterogeneity within these 

populations as clonal tracking assays were not performed in any of the aforementioned 

studies. Further studies are required to answer these fundamental questions regarding 

pDC biology. 
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Table 1.1 Expression of surface markers on murine DC subsets 

 cDC1 cDC2 pDC 

CD11c +++ +++ + 

MHCII ++ ++ + 

CD40 +/– +/– +/– 

CD80 +/– +/– +/– 

CD86 +/– +/– +/– 

CD8α subset – subset 

CD4 – +/– +/– 

CD103 subset – – 

Clec9A (DNGR-1) ++ – + 

CD205 (Dec-205) + – – 

XCR1 + – – 

CD24 ++ + ND 

CD11b – + – 

CD172α (Sirpα) – ++ + 

CD45RA (B220) – – + 

Siglec-H ND ND + 

CD137 (Bst2) – – + 

CCR9 ND ND + 

F4/80 – +/– – 

CD64 – – – 

ESAM +/– +/– ND 

DCIR2 – +/– – 

DCAL2 – +/– – 
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Transcription factors (TFs) 

In addition to surface markers that help demarcate the DC subsets, many TFs are 

differentially expressed by the distinct DC subsets. These TFs can play important roles 

in fate determination, subtype maturation, regulation of specialized immune functions or 

other cell type specific biological properties such as migration (Miller et al., 2012). 

Regardless of their exact role, targeted depletion of selected TF-expressing cells using 

diphtheria toxin (DT) or DT receptor (DTR), as well as depletion using the Cre-loxP 

system, leads to selective ablation of DC subtypes of interest, which allow subsequent 

characterization of their specialized biological properties (Durai and Murphy, 2016). 

 

Table 1.2 Key transcription factors involved in DC development or function 

cDC1 cDC2 pDC 

Irf8 Irf4 Irf8 

Zbtb46 Zbtb46 E2-2 (Tcf4) 

Id2 RelB SpiB 

Nfil3 Notch2 Irf7 

Batf3 Klf4  

Cbfb   

Runx1   

 

 

cDC1s 

The development of cDC1s is coordinated by a network of TFs including Zbtb46 

(BTBD4), Irf8 (ICSBP), DNA binding protein 2 (Id2), Nfil3 and Batf3 (Murphy et al., 

2015). For example, Zbtb46 is selectively expressed by both cDC subsets and their 

committed precursors, but not pDCs, monocytes and macrophages (Meredith et al., 2012; 

Satpathy et al., 2012). DT treatment in Zbtb46-DTR mice leads to elimination of cDC1s 

and severe reduction of cDC2s (Meredith et al., 2012). In addition, Zbtb46-GFP reporter 

mice is available and allow robust identification of cells along the cDC trajectory 

(Satpathy et al., 2012). 
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Irf8 is a crucial TF implicated in both early and late stages of DC development (Murphy 

et al., 2015). Irf8 is selectively expressed by both cDC1s and pDCs within the mature DC 

compartment and deletion of this TF resulted in total loss of both subsets (Aliberti et al., 

2003; Schiavoni et al., 2002). Importantly, expression of Irf8 in early progenitor 

populations is critical to exclude granulocyte potential and guide commitment towards 

the DC lineage (Becker et al., 2012; Kurotaki et al., 2014). Irf8 is also crucial in terminal 

maturation of cDC1s in various tissues such as the lung and spleen (Bajaña et al., 2016). 

Due to the importance of Irf8 in regulating cDC1 development, Irf8 dependency within 

the cDC compartment is used to define bona fide cDC1s based on the current 

nomenclature (Guilliams et al., 2014).  

 

Irf8 interacts with multiple TFs to orchestrate DC development. The interaction between 

two TFs from the Runx family, namely the core-binding factor subunit beta (Cbfb) and 

Runx1, controls the expression of Irf8 and therefore is implicated in guiding DC 

commitment in early progenitors (Satpathy et al., 2014). Other TFs have been 

demonstrated to act downstream of Irf8 to regulate DC development, which include Id2 

and Batf3. Id2 is a member of the Helix-loop-helix (HLH) family and is expressed on 

both cDC subsets with higher expression on cDC1s (Hacker et al., 2003; Jackson et al., 

2011). Interestingly, Id2 has been demonstrated to promote cDC1 development via the 

suppression of pDC development, but it does not appear to play a role in cDC2 

commitment (Jackson et al., 2011).  

 

Similarly, Batf3, a TF further downstream in DC development, is specifically involved 

in cDC1 generation. Mice with genetic deletion of Batf3 lack cDC1s in both lymphoid 

and non-lymphoid tissues and represent a powerful tool for the characterization of the 

specialized roles of cDC1s (Edelson et al., 2010; Hildner et al., 2008; Mashayekhi et al., 

2011). Initially, Batf3 was proposed to play a role in maintaining the survival of mature 

cDC1s, but not in the proliferation or differentiation of this subset (Jackson et al., 2011). 

However, a recent study suggested an essential role of Batf3 in maintaining autoactivation 

of Irf8 (Grajales-Reyes et al., 2015). Thus, it appears that cDC1 development is regulated 

by a tightly controlled feedback loop involving multiple TFs, which include Irf8 and 

Batf3. Interestingly, Batf3 expression is also controlled by another TF called Nfil3. Nfil3–

/– mice have reduced Batf3 expression and absence of cDC1s, but not cDC2s or pDCs 
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(Kashiwada et al., 2011). However, whether Nfil3 is involved in the Irf8-Batf3 axis in 

regulating cDC1 development has not been established.  

 

cDC2s 

Multiple TFs have been implicated in regulating cDC2 development and/or function, 

which include Zbtb46, RelB, Irf4, Notch2 and Klf4. As discussed above, Zbtb46 is a 

marker of cDC commitment and is highly expressed along both the cDC1 and cDC2 

trajectories. RelB is the first TF described that play a selective role in DC development. 

RebB null mice have reduced number of cDC2s, whereas cDC1 generation is unaffected 

(Wu et al., 1998).  

 

While Irf8 dependency is used to define bona fide cDC1s, cDC2s are commonly 

identified based on positive Irf4 expression (and lack of Irf8 expression) within the cDC 

compartment (Guilliams et al., 2014). However, whether the development of cDC2s is 

dependent on Irf4 is debatable. The confusion might arise from the lack of consensus in 

defining bona fide cDC2s and the significant heterogeneity within the commonly defined 

cDC2 population in most studies. The initial study characterizing the Irf4–/– mouse model 

reported a severe reduction of cDC2s (CD11bhi CD4+ CD8–) in the spleen (Suzuki et al., 

2004). However, it is now clear that not all splenic cDC2s express CD4 on the cell surface. 

CD4+ cDC2s only represent a subset of cells that are ESAM+ and are dependent on Notch 

signalling (Lewis et al., 2011). Another study suggested a role of Irf4 in regulating the 

migration, but not development of a subset of cDC2s (Bajaña et al., 2012). This 

conclusion was based on the observation that normal numbers of cDC2s were found in 

the skin upon Irf4 deletion, which lacked chemokine receptor CCR7 and failed to migrate 

to the cutaneous LNs (Bajaña et al., 2012). This in turn leaded to a reduction in cDC2 

numbers in the cutaneous LNs (Bajaña et al., 2012). Other studies suggested multiple 

roles of Irf4 in cDC2 biology, including the regulation of survival (Persson et al., 2013), 

MHCII antigen presentation (Vander Lugt et al., 2014) and terminal differentiation of 

cDC2 subsets (Bajaña et al., 2016). 

 

The commonly defined cDC2 population is highly heterogenous and distinct subsets can 

be distinguished based on the dependency of different transcriptional networks. At least 

two transcriptional and functional distinct subsets have been described so far, which 



 13 

include the Notch2-dependent and Klf4-dependent cDC2s. The Notch2-dependent cDCs 

can be identified by the positive expression of surface marker ESAM (Lewis et al., 2011; 

Satpathy et al., 2013). Importantly, ESAM expression is not restricted to cDC2s, but can 

be found on a subset of cDC1s, defined as CD24+ DEC-205+ (Satpathy et al., 2013). In 

addition, the generation of these ESAM+ cDC1s was dependent on Notch signalling, but 

to a less extent compared to ESAM+ cDC2s (Satpathy et al., 2013). Therefore, caution 

must be taken in attributing specialized functions to the subset of cDC2s using the Notch2 

deletion model. Conversely, Klf4 appears to regulate the development of another distinct 

cDC2 subset. Conditional deletion of Klf4 in the DC compartment leaded to 

approximately 50% reduction of CD11b+ cDCs across multiple tissues (Tussiwand et al., 

2015). Notably, a complete absence of a distinct migratory DC population was observed 

in the skin draining LNs. Interestingly, these cDCs are CD11b– CD24–, but express Sirpα 

and Irf4 (Tussiwand et al., 2015), thus represent a subset of cDC2s based on the current 

definition (Irf4 expressing) (Guilliams et al., 2014). 

 

pDCs 

The development and function of pDCs are orchestrated by a number of TFs including 

E2-2 (Tcf4), SpiB, Irf7 and Irf8. In particular, E2-2 is thought to be the master regulator 

of pDC development, which acts in a mutually antagonizing manner with Id2 to control 

cDC1 vs pDC differentiation at the common DC progenitor (CDP) level, respectively 

(Cisse et al., 2008; Ghosh et al., 2010; Hacker et al., 2003; Jackson et al., 2011). E2-2 

promotes pDC development by supporting pDC-specific genes including SpiB and Irf7 

and repressing Id2 hence cDC1-specific genes, and vice versa.  Thus, competition 

between E2-2 and Id2 is thought to be the basis of divergence between pDCs and cDC1s, 

downstream of Irf8 that controls the development of both subsets. 

 

The ETS transcription factor SpiB is highly expressed on pDCs, but not cDCs (Schotte et 

al., 2004). SpiB is thought to synergize with E2-2 in promoting pDC development 

(Nagasawa et al., 2008). This is because reduced SpiB level impairs E2-2 induced pDC 

development and co-exprssion of SpiB and E2-2 further promotes the generation of pDCs 

(Nagasawa et al., 2008). Importantly, unlike E2-2, overexpression of SpiB alone cannot 

overcome the block of pDC development induced by Id2 overexpression (Nagasawa et 

al., 2008). Conversely, Irf7 is not involved in pDC development but plays a crucial role 
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in regulating the major function of pDCs. Upon Irf7 deletion, severe impairment of IFN 

production by pDCs was observed (Honda et al., 2005). 

 

  



 15 

Major functions of DCs 

Since their discovery, DCs have been recognized by their remarkable ability in antigen 

presentation to stimulate T lymphocytes and activate specific adaptive immunity 

(Banchereau and Steinman, 1998). However, there is accumulating evidence suggesting 

that DCs are critically involved in multiple aspects of both the innate and adaptive 

immunity, in addition to their characteristic role in antigen presentation and T cell 

activation (Merad et al., 2013; Murphy et al., 2015). Furthermore, distinct DC subtypes 

are found to exhibit overlapping yet specialized immune functions (Figure 1.1).  
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Figure 1.1 Summary of major immune functions of each DC subsets. 

The three DC subtypes play distinct roles in the immune system. cDC1s are mainly 

specialized in recognizing and cross presenting intracellular pathogens and tumor 

antigens to activate CD8+ T cells, as well as producing IL-12 to prime type 1 immunity. 

cDC2s are heterogenous and comprise subtypes that might involve in recognizing 

extracellular pathogens, fungi, helminths or allergens to induce type 2 or type 3 immunity. 

pDCs are mainly involved in the clearance of viruses by producing large amounts of type 

I IFN.  
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cDC1s 

cDC1s are critical in the recognition and clearance of intracellular pathogens including a 

variety of viruses, intracellular bacteria and protozoans (Murphy et al., 2015). Some 

examples include Plasmodium berghei (Lundie et al., 2008), Toxoplasma gondii 

(Mashayekhi et al., 2011; Sousa et al., 1997), Listeria monocytogenes (Alexandre et al., 

2016; Belz et al., 2005; Edelson et al., 2011; Yamamoto et al., 2013), Herpes simplex 

virus type 1 (HSV1) (Jirmo et al., 2009; Nopora et al., 2012; Zelenay et al., 2012), mouse 

Cytomegalovirus (MCMV) (Torti et al., 2011) and Rotavirus (RV) (Sun et al., 2017). The 

control of intracellular infection by cDC1s is due to their unique and nonredundant roles 

in antigen cross presentation (discussed below) to activate CD8+ cytotoxic T cells, as well 

as their ability to rapidly and efficiently produce IL-12 to mediate type I immunity. In 

addition, recent studies have demonstrated a role of cDC1s in neutrophil recruitment 

during fungal (Del Fresno et al., 2018) or cutaneous bacterial infections (Janela et al., 

2019). 

 

Classical antigen presentation can be classified into two categories: the MHCII-restricted 

pathway and the MHCI-restricted pathway (Cresswell, 2005). The MHCII pathway 

involves the acquisition of exogenous antigens and subsequent presentation to CD4+ 

helper T cells. In contrast, endogenous (intracellularly-derived) antigens are mainly 

presented via the MHCI restricted pathway to activate CD8+ cytotoxic T cells. The latter 

often requires initial infection of the presenting cells such as the DCs by intracellular 

parasites (Heath et al., 2004). However, intracellular pathogens, particularly many 

viruses, have developed various immune evasion mechanisms by either 1) avoid infecting 

immune cells such as DCs and thus being able to escape classical MHCI antigen 

presentation, or 2) down-regulation of MHCI surface expression after infection of host 

cells (Ploegh, 1998).  

 

Contrary to the classic antigen presentation via the MHCI pathway to activate CD8+ 

cytotoxic T cells, cDC1s have evolved another mechanism called antigen cross 

presentation (or cross priming) to overcome immune evasion by these intracellular 

pathogens (Bevan, 1976; 1987). Antigen cross presentation involves the acquisition of 

exogenous antigens from another source and subsequent presentation via the MHCI (not 

MHCII) pathway, thus allowing activation of CD8+ cytotoxic T lymphocytes (Heath et 
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al., 2004). This unique ability allows cDC1s to present antigens derived from intracellular 

pathogens without being infected themselves, thus keeping their immune functions intact 

to counteract the aforementioned immune evasion mechanisms. cDC1s, but not cDC2s, 

were shown to be the major cell type to cross present (Bedoui et al., 2009; Belz et al., 

2005; Haan et al., 2000; Hildner et al., 2008; Schnorrer et al., 2006). Antigens amenable 

to cross presentation include soluble proteins (Pooley et al., 2001) and cell-associated 

antigens such as apoptotic or necrotic cells (Desch et al., 2011; Zelenay et al., 2012), 

virus-infected cells (Sigal 1999; Ramirez 2002), tumor antigens (Huang et al., 1994) and 

peptide-loaded cells (Haan et al., 2000). Thus, cDC1s not only play crucial roles in the 

induction of immunity against intracellular pathogens, but also in antitumor immunity. 

 

cDC1s are not only critical in inducing antigen specific CD8+ cytotoxicity via cross 

presentation, but also play essential roles in directing type I immune response, which is 

required for the clearance of intracellular pathogens (Murphy et al., 2015). cDC1s are 

shown to be the nonredundant source of IL-12 (Hochrein et al., 2001; Mashayekhi et al., 

2011; Schulz et al., 2000; Sousa et al., 1997), which is required to induce early release of 

IFN-g from nature killer (NK) cells and type 1 innate lymphoid cells (ILC1s) to control 

intracellular infections in a nonspecific manner (Sonnenberg and Artis, 2015). This 

process is known as the early stage of the type I immune response. During the late stage 

of type I immunity, activated type 1 T helper cells (Th1) and CD8+ T cells become the 

major source of IFN-g (Annunziato et al., 2015). Importantly, cDC1s are also critical 

during this late stage due to their ability to induce polarization of Th1 cells and priming 

of CD8+ T cells (Durai and Murphy, 2016). Therefore, cDC1s play critical roles in 

mediating type I immunity during both the early and late phases. 

 

Due to the superior ability of cDC1s in antigen cross presentation of cellular antigens 

including tumor antigens (Heath et al., 2004; Hildner et al., 2008; Shortman and Heath, 

2010), this cell type has been demonstrated to play critical roles in mediating anti-tumor 

immunity. Firstly, the abundance of cDC1s in the tumor microenvironment (TME) 

correlates with higher tumor regression and better patient survival and outcome (Barry et 

al., 2018; Böttcher et al., 2018; Broz et al., 2014; Roberts et al., 2016). Conversely, a lack 

of cDC1s leads to failure in CD8+ cytotoxic T cell responses and resistance to checkpoint 

immunotherapy (Sánchez-Paulete et al., 2016; Spranger et al., 2015; 2017).  In addition, 
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vaccination strategy targeting cDC1s leads to potent cytotoxic T cell response and help 

control tumor growth (Hartung et al., 2015). 

 

In the past decades, immunotherapy has emerged as one of the most effective therapies 

against multiple cancer types and revolutionized the field of immunology and cancer 

research (Pardoll, 2012). Cancer immunotherapy was selected as breakthrough of the year 

by the journal Science in 2013 and the 2018 Nobel Prize in Physiology or Medicine was 

awarded to two pioneering researchers in cancer immunotherapy; Dr James P. Allison 

and Dr Tasuku Honjo. One of the most common and effective immunotherapy approaches 

is via inhibition of immune checkpoints on T cells such as cytotoxic T-lymphocyte-

associated antigen 4 (CTLA-4), programmed death 1 (PD-1) and its ligand PD-L1 

(Sharma and Allison, 2015). CTLA-4 and PD-1 are both immune checkpoints on CD8+ 

cytotoxic T lymphocytes and found to be overactivated in the TME, leading to inhibition 

of cytotoxicity against cancer cells. Thus, the major focus of immunotherapy research to 

date has been on understanding cytotoxic T cell immunity against cancer.  

 

Despite the remarkable potential of immunotherapy, responses are variable in their 

effectiveness to different cancers, and between patients. Furthermore, resistance can arise 

even after an initial successful response. There are multiple requirements for a successful 

cytotoxic T cell response: 1) uptake of tumor antigens by APCs in the TME; 2) trafficking 

of antigen-loaded APCs to the spleen and/or tumor-draining LNs (TdLNs); 3) cross-

presentation of tumor antigens to prime the CD8+ cytotoxic T cells; 4) trafficking of 

tumor-specific effector cytotoxic T cells to TME; 5) overcoming the immunosuppressive 

TME and killing of cancer cells by cytotoxic T cells. When one or more of these 

requirements are not met, it could lead to unresponsiveness and/or resistance to 

checkpoint blockade therapies. Importantly, a few recent studies have highlighted the 

crucial roles of cDC1s at almost all key steps of a cytotoxic T cell response, even beyond 

its well-established role in antigen cross presentation and CD8+ T cell priming (Figure 

1.2). 

 

First, despite being a minor population compared to other APCs such as macrophages in 

the TME, cDC1s are the major, if not the only cell type that can carry intact tumor 

antigens to the TdLNs (Roberts et al., 2016; Salmon et al., 2016). Once they reach the 

TdLNs, cDC1s can either directly prime cytotoxic T cells via antigen cross presentation, 
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or transfer antigens to resident APCs for further priming (Roberts et al., 2016). Second, 

cDC1s are the major cell type that cross present tumor antigens to CD8+ cytotoxic T cells, 

and disruption of this process leads to impaired antitumor response during anti-PD-1 

treatment (Alloatti et al., 2017). In addition, intra-tumoral cDC1s have been shown to be 

the major source of the chemokines CXCL9/10, which are required in the recruitment of 

both endogenous and adoptively transferred effector CD8+ cytotoxic T lymphocytes to 

the TME (Spranger et al., 2017). More importantly, cDC1s can be directly involved in 

facilitating the anti-PD-1 response inside TME via cytokine interaction with CD8+ T 

cells. The recent work by Garris et al., has proposed a ‘licensing’ model of cytotoxic T 

cell response and highlighted the importance of the crosstalk between CD8+ T cells and 

cDC1s within the TME (Garris et al., 2018). Upon binding to anti-PD-1 antibodies, 

cytotoxic T cells release IFN-g, which triggers IL-12 production from intra-tumural 

cDC1s, but not any other cell types in the TME. In turn, cDC1-derived IL-12 activates 

tumor-infiltrating cytotoxic T cells and elicit effective anti-tumor immunity. Together, 

these findings demonstrated essential roles of cDC1s in mediating anti-tumor immune 

responses. 

 

Despite the critical roles of cDC1s in promoting cytotoxic T cell responses, this cell type 

is usually extremely sparse within the TME (Salmon et al., 2016). Moreover, in tumors 

that are resistant to T cell therapies, cDC1s are largely absent in the TME (Spranger et 

al., 2015; 2017). This unresponsiveness can be rescued by administration of culture-

derived DCs activated with TLR3 agonist poly I:C in the resistant tumors (Spranger et 

al., 2015). Therefore, it is important to understand the mechanisms of how DC numbers 

are maintained in the TME. Two recent studies have highlighted the role of NK cells in 

recruiting and accumulating cDC1s within the TME, via the production of chemokines 

CCL5 and XCL1 (Böttcher et al., 2018) and the DC-promoting cytokine FL (Barry et al., 

2018). This NK-cDC1 axis is correlated with better clinical outcomes. In addition, 

endogenous type I IFN signalling is shown to facilitate the accumulation of cDC1s within 

the TME, as deletion of IFN receptor 1 (IFNAR) in DCs leads to absence of CD8 T cell 

responses and failure in tumor rejection (Diamond et al., 2011; Fuertes et al., 2011). 

Together, these studies have highlighted the complex networks in controlling DC number 

within the TME. 
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Figure 1.2 The critical roles of cDC1s in inducing and maintaining potent 
antitumor immunity. 

cDC1s are essential in the induction and maintenance of antitumor cytotoxic responses. 

First, intratumoral cDC1s involve in the uptake of intact tumor antigens in the TME and 

the subsequent trafficking to the TdLN, where antigens are cross presented to prime naïve 

CD8+ T cells. Alternatively, tumor antigens can be transferred to resident APCs in the 

TdLN to allow CD8+ T cell priming. After that, primed CD8+ T cells are recruited into 

the TME, and this process is dependent on chemokines CXCL9/10 that are released by 

cDC1s. Once primed CD8+ T cells enter the TME, further activation by IL-12 is required 

to enable efficient killing of tumor cells. The production of IL-12 from cDC1s is 

facilitated by IFNg signals from CD8+ T cells upon binding with checkpoint inhibitors 

such as anti-PD-1. 
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cDC2s 

Unlike cDC1s, the specialized function of cDC2s in the immune system is poorly 

understood due to the significant heterogeneity within the commonly defined cDC2 

population and the lack of tools to specifically delete cDC2s. While both cDCs are 

capable of classic antigen presentation via the MHCII pathway to activate CD4+ T cells, 

cDC2s are more efficient in this process (Dudziak et al., 2007; Pooley et al., 2001; 

Schnorrer et al., 2006; Vander Lugt et al., 2014). On the other hand, cDC2s do not appear 

to cross present exogenous antigens via the MHCI pathway and therefore, play a minimal 

role in inducing CD8+ cytotoxic immunity (Vander Lugt et al., 2014). In contrast to 

cDC1s, cDC2s do not seem to facilitate type 1 immunity to control intracellular 

infections, but are involved in the induction of type 2 and type 3 immune responses upon 

recognition of extracellular pathogens or fungus (Dress et al., 2018; Schlitzer et al., 2013; 

Williams et al., 2013). Furthermore, cDC2s are critical in activating CD4+ conventional 

T cells to facilitate CD4+ antitumor responses (Binnewies et al., 2019). 

 

Importantly, different subpopulations of cDC2s appear to mediate the distinct immune 

responses. Klf4-dependent cDC2s are shown to be responsible for the induction of type 

2 immunity (Tussiwand et al., 2015), which is involved in controlling helminth infection 

and induction of airway allergic reactions (Annunziato et al., 2015; Mesnil et al., 2012; 

Murphy et al., 2015). This is possibly due to the regulation of IL-10 and IL-33 expression 

by this subset of cDC2s, which is essential for Th2 cell differentiation (Williams et al., 

2013). On the other hand, the Notch2-dependent cDC2s appear to be responsible for the 

induction of type 3 immunity (Lewis et al., 2011; Satpathy et al., 2013). Notch2-

dependent cDC2s are shown to be the critical source of IL-23 (Satpathy et al., 2013), 

which leads to production of IL-22 and IL-17 by ILC3s and Th17 cells to promote type 3 

immune response (Kinnebrew et al., 2012; Lewis et al., 2011; Persson et al., 2013; 

Schlitzer et al., 2013). 

 

pDCs 

The most pronounced and well characterized role of pDCs in the immune system is their 

superior capacity to rapidly produce and release large amounts of  type I IFNs in response 

to viral infection (Cervantes-Barragan et al., 2012; Shigematsu et al., 2004; Swiecki et 
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al., 2010). Recognition of most viruses is mediated via the engagement of TLR7 and 

TLR9, which are abundantly expressed in the endosomal compartments of pDCs. RNA 

viruses and endogenous RNAs are recognized by TLR7, whereas TLR9 senses CpG-

containing DNA viruses and endogenous DNAs (Swiecki and Colonna, 2015). pDCs 

express high level of Irf7, which regulates the production of type I IFNs (Honda et al., 

2005). After engagement of TLR7 or TLR9, pDCs activate the myeloid differentiation 

primary response protein 88 (MYD88)-IRF7 pathway, which leads to the production of 

large amount of type I IFNs (Swiecki and Colonna, 2015).  

 

pDCs have been implicated in the pathogenesis of multiple autoimmune diseases with a 

type I IFN signature, most notably systemic lupus erythematosus (SLE) (Ganguly et al., 

2013).  Immune complexes containing autoantibodies attached to endogenous nucleic 

acids are found in the serum of SLE patients. These immune complexes can activate pDCs 

via TLR7, TLR9 or CD32 (FcyRIIa), which lead to continuous production of type I IFNs 

and ultimately contribute to disease progression (Barrat et al., 2005; Båve et al., 2003; 

Means et al., 2005). In addition to SLE, pDCs have been implicated in the initiation and 

progression of other autoimmune diseases such as Type I diabetes and psoriasis (Ganguly 

et al., 2013). Thus, pDCs represent an attractive therapeutic target in preventing or 

treating autoimmune diseases such as SLE.  

 

Historically, pDCs were thought to be an immature form of classical DCs that could 

acquire cDC-like phenotypes such as the stellate morphology, and functions such as 

antigen presentation upon maturation (Nakano 2001; Sapoznikov 2007; Shortman 2013). 

However, such attributed properties of pDCs are highly controversial, as remarkable 

heterogeneity within the commonly defined pDC compartment has been demonstrated. 

In particular, precursors with the potential for further development into cDCs have been 

found in the phenotypically defined pDC population, in both mouse and human (as 

discussed aboved). Thus, it is possible that previous observations of phenotypic and 

functional changes of pDCs merely reflects differentiation of cDCs from contaminating 

DC precursors. 

 

Distinct properties between pDCs and cDCs regarding cancer progression have been 

observed. In contrast to cDC1s, which have a demonstrated role in inducing antitumor 

immunity, the abundance of intra-tumoral pDCs usually correlates with poor prognosis 
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in cancer (Sisirak et al., 2012). This is because pDCs in the tumor microenvironment tend 

to be immunosuppressive rather than immunostimulatory, by inducing regulatory T cell 

(Treg) activation and expansion, and suppression of cytotoxic T cell responses (Fallarino 

et al., 2004; Sisirak et al., 2012). Another major difference between cDCs and pDCs in 

the context of cancer research is that pDCs have been identified as the cell of origin in a 

form of leukaemia called the blastic plasmacytoid dendritic cell neoplasm (BPDCN), but 

either cDC1- or cDC2-transforming cancer has been observed (Chaperot et al., 2001). 

BPDCN represents a rare and aggressive form of leukaemia and it is largely incurable 

(Ceribelli et al., 2016).  
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DC development 

Mature DCs typically live for 3-5 days in circulation and in most lymphoid and 

nonlymphoid organs (Kamath et al., 2000; Yifan Zhan 2016). Thus, to maintain stable 

numbers of DCs from the different subtypes in the body at any given time, constant 

replenishment from the haematopoietic system is required. DCs, like most other 

haematopoietic cells, develop from haematopoietic stem cells (HSCs) via a process called 

haematopoiesis. Thus, maintaining DC homeostasis requires proper control and 

regulation of this process. The current understanding of DC development in the context 

of the classical and revised models of haematopoiesis will be discussed here. 

 

DC development in the context of a classical model of haematopoiesis 

The classical model of haematopoiesis is usually represented as a hierarchical, step wise 

lineage commitment model (Ema et al., 2014; Haas et al., 2018). In this model, the most 

primitive HSCs reside at the top of the hierarchy, which have self-renewal capacity and 

are multipotent. This endows them with the capacity to repopulate the entire blood system 

over long periods of time. Following the HSC stage, a multipotent progenitor (MPP) 

population emerges.  These MPPs can no longer self-renew but maintain the capacity to 

differentiate into all blood lineages. While there are many versions of such hierarchical 

trees, one of the most commonly used models describes the first branching event to occur 

downstream of MPPs into common lymphoid progenitors (CLPs) (Kondo 1997) and 

common myeloid progenitors (CMPs) (Akashi 2000), which are restricted towards 

lymphoid or myeloid lineages, respectively. Downstream of CLPs and CMPs, further 

branching events occur, which result in step by step lineage restriction through oligo-, bi- 

and eventually uni-potent progenitor populations to reconstitute the entire blood system. 

Interestingly, despite the early separation of myeloid and lymphoid development 

described in most models, all three subtypes of DC can derive from both developmental 

pathways to form a unique haematopoietic lineage (Figure 1.3).  
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Figure 1.3 Schematic of DC development from different progenitor populations. 

The traditional hierarchical model of DC development considers a step by step lineage 

restriction, leading to DC commitment and differentiation. The model starts with a pool 

of self-renewal HSCs giving rise to downstream MPPs, both have the ability to regenerate 

all haematopoietic lineages. In most models, the haematopoietic system then branches 

into the myeloid and lymphoid developmental pathways. One unique feature of DC 

development is the potential to developed from both pathways. The myeloid pathway of 

DC development is relatively well characterized with multiple intermediated progenitor 

populations being identified. The lymphoid pathway of DC development is less 

understood. Solid arrows indicate well established populations and pathways. Dotted 

arrows depict uncharacterized or controversial populations and pathways.   

 

Early progenitors with DC potential 
DCs were initially thought to have a myeloid origin as they could develop alongside 

granulocytes and macrophages in a granulocyte-macrophage colony-stimulating factor 

(GM-CSF) supplemented-culture system (Inaba et al., 1993). Furthermore, DCs and 

macrophages can have a similar morphology and share some overlapping functions. 

Subsequently, an early thymic precursor population was identified that could generate 

both lymphocytes and cDC1s, which led to the theory that cDC1s were of lymphoid origin 

and cDC2s developed from a myeloid pathway (Ardavin et al., 1993; Wu et al., 1995). 

However, this was soon questioned with the discovery of CMPs (Akashi et al., 2000) and 

CLPs (Kondo et al., 1997), and the characterization of their DC potential.  A series of 

studies confirmed that all DC subtypes could be generated from both CMPs and CLPs 
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(Chicha et al., 2004; D'Amico and Wu, 2003; Manz et al., 2001; Sathe et al., 2013; Traver 

et al., 2000; Wu et al., 2001). A recent study further suggested the co-existence of myeloid 

and lymphoid developmental pathways for DC generation in human (Salvermoser et al., 

2018).  

 

To discriminate DC development originated from the myeloid vs lymphoid pathways, 

two features of lymphoid origin were examined extensively in mature DC subsets. These 

included expression of RAG1 and DJ rearrangement of immunoglobulin heavy chain 

(IgH) gene (Pelayo et al., 2005).  One study showed that a proportion of both thymic and 

splenic pDCs and cDC1s from thymus, but not spleen, displayed IgH gene rearrangement 

(Corcoran et al., 2003). As thymus is the site of T lymphocyte maturation, this supported 

the hypothesis that DJ rearrangement reflected a lymphoid origin of DCs in the thymus 

compare to other organs. However, another study using a RAG1-GFP reporter line 

demonstrated that only a proportion of pDCs were RAG1-GFP+ with pre-T cell receptor 

gene expression, but that these could be generated from both CMPs and CLPs, thus 

arguing the direct link between RAG1 expression and lymphoid developmental history 

(Shigematsu et al., 2004). However, despite having the potential to general all myeloid 

lineages, CMPs were also shown to retain some lymphoid potential, so this result may 

not be as surprising (Akashi et al., 2000). Therefore, one could argue that those CMP-

derived pDCs with DJ rearrangement and RAG1 expression may have originated from 

this small subset of CMPs with residual lymphoid potential (Harman et al., 2006). Indeed 

the lymphoid and pDC potential of CMPs was restricted to those that were Flt3+ (D'Amico 

and Wu, 2003; Karsunky et al., 2003). Importantly, regardless of the myeloid or lymphoid 

origins, DC development seemed to be regulated via similar transcriptional controls 

involving the transcription factor Irf8 (Becker et al., 2012). Together, the convergence of 

DC development from myeloid and lymphoid pathways remains poorly understood. 

 

Macrophage and DC progenitors (MDPs) 
Historically, DCs and macrophages were both thought to be monocyte-derived and that 

these three cell types constituted the mononuclear phagocyte system that were closely 

related in development and shared similar immune functions (Guilliams et al., 2014). 

However, as oppose to classical steady-state DCs, monocyte-derived DCs are GM-CSF-

dependent, but not FL-dependent and display an inflammatory phenotype (Shortman and 
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Naik, 2007). Hence, these monocyte-derived cells represent a distinct lineage. Next, a 

progenitor population was described to give rise to monocytes, macrophages and steady-

state cDCs and was termed monocyte-macrophage DC progenitor (MDP) (Fogg et al., 

2006). These MDPs were defined as Lin– cKit+ Sca1– CX3CR1+ IL7Rα– CD34+ CD16/32+ 

(Fogg et al., 2006). Later studies had included M-CSFR (CSF1R or CD115) as an 

additional positive marker for MDPs and showed that MDPs could give rise to pDCs 

(Auffray et al., 2009; Waskow et al., 2008).  

 

However, the MDPs used in these studies were shown to have overlapping phenotypes 

with other progenitors (Auffray et al., 2009; Fogg et al., 2006; Waskow et al., 2008), 

hence it was unclear whether their lineage potential was indeed restricted to DCs and 

macrophages at a single cell level. Furthermore, the culture assays used in these studies 

were dependent on M-CSF or GM-CSF, rather than FL, which did not reflect steady-state 

DC development. Another contradiction was the lack of DC potential in the granulocyte-

monocyte progenitor (GMP) population (D'Amico and Wu, 2003), which was thought to 

be upstream of the reported MDPs. 

 

The existence of MDPs was further questioned by a recent study (Sathe et al., 2014), 

which conducted a systematic evaluation of the reported MDPs and other potential 

progenitors using adoptive transfer, agar colony assays and clonal liquid assays including 

FL culture. This study confirmed that previous reported ‘MDP populations’ were not 

restricted to DC and macrophage generation and failed to find such population within the 

Lin–MCSFR+ BM fraction (Sathe et al., 2014). Therefore, whether DCs and macrophages 

share a common restricted developmental stage is highly debatable. 

 

Common DC progenitors (CDPs) 

The observation of DC development from both the myeloid and lymphoid arms raised the 

question of whether a restricted DC progenitor population existed that could generate all 

DC subtypes but not any other lineages. In 2007, two independent groups discovered such 

a population from the bone marrow (BM) that could generate both cDCs and pDCs in FL 

cultures and in the spleen upon transfer in vivo (Naik et al., 2007; Onai et al., 2007). These 

common DC progenitors (CDPs) or pro-DCs were defined as lin– ckitint Flt3+ M-CSFR+ 

in mouse (Naik et al., 2007; Onai et al., 2007). In addition, pro-DCs were shown to 
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produce different DC subtypes in non-lymphoid tissues such as intestine and kidney 

(Bogunovic et al., 2009; Ginhoux et al., 2009; Varol et al., 2009). Pro-DCs were shown 

to proceed immediately downstream of the previous reported MDPs, which were in turn 

downstream of CMPs, indicating pro-DCs are the first dedicated DC progenitor 

population in the haematopoietic tree (Liu et al., 2009). In contrast to myeloid 

progenitors, Flt3+ lymphoid progenitors do not generate detectable amount of pro-DCs 

upon transplantation (Onai et al., 2007). Thus, how DC commitment arises from the 

lymphoid pathway and what intermediate progenitors involve remain largely unknown. 

 

cDC precursors 

Downstream of pro-DCs, a pre-cDC population was identified from the spleen as 

CD11cint MHCII– CD45RAlo CD43int Sirpaint CD4– CD8– that could generate both cDC1s 

and cDC2s but not pDCs and other lineages (Naik et al., 2006). Furthermore, expression 

of CD24 was shown to separate pre-cDCs that were biased towards cDC1s (CD24hi pre-

cDC) or cDC2s (CD24lo pre-cDC) (Naik et al., 2006). Later, pre-cDCs were shown to 

also reside in the BM, LN and blood (Liu et al., 2009), suggesting terminal differentiation 

of cDC1s and cDC2s might occur after pre-cDCs migration from the BM and in the final 

organ of residence. However, recent examination of pre-cDC heterogeneity using single 

cell transcriptional profiling identified Siglec-H and Ly6C as markers that could 

segregate restricted cDC1 and cDC2 precursors, which were both found in BM, blood 

and spleen (Schlitzer et al., 2015). Another independent group also identified restricted 

pre-cDC1s and pre-cDC2s in the BM using transcription factor Zbtb46 and surface 

marker M-CSFR (Grajales-Reyes et al., 2015).  

 

Collectively, pre-cDC1s could be defined as CD24hi Siglec-H– Ly6C– cKitint MHCIIint 

Zbtb46+ and pre-cDC2s as CD24lo Siglec-H– Ly6C+ cKit– MHCII– MCSFR+ (Grajales-

Reyes et al., 2015; Naik et al., 2006; Schlitzer et al., 2015). However, these independently 

identified cDC-restricted precursors have not been compared and will require further 

investigation to confirm whether they represent the same or different populations. 

Nonetheless, these findings indicate that cDC1 and cDC2 commitment likely occurs in 

the BM before entering the periphery. This notion was further supported by intravital 

imaging of peripheral tissues from the Clec9A-confetti mice, which revealed that the 

majority DC clones found in the peripheral tissues such as the spleen consisted of a single 
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DC subtype (Cabeza-Cabrerizo et al., 2019). This finding further suggested that DC 

progenitors in peripheral tissues were predominantly those with DC subtype committed 

fate at the clonal level. 

 

pDC precursors 
In contrast to the in-depth characterization of cDC development, the steps in pDC 

development are less well understood. Several pDC precursor populations have been 

described. One study suggested that the Ly49Q– fraction within the phenotypically 

defined pDC population (CD11c+ B220+) was the immediate pDC precursor (Omatsu et 

al., 2005). However, since these cells up-regulate Ly49Q and acquire typical pDC 

features without further division, one could argue that they are only an immature form of 

pDCs that had already acquired such fate. Another possible pre-pDC candidate is CCR9– 

MHCII–/lo cells within the phenotypically defined pDC population (CD11c+ Bst+ Siglec-

H+). However, although CCR9– pDCs could give rise to CCR9+ cells, they were also able 

to differentiate into cDC-like cells under stimulation such as GM-CSF or in certain tissues 

after in vivo transfer (Schlitzer et al., 2011; 2012). In addition, our recent work confirmed 

that CCR9– cells were precursors of both cDCs and pDCs (Lin et al., 2018). Thus, CCR9– 

pDC-like cells do not represent a pDC-committed precursor population. Recently, a 

population defined as lin– ckitint Flt3+ M-CSFR– was shown to preferentially (but not 

exclusively) generate pDCs (Onai et al., 2013). Interestingly, it appeared that the 

prominent pDC progenitors could be generated directly from either pro-DCs or lymphoid-

primed multipotent progenitors (LMPPs) (Onai et al., 2013), suggesting possible early 

priming of pDC before specification of DC branching.  

 

A recent study identified a lymphoid precursor population with almost exclusive pDC 

output and suggested a predominant contribution to pDC generation from the lymphoid 

developmental pathway, rather than the myeloid pathway as commonly believed 

(Rodrigues et al., 2018). These ‘pre-pDCs’ were identified by the co-expression of Siglec-

H and Ly6D and were found within the Lin– cKitint/lo Flt3+ IL7R+ compartment, as 

opposed to most other DC progenitors including the CDPs (Naik et al., 2007; Onai et al., 

2007) and the previously described pDC-biased M-CSFR– precursors (Onai et al., 2013), 

which are both IL7R–. The production of pDCs from these ‘pre-pDCs’ peaked between 

three to five days in FL culture, suggesting a relatively late stage precursor identity of 
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these cells. Despite the positive expression of IL7R, the Siglec-H+ Ly6D+ ‘pre-pDCs’ did 

not generate any B cells in vitro, but could produce a small number of cells with cDC 

phenotypes (~5%). Thus, these cells represent a pDC precursor population with the most 

restricted pDC fate described in the literature so far.  

 

However, there were a few potential caveats in interpreting the findings from this study 

(Rodrigues et al., 2018). First, the mature pDCs was defined by the co-expression of 

CD317 and CD45RA, but did not consider CCR9 expression. Thus, these ‘mature pDCs’ 

might still contain contaminating DC precursors and this could lead to over-estimation of 

pDC commitment by the ‘pre-pDC’ population described in the study. Second, there was 

no real indication that these cells were of lymphoid origin. As discussed earlier, myeloid-

derived pDCs can displayed lymphoid characteristics such as RAG1 expression and DJ 

rearrangement (Shigematsu et al., 2004). Similarly, positive IL7R might not be indicative 

of a lymphoid identity. A further contradicting observation was that the development of 

these ‘pre-pDCs’ and mature pDCs were dependent on the DC development factor FL, 

but not the lymphoid cytokine IL-7  (Rodrigues et al., 2018). Hence, one could argue that 

the observed lymphoid-like signatures of pDCs and the newly described ‘pre-pDCs’ 

might be due to other aspects of pDC biology such as their function in type I IFN 

production and secretion, which might require a similar machinery to antibody secretion 

in B cells. Together, whether pDCs are predominantly generated via a lymphoid 

developmental pathway is still largely debatable.  
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DC development in the context of a revised model of haematopoiesis 

Despite intense research over the past few decades on identifying the step by step 

commitment of DC development and diversification, recent work, particularly those 

taking single cell approaches, have highlighted striking molecular and functional 

heterogeneity within a variety of progenitor populations. There is now accumulated 

evidence indicating that single HSPCs, which were previously believed to have 

multilineage potential, are indeed mostly lineage-biased or even lineage-restricted at this 

early stage. These findings led to the proposition that current hierarchical models of 

haematopoiesis were not sufficient to explain or account for most of the controversies 

discussed above, and revised models of haematopoiesis have recently been proposed 

(Giladi et al., 2018; Karamitros et al., 2018; Laurenti and Göttgens, 2018; Velten et al., 

2017a).  

 

One of the most popular revised models has been termed the continuous model of 

haematopoiesis (Laurenti and Göttgens, 2018; Velten et al., 2017a). In this model, 

phenotypically defined HSPC populations are described as clouds of cells. Each cell 

within a defined cloud shares previously attributed properties such as expression of key 

surface markers and gene signatures, but already exhibits different degree of lineage 

priming towards different lineages. In addition, as opposed to a step by step commitment 

process as described in the classical models, this model considers a more gradual and 

continuous differentiation process along developmental trajectories of individual clones. 

The evidence leading to the proposal of such a model will be discussed below. 

 

Functional heterogeneity of HSCs 
According to the classical model, HSCs are postulated to reside at the apex of the 

hierarchical tree. However, significant heterogeneity in lineage output and repopulation 

dynamics has already been observed in the most primitive HSC population. Early 

attempts to resolve such heterogeneity and remodel the hierarchical tree has led to further 

fractionation of the HSC compartment (Schroeder, 2010). Classification based on 

differential capacity to repopulate the blood system divides HSCs into three categories: 

the long-term repopulating HSCs (LT-HSCs), the intermediate-term HSCs (IT-HSCs) 

and the short-term HSCs (ST-HSCs) (Ema et al., 2014). Despite the lack of any empirical 

evidence, such nomenclature system and the intention to fit these cell types into a 
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hierarchical model has leaded to the impression that LT-HSCs give rise to ST-HSCs via 

the IT-HSC intermediate state. 

 

Another common classification of the HSC compartment considers distinct fate biases 

observed in transplantation studies, which results in three classes including the myeloid-

biased, lymphoid-biased and balanced HSCs (Muller-Sieburg et al., 2004; 2012). Because 

the classical model considers the most primitive HSCs to be both self-renewing (hence 

leads to long-term repopulation) and multipotent, one would expect the balanced HSCs 

to represent the LT-HSCs discussed above. Surprisingly, this was not the case. In fact, 

LT-HSCs were found to have the greatest overlap with HSCs that were biased towards 

myeloid generation and most balanced HSCs displayed repopulating kinetics similar to 

the IT-HSCs (Dykstra et al., 2007; Ema et al., 2014). The lymphoid-biased HSCs were 

shown to have the least repopulating capacity and hence were most similar to ST-HSCs 

(Dykstra et al., 2007; Ema et al., 2014). Together, these observations further challenged 

the notion that these HSC subtypes represent discrete developmental stages in a 

hierarchical model. 

 

In fact, none of the aforementioned classifications could explain the complexity and 

heterogeneity observed in the repopulating dynamics of HSCs using single cell fate 

analysis including in vitro single cell cultures and in vivo single cell transplantation (Benz 

et al., 2012; Dykstra et al., 2007; Morita et al., 2010; Muller-Sieburg et al., 2004; 2002; 

Notta et al., 2016a; Sieburg et al., 2006; Yamamoto et al., 2013). In addition, clonal 

lineage bias was also observed in the fetal liver HSC compartment, both in mouse and 

human, which represents a more primitive population than the adult HSCs in the BM 

(Benz et al., 2012; Notta et al., 2016a). More importantly, fate bias within single HSCs 

was demonstrated to sustain over serial transplantation, thus represents an inheritable 

property of individual HSCs (Dykstra et al., 2007; Muller-Sieburg et al., 2002; 2004; 

Yamamoto et al., 2013). Together, the complexity revealed by single cell fate tracking 

studies further challenged the practicality of the hierarchical model of haematopoiesis. 

 

Importantly, lineage-restricted HSCs have recently been described. Several research 

groups independently discovered the existence of a subset of cells with restricted fate 

towards the megakaryocyte (Mk) lineage within the phenotypically defined HSC 

compartment (Carrelha et al., 2018; Haas et al., 2015; Rodriguez-Fraticelli et al., 2018; 
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Sanjuan-Pla et al., 2013). These Mk-committed cells displayed HSC-like characteristics 

with respect to their long-term repopulating patterns and hence demonstrating their ability 

to self-renew (Carrelha et al., 2018; Rodriguez-Fraticelli et al., 2018; Sanjuan-Pla et al., 

2013). One study suggested these Mk-committed HSCs were relatively quiescent and 

contributed little to Mk production in the steady-state, but served as an emergency 

reservoir upon stimulation (Haas et al., 2015). In contrast, other studies demonstrated 

steady contribution from the Mk-restricted clones in steady-state un-perturbed 

haematopoiesis (Carrelha et al., 2018; Rodriguez-Fraticelli et al., 2018). More recently, a 

subset of myeloid/lymphoid-restricted HSCs, which lost the potential to generate 

erythrocytes was described in the human HSC compartment (Belluschi et al., 2018). 

Together, these findings highlighted the need for revaluation of HSC definition, as the 

two fundamental properties (self-renewal and multipotency) according to the classical 

model do not always co-exist within single phenotypically defined HSCs. 

 

Functional heterogeneity of progenitors 

While lineage restriction amongst HSCs is relatively rare (Carrelha et al., 2018), 

downstream multipotent and oligo-potent progenitor populations such as MPPs and 

CMPs have been demonstrated to be largely lineage-imprinted (Naik et al., 2013; Perié 

et al., 2015; Velten et al., 2017a). In particular, early priming of DC fate has been 

described by several studies.  

 

One of the earliest lines of functional evidence regarding progenitor heterogeneity was 

from a study using cellular barcoding to track the development of single mouse lymphoid-

primed multipotent progenitors (LMPPs) (Naik et al., 2013). At the population level, 

LMPPs were demonstrated to maintain the potential towards myeloid, lymphoid and DC 

lineages, but not erythrocytes and megakaryocytes (Adolfsson et al., 2005). Strikingly, at 

the single cell level, the majority of LMPPs were biased towards one or two lineages, 

whereas only 3% of LMPPs were multi-outcome. Interestingly, approximately 50% of 

the LMPPs had a DC-restricted output in the spleen (Naik et al., 2013), which could 

indicate profound DC lineage specification within the early LMPP population. 

Importantly, the observed fate heterogeneity seemed to be an intrinsic property of 

progenitors as siblings derived from single cells had similar fate when transferred in 



 35 

separate mice (Naik et al., 2013). This implied that the lineage fate of most LMPPs might 

be restricted or even imprinted at stages earlier than in branching of CMPs and CLPs. 

 

A similar finding was recently demonstrated in the human early lymphoid primed 

multipotent lymphoid progenitor (MLP) population, which represent the human 

counterpart of murine LMPPs (Helft et al., 2017). This study utilized an in vitro culture 

system that allowed the formation of both cDCs and myeloid cells and found that over 

one third of single human MLPs generated only cDCs, suggesting early imprinting of DC 

fate in the MLP population (Helft et al., 2017). Similarly, another study conducted a 

systematic evaluation of single cell fate to multiple lineages from distinct HSPC 

populations in vitro and in vivo, and demonstrated that human DC lineage specification 

occurred in parallel with myeloid and lymphoid specification at early HSPC stage (Lee 

et al., 2017).  

 

Importantly, early fate specification of DC subtypes was also observed. As introduced 

earlier, pro-DCs as a population could generate all three types of DCs. However, clonal 

FL culture assays showed that only approximately 15% were truly multi-potent 

(generated all DC subtypes) while the others were biased towards one or two subsets, 

suggesting possible pre-commitment in some cells within the population (Naik et al., 

2007; Onai et al., 2007; 2013). Importantly, when pooling the outputs of all single cells 

together, the profile was similar to that of the population controls in the same experiment 

(Naik et al., 2007). Hence, tracking cell fate at single cell level demonstrates 

heterogeneity that adds up to the population-level outcome of defined populations, a 

feature that is often neglected.  

 

Most of the aforementioned single cell tracking studies only assessed clonal output at a 

single time point, which might not reveal the true lineage potential of single clones. A 

recent study in our lab conducted longitudinal tracking of DC fate of single LSKs and 

confirmed significant functional heterogeneity within these early HSPCs (Lin et al., 2018) 

(Chapter 3). Amongst the DC-generating LSKs, the majority of clones had a restricted 

output towards either cDCs or pDCs, indicating early DC subtype specification at early 

stages of development.  
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Together, these findings based on single cell fate tracking challenged the notion that DC 

developed alongside other myeloid and lymphoid cells through discrete stages in the 

classical hierarchical model and highlighted early imprinting of DC fate at the single cell 

level. Importantly, a recent study showed that Irf8 expression in LMPPs increase 

accessibility of enhancers near DC lineage genes, indicating a potential molecular 

determinant of early DC priming (Kurotaki et al., 2019a) 

 

Molecular heterogeneity of HSPCs 
Consistent with the notion that most single HSPCs display lineage bias or lineage 

restriction at the functional level, single cell expression profiling using multiplexed PCR 

(Guo et al., 2013; Pina et al., 2012; 2015; Wilson et al., 2015) and more recently 

scRNAseq (Giladi et al., 2018; Grover et al., 2016; Karamitros et al., 2018; Nestorowa et 

al., 2016; Paul et al., 2015; Tusi et al., 2018; Velten et al., 2017a) have highlighted 

molecular heterogeneity within multiple phenotypically defined HSPC populations. 

Considering fate decisions are executed at a single cell level, the observed heterogeneity 

at the transcriptional level might reflect the priming states responsible for the ultimate 

lineage bias measured at the functional level. In fact, early HSPCs were shown to form a 

continuum of lowly-primed undifferentiated cells, where they gradually acquire lineage 

programs towards different directions without passing discrete developmental stages, as 

oppose to the classical model of haematopoiesis (Giladi et al., 2018; Karamitros et al., 

2018; Laurenti and Göttgens, 2018; Velten et al., 2017a). These observations lead to 

proposal of the continuous model of haematopoiesis.  

 

Importantly, definitive evidence demonstrating a direct causation relationship between 

transcriptional priming and functional bias is lacking. This is because a single cell cannot 

simultaneously be tested for both gene expression and lineage output. Recent studies have 

utilized a multi-omics single cell profiling approach to correlate the two features, where 

single cells were index sorted to record surface marker expression, followed by either 

gene expression analysis or lineage tracking assays (Karamitros et al., 2018; Velten et al., 

2017a). Subsequently, comparison between the gene signatures and fate biases of cells 

with similar phenotypic profiles allowed inference of the transcriptional network 

correlated with specific lineage output. However, one confounding factor of such an 
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approach was the assumption that a set of surface markers can define a relatively 

homogenous population.  

 

Recently, another novel method called SIS-seq has been developed in our lab to allow 

correlation of gene signatures with lineage output of single cells (Tian et al., 2018). This 

method is based on the observation that sisters derived from the same founder clones are 

largely conserved in lineage output and kinetics (Lin et al., 2018; Naik et al., 2013). 

Therefore, individual clones can be pre-expanded in vitro to generate a pool of sisters, 

which can then be split to undergo either gene expression analysis using scRNAseq or 

fate tracking assays. This study has led to the identification of potential novel regulators 

of DC development (Tian et al., 2018). 
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Flt3 and Flt3 ligand (FL) 

While many factors such as transcription factors and cytokines are demonstrated to be 

critical in DC development and subtype diversification, most of them also have 

overlapping roles in other haematopoietic developmental pathways. However, the 

cytokine FL appears to play a unique and indispensable role in DC development. The 

receptor for FL, Flt3, is shown to expressed in a variety of haematopoietic cells. Here, the 

role of Flt3 and FL will be discussed in the context of early haematopoiesis and DC 

development. 

 

FL in early haematopoiesis 

The receptor Flt3 was first identified in 1991 by two independent groups and found to be 

highly expressed in cells within the early HSPC compartment, but largely absent in 

mature haematopoietic cells (Matthews et al., 1991; Rosnet et al., 1991). This suggested 

a putative role of Flt3 in regulating early haematopoiesis. Flt3 is structurally similar to 

other members of the receptor tyrosine kinase III family, including cKit, an important 

early HSPC marker and receptor for stem cell factor (SCF), and cFms, receptor for colony 

stimulating factor-1 (CSF1 or M-CSF) (McKenna, 2000). Two years after the 

identification of Flt3 receptor, its ligand Flt3 ligand (FL) was successfully cloned and 

purified (Hannum et al., 1994; Lyman et al., 1994; 1993). This led to an explosion of 

interest in investigating the role of FL on early haematopoiesis.  

 

In the late 1990s, a large number of studies utilized in vitro colony forming assays to 

assess the growth and differentiation of haematopoietic progenitors in response to FL 

alone, or in combination with various other haematopoietic cytokines such as stem cell 

factor (SCF), G-CSF, GM-CSF, IL-6 and IL-7.  Interestingly, when used alone, FL had 

minimal effect to sustain the survival and/or promote the growth of haematopoietic cells 

(Hirayama et al., 1995; Jacobsen et al., 1995; Veiby et al., 1996) (Brashem-Stein et al., 

1996; Broxmeyer et al., 1995).  However, when used in combination with other 

haematopoietic cytokines, remarkable synergistic effect was observed in promoting cell 

proliferation and/or differentiation to generate both myeloid and lymphoid cells, but not 

erythrocytes or megakaryocytes (Banu et al., 1999; Brashem-Stein et al., 1996; 

Broxmeyer et al., 1995; Hirayama et al., 1995; Hudak et al., 1995; Jacobsen et al., 1995; 
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Namikawa et al., 1996; Ray et al., 1996). Despite the limitations regarding the lack of 

markers to purify distinct HSPC populations, the exclusive use of in vitro colony assays 

to determine cell properties and the lack of proper evaluation of the interplay between 

survival, proliferation and differentiation effects of FL in these early studies, these 

findings clearly demonstrated important roles of FL in regulating early haematopoiesis. 

 

In vivo studies further revealed important roles of FL during early haematopoiesis. In vivo 

administration of FL seemed to induce mobilization of early HSPCs from the BM into 

the periphery. This was supported by the observation of increased colony formation in 

vitro and enhanced lineage reconstitution in vivo using cells from the peripheral blood 

(PB) or organs such as the spleen after FL injection, particularly in combination with 

other blood mobilizers such as G-CSF (Brasel et al., 1997; 1996; de Kruijf et al., 2010; 

Molineux et al., 1997; Neipp et al., 1998; Papayannopoulou et al., 1997; Sudo et al., 

1997). One of the demonstrated mechanisms regulating FL-induced mobilization of early 

haematopoietic progenitors was via the interaction between chemokine CXCL12 and 

chemokine receptor CXCR4 (Fukuda et al., 2005). A recent study also reported superior 

outcomes using FL and Plerixafor (a stem cell mobilizer) than the combination of G-CSF 

and Plerixafor in inducing mobilization of mouse LSKs (He et al., 2014). Thus, FL could 

potentially be used in combination with other blood mobilizers to boost the number of 

early HSPCs in the blood for stem cell transplantation. 

 

Consistent with the notion suggested by the in vitro studies that FL promotes selective 

proliferation and/or differentiation of haematopoietic cells, FL administration or 

overexpression in vivo also resulted in enhanced production of mature cells within both 

the myeloid and lymphoid compartments, but not megakaryocytes or erythrocytes (Brasel 

et al., 1996; Tsapogas et al., 2014). However, mice with genetic disruption of Flt3 had 

few defects in the generation of mature myeloid and lymphoid populations, despite a 

reduction in the early B cell progenitors in the BM (Mackarehtschian et al., 1995). This 

was suggestive of a potential role of Flt3 in regulating early lymphopoiesis, but not during 

the later stage of B cell development or myelopoiesis. On the other hand, FL-deficient 

mice displayed a more severe haematological defect with reduced cellularity in the PB 

and multiple organs (McKenna et al., 2000). In agreement with the Flt3 mutant mice, a 

more severe defect was observed in the lymphoid compartment compared to the myeloid 

populations (McKenna et al., 2000; Sitnicka et al., 2003). Importantly, reduction in cell 
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numbers was again more apparent in the early lymphoid progenitors such as the CLPs 

and pro-B cells than in the more differentiated lymphoid populations such as pre-B cells 

and mature B cells (McKenna et al., 2000; Sitnicka et al., 2003). Therefore, this could 

indicate downstream rescue mechanisms in myeloid and lymphoid development to 

compensate for the early defect caused by the absence of FL signalling. Overall, FL 

appears to regulate early, but not late stages of lymphoid development. 

 

Flt3 expression in early haematopoietic progenitors 

With the identification of multiple markers to better delineate developmental stages of 

the early HSPC compartment and the use of in vivo transplantation studies to determine 

lineage output, restricted expression patterns of Flt3 associated with distinct progenitor 

cell behaviour were identified. In 2001, two independent studies demonstrated that 

positive Flt3 expression within the early HSPC compartment (defined as LSKs in these 

studies) correlated with the loss of self-renewal capacity, hence indicated the lack of Flt3 

expression within the most primitive, long-term repopulating HSC population (Adolfsson 

et al., 2001; Christensen and Weissman, 2001). Consistent with this notion, little 

disruption was observed in the HSC compartment upon genetic knockout of FL (Sitnicka 

et al., 2003).  

 

Later, the top 25% Flt3 expressing cells within the LSK compartment were shown to have 

significantly reduced lineage potential towards megakaryocytes and erythrocytes (Mk/E) 

while retaining both lymphoid and myeloid potential (Adolfsson et al., 2005). The 

identification of these Flt3+ lymphoid-biased multipotent progenitors (LMPPs) 

challenged the classical hierarchical model at the time, which implied the segregation of 

myeloid and lymphoid pathways as the earliest lineage commitment event during 

haematopoiesis (Akashi et al., 2000; Kondo et al., 1997). This model also concurred with 

early evidence presented earlier, which suggested that FL did not seem to play a role in 

Mk/E development, either in vitro or in vivo. Furthermore, recent evidence showing the 

lack of co-expression of Flt3 and EpoR mRNAs at the single cell level within the HSPC 

compartment (Mooney et al., 2017) and the identification of primitive Mk-biased long-

term repopulating cells (Carrelha et al., 2018; Haas et al., 2015; Rodriguez-Fraticelli et 

al., 2018; Sanjuan-Pla et al., 2013) further supported the early Mk/E divergence model. 
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However, this model was challenged by another study in 2006, which demonstrated 

notable reconstitution of platelets and erythrocyte precursors by the LMPPs upon 

transplantation (Forsberg et al., 2006). Thus, it remains controversial whether Flt3 

downregulation within the LSK compartment marks the loss of Mk/E lineage potentials. 

Despite controversial findings between the two groups (Adolfsson et al., 2005; Forsberg 

et al., 2006), both agreed that all haematopoietic lineages (Mye/Lym/Mk/E assessed in 

these studies) developed through a Flt3+ stage using a Flt3-cre lineage tracing model that 

allowed fluorescent tagging of cells with Flt3 expressing history (Boyer et al., 2011; 

Buza-Vidas et al., 2011).  

 

Flt3 expression remains on some haematopoietic cells after the MPP stage. Positive 

expression of Flt3 is maintained in the majority of CLPs and a small fraction of CMPs 

(D'Amico and Wu, 2003; Karsunky et al., 2003) (Mooney et al., 2017). The discrepancy 

in Flt3 expression between CLPs and CMPs likely explains the more severe defect on 

early lymphoid development than myelopoiesis upon disruption of Flt3 signalling. 

Importantly, Flt3 expression is gradually lost in cells with increase commitment towards 

most haematopoietic lineages including myeloid, lymphoid and Mk/E, but is maintained 

in cells with DC potential and mature DCs (D'Amico and Wu, 2003; Karsunky et al., 

2003).  Thus, the action of FL on myeloid and lymphoid development is likely to be 

restricted to Flt3+ early multipotent HSPCs and lymphoid progenitors, but not 

downstream committed progenitors that do not express Flt3 receptor. 

 

DC development is dependent on FL 

Unlike other haematopoietic lineages, continuous Flt3 expression is observed along the 

entire DC developmental trajectory, from the early multipotent MPPs to the non-lineage 

restricted CMPs and CLPs, the oligo-potent MDPs and DC-committed precursors such 

as the CDPs and pre-cDCs. Within the mature haematopoietic cell compartment, Flt3 

expression is maintained in DCs including cDC1s, cDC2s and pDCs, but not any other 

cells. Importantly, within the non-DC committed progenitor populations such as CMPs, 

DC precursor activity is restricted to only the Flt3 expressing cells (D'Amico and Wu, 

2003). Thus, due to the continuous expression of Flt3 on progenitors along the DC 

trajectory, FL could theoretically regulate all stages of DC development. In fact, FL 
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dependency is often used as a main criterion to establish the DC identity (Schraml and 

Reis e Sousa, 2015). 

 

While normal numbers of mature myeloid and lymphoid cells upon Flt3 KO were 

reported in an initial study (Mackarehtschian et al., 1995), significant defects in the 

generation of mature cDCs and pDCs were later confirmed (Waskow et al., 2008), 

suggestive of a unique role of Flt3 in DC development compared to other haematopoietic 

lineages. Consistent with this notion, a profound reduction in the number of DCs and DC 

progenitors was observed in mice with FL deficiency, with milder defects in myeloid and 

lymphoid development (Kingston et al., 2009; McKenna et al., 2000). Disruption to DC 

development can also be induced using Flt3 inhibitors (Tussiwand et al., 2005). 

Interestingly, a more profound defect in DC development was observed in mice with FL 

deficiency than those with Flt3 disruption (Ginhoux et al., 2009; Waskow et al., 2008). 

Importantly, differential dependency of Flt3 and FL was also observed between cDC 

subsets within multiple nonlymphoid tissues, where much more profound defect in cDC1 

development was reported (Ginhoux et al., 2009). This is partly because progenitors with 

Flt3 disruption become more sensitive to other cytokines such as M-CSF and SCF that 

can compensate for the lack of Flt3/FL signalling and enhance DC development (Durai 

et al., 2018). 

 

Importantly, enforced expression of STAT3 or PU.1, downstream signal transducers of 

FL, on non-DC committed progenitors such as Mk/E-restricted progenitors (MEPs) could 

rescue DC differentiation potential (Onai et al., 2006). This finding highlighted the 

essential role of FL in establishing DC fate. In addition, FL as a single factor was able to 

promote the development of the three DC subtypes in vitro (Angelov et al., 2005; Brasel 

et al., 2000; Brawand et al., 2002; Naik et al., 2005). This FL culture system has been 

extensively characterized and is now regularly used in studying DC development in vitro. 

This again highlighted the indispensable role of FL in DC development. Conversely, 

reduced number of DCs in a variety of experimental models, either via Flt3 inhibition or 

DT/DTR mediated depletion, resulted in an increase in FL serum levels (Birnberg et al., 

2008; Meredith et al., 2012; Tussiwand et al., 2005). This suggested the potential 

existence of a tightly controlled feedback loop in regulating FL level to compensate for 

the reduction of DCs. 
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FL induces emergency DC development 

While a lack of FL signalling leads to defects in DC generation, supra-physiological 

amounts of FL induces emergency DC development (i.e. high number of DCs), 

particularly of the cDC1 subset (O'Keeffe et al., 2002). Emergency haematopoiesis is also 

known as demand-adapted or inflammatory haematopoiesis, where the production of 

certain cell types is up-regulated in response to external challenges such as infection 

(Manz and Boettcher, 2014; Takizawa et al., 2012). For example, Plasmodium chabaudi 

infection was shown to increase FL serum levels, which led to an increase in the number 

of early progenitors in the BM and preferential expansion of cDC1s in the spleen 

(Guermonprez et al., 2013). Emergency generated cDC1s helped to control the infection 

via activation of CD8+ T cells. Importantly, upon deletion of Flt3 or FL, the emergency 

expansion of early HSPCs (LSKs), intermediate DC progenitors (MDPs and CDPs) as 

well as cDC1s was compromised, suggesting the critical role of FL along the entire DC 

developmental trajectory (Guermonprez et al., 2013). FL-induced cDC1 expansion was 

also shown to be critical for the resistance to intracellular pathogen Toxoplasma gondii, 

where FL KO mice become highly susceptible to acute T.gondii infection (Dupont et al., 

2015). In addition, emergency cDC1 development can be induced by exogenous injection 

of FL, which was demonstrated to increase resistance to a variety of pathogens including 

Listeria monocytogenes (Gregory et al., 2001) and Simian immunodeficiency viruses 

(SIV) (Reeves et al., 2009). In addition, potential clinical benefits have been demonstrated 

when incorporating FL injection into multiple vaccination strategies (i.e. use FL as a 

vaccine adjuvant) against SIV in macaques (Kwissa et al., 2007), as well as human 

immunodeficiency virus (HIV) and lymphocytic choriomeningitis virus (LCMV) in 

human (Nayak et al., 2006; Sumida et al., 2004). 

 

FL-mediated emergency cDC1 generation facilitates antitumor immunity  

Exogeneous injection of FL is not only beneficial in controlling a variety of pathogenic 

infections, but could potentially also be used as an antitumor agent. Because of the 

essential role of cDC1s in cross presenting tumor antigens to generate specific CD8+ 

cytotoxic T cell responses (see earlier 1.4.1), harnessing this cell type in the context of 

cancer immunotherapy has been actively explored. However, due to the extremely sparse 

nature of this cell type in most lymphoid tissues and TME and the requirement of 
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continuous priming and activation of CD8+ T cells to generate potent antitumor 

responses, a strategy to boost the number of cDC1s in vivo might be superior to a cell-

based DC immunization strategy. One simple strategy to enhance DC numbers in vivo is 

via exogeneous FL administration as this cytokine was shown to selectively expand 

cDC1s (O'Keeffe et al., 2002). Thus, to date, many studies have evaluated the therapeutic 

benefits of FL administration in vivo, either as a single agent or in combination with other 

therapeutic substances. 

 

Many early studies have demonstrated promising therapeutic benefits of FL treatment as 

a monotherapy in mice, where delayed tumor growth and/or regression in a diverse range 

of cancer models was observed. These cancer models included fibrosarcoma (Lynch et 

al., 1997), melanoma (Esche et al., 1998), lymphoma (Esche et al., 1998), lung carcinoma 

(Chakravarty et al., 1999), ovarian (Silver et al., 2000), prostate (Ciavarra et al., 2000), 

colon (Favre-Felix et al., 2000) and breast (Braun et al., 1999; Chen et al., 1997) cancers. 

However, the antitumor effect of FL injection alone appeared to be transient and 

termination of treatment led to tumor relapse in a prostate cancer model (Ciavarra et al., 

2000). In addition, despite significant tumor regression in some studies, complete tumor 

rejection was never observed  and FL injection alone did not seem to induce a memory T 

cell response, hence not likely to provide protection against secondary challenges 

(Chakravarty et al., 1999; Dong et al., 2002).  

 

Due to the limited therapeutic effects of using FL as a single agent, many studies have 

explored the use of FL in combination with other strategies. First, combination of FL 

administration with radiotherapy resulted in increased survival of mice bearing Lewis 

lung carcinoma (Chakravarty et al., 1999). In addition, the use of FL as an adjuvant in 

multiple tumor immunization protocols including peptide-based (Marroquin et al., 2002; 

Merad et al., 2002), cell-based (Fong et al., 2001), DNA-based (Parajuli et al., 2001) or 

RNA-based (Kreiter et al., 2011) vaccination, with or without other agents such as 

cytokines or immune-stimulatory substances, significantly augmented the antitumor 

response in both mouse and human. Co-injection of FL with other cytokines has also been 

examined, such as GM-CSF in a sarcomas model (Berhanu et al., 2006), and G-CSF or 

GM-CSF in breast cancer patients (Gasparetto et al., 2002). However, minimal 

therapeutic benefits were observed in the Sarcoma model after FL and GM-CSF 
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administration, despite the increase in the number of DCs in the periphery and TME 

(Berhanu et al., 2006). 

 

More recently, the efficacy of FL treatment in combination of BRAF inhibition or 

checkpoint inhibition therapies has been demonstrated. Importantly, combination of anti-

CTLA-4 antibody with FL significantly enhanced antitumor immunity than anti-CTLA-

4 alone or in combination with GM-CSF in a B16 melanoma model (Curran and Allison, 

2009). In addition, two independent studies have demonstrated that expansion and 

activation of cDC1s after FL and poly I:C co-injection helped reduce tumor size in 

melanoma models (Salmon et al., 2016; Sánchez-Paulete et al., 2016). This combination 

therapy also synergized with checkpoint blockade therapies such as anti-PD-1and anti-

CD317 antibodies, which further promote tumor regression (Salmon et al., 2016; 

Sánchez-Paulete et al., 2016).  Importantly, a population of cDC1 precursors that were 

CD11c+ MHCII+ CD103– CD11b– and were largely IRF8+ IRF4– was found to be 

dramatically expanded after FL injection, indicating exogeneous FL was likely to induce 

emergency cDC1 development from the BM (Salmon et al., 2016). 

 

While animal studies have demonstrated promising efficacy of FL treatment in enhancing 

antitumor immunity, several clinical studies have also been conducted, which showed 

that this treatment was safe and well tolerated in most healthy volunteers and patients 

(Anandasabapathy et al., 2015; Disis et al., 2002; Evans et al., 2002; Fong et al., 2001; 

Higano et al., 2004; Morse et al., 2000). In addition to safety, significant tumor regression 

was observed in two of 12 patients with advanced cancer when receiving immunization 

with a carcinoembryonic antigen peptide and FL, demonstrating positive clinical outcome 

(Fong et al., 2001). Together, these results demonstrated high potential of using FL in the 

context of cancer immunotherapy against multiple cancer types. 
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Aims and objectives 

The main focus of this thesis is to investigate the development of DCs at the single cell 

level, both during the steady-state and emergency conditions.  

 

The first aim is to systematically characterize the clonal dynamics and to define clonal 

cellular trajectories during steady-state DC development. To address this aim, cellular 

barcoding will be used to label single HSPCs and to track DC development in vitro over 

time in a FL-supplemented DC culture system. 

 

The second aim is to understand the clonal aetiology of FL-mediated emergency DC 

generation in vivo. To address this aim, three key questions will be investigated. First, 

whether early HSPCs actively respond to supra-physiological levels of FL stimulation 

and predominantly contribute to emergency DC development will be established. Second, 

cellular barcoding will be used to examine the dynamic changes in lineage output of 

single HSPCs during FL-mediated emergency DC development. Lastly, a single cell 

multi-omics profiling approach will be utilized to interrogate the cellular and molecular 

events during the early phase of FL-mediated emergency DC development. 

 

The first aim will be addressed in Chapter 3. The second aim will be addressed in 

Chapter 4.  
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Chapter 2. Materials and Methods 

Summary 

This chapter includes additional details on materials and methods that are not thoroughly 

described in Chapter 3 and Chapter 4. These include 1) common materials used; 2) 

additional details in tissue preparation and isolation; 3) additional details in materials and 

methods involving flow cytometry; 4) a detailed protocol of cellular barcoding; and 5) a 

detailed protocol of single cell RNA-sequencing using CEL-Seq2. 
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Buffers and media 

 

FACS buffer 

FACS buffer was prepared by adding 2mM Ethylenediamine tetra acetic acid (EDTA) 

and 0.5% Fetal calf serum (FCS; Hyclone) to Phosphate-buffered saline (PBS; Life 

Technologies). 

Red cell removal buffer (RCRB) 

RCRB was prepared by the WEHI media kitchen, which comprises of 12 mM Sodium 

Bicarbonate (NaHCO3), 156 mM Ammonium chloride (NH4Cl) and 0.1 mM EDTA 

dissolved in Type I water. 

DC standard medium 

DC standard medium was prepared by adding 10% FCS to RPMI 1640 media (WEHI 

media kitchen). RPMI 1640 medium was prepared by dissolving RPMI 1640 powder 

(Life Technologies) in Type I water with the following supplements: 20.6mM Sodium 

Bicarbonate (NaHCO3), 0.87mM Sodium Pyruvate (C3H3NaO3), 29mM Hepes Buffer 

1.68M, 0.087mM 2-Mercaptoethanol (2ME) and 1 ´ Penicillin-Streptomycin. 

DC conditioned medium 

To prepare DC conditioned medium, freshly isolated mouse BM cells was first cultured 

with DC standard medium supplemented with 800 ng/mL of Flt3 ligand (FL; BioXcell) 

for three days. The cells were then harvested and supernatant was collected via 

centrifugation and filtered through a 0.22 µM filter. The filtered supernatant was 

aliquoted and stored at – 80 oC as DC conditioned medium for future experiments. 
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Tissue preparation and single cell suspension 

Bone marrow 

Bone marrow cells from hip, tibia and femur were collected by flushing with FACS buffer 

using a 1 ml syringe through a 21-gauge or 22-gauge needle. The cell suspension was 

filter using a 70 µm cell strainer followed by centrifugation (1100g, 5 minutes, 4 oC). 

Supernatant was removed using vacuum suction and cell pellet was resuspended in 1-2 

ml of RCRB and incubated at 4 oC for two minutes, followed by a wash in a large volume 

of FACS buffer. 

Spleen 

Spleens were meshed with a large volume of FACS buffer through 70 µm cell strainers 

with 3 ml syringe plungers. Cell suspension was centrifuged and supernatant was 

removed. Removal of red blood cells was performed by resuspending cell pellet in 1-2 

mL of RCRB and incubated at 4 oC for two minutes, followed by a wash in a large volume 

of FACS buffer. 

Bleed 

Eye or mandible bleeds were performed by animal technicians at WEHI, according to 

institutional guidelines. Typically, 50 to 100 µL of blood was obtained from one mouse 

at each time point. Red blood cell lysis was performed using 5 ml of RCRB for five to 

ten minutes, followed by a wash in a large volume of FACS buffer. 
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Flow Cytometry 

Antibody staining 

Single cell suspensions were prepared as indicated above. Cells were resuspended to a 

concentration of no more than 1 × 108 cells/ml in FACS buffer containing antibodies of 

interest at 4 oC for at least 30 minutes. Cells were then washed with a large volume of 

FACS buffer to remove unbound antibodies. Secondary antibody staining or Magnetic-

Activated Cell Sorting (MACS) enrichment was performed if required. Propidium iodide 

(PI) was added to a final concentration of 1 μg/mL to exclude dead cells prior to flow 

cytometry analysis or sorting. All antibodies used in this thesis is listed in Table 2.1. 

 
Table 2.1 Antibodies used for flow cytometry 

Name Alternative names Clone Conjugate Source 

CD3 T3 17A2 Pacific Blue In house 

CD4 Leu-3, T4 GK1.5 FITC In house 

CD8a T8, Ly-2 53-6.7 A700 In house 

CD8a T8, Ly-2 53-6.7 FITC In house 

CD8a T8, Ly-2 53-6.7 PE/Cy7 BioLegend 

CD11b Mac1 M1/70 A700 In house 

CD11b Mac1 M1/70 Biotin In house 

CD11b Mac1 M1/70 BV785 BD Biosciences 

CD11b Mac1 M1/70 PE In house 

CD11c Integrin-ax N418 APC In house 

CD16/32 Fcg R III/II, Ly-17 2.4G2 BV605 BD Biosciences 

CD19 B4 ID3 FITC In house 

CD19 B4 ID3 PE/Cy7 BD Biosciences 

CD24 HSA ML5 BV711 BD Biosciences 

CD24 HSA M1/69 PE/Cy7 BioLegend 

CD34 Mucosialin RAM34 FITC BD Biosciences 

CD45.1 Ly5.1 A20 BV650 BD Biosciences 

CD45.2 Ly5.2 104 PE BioLegend 

CD48 BLAST-1, 

SLAMF2 

HM48-1 PE eBioscience 
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CD117 cKit ACK-4 APC In house 

CD117 cKit 2B8 PerCP/e710 eBioscience 

CD127 IL7Ra A7R34 2.2 Biotin In house 

CD135 Flt3 A2F10 Biotin eBioscience 

CD135 Flt3 A2F10.1 BV421 BD Biosciences 

CD135 Flt3 A2F10 PE eBioscience 

CD150 SLAM TC15-12F12.2 PE/Cy7 BioLegend 

CD172a Sirpa P84 PE/Dazzle 

594 

BioLegend 

CD199 CCR9 eBioCW1.2 PE/Cy7 eBioscience 

CD317 Bst2, PDCA-1 120G8 Pacific Blue In house 

F4/80 Ly-71, EMR1 BM8 A700 In house 

F4/80 Ly-71, EMR1 BM8 APC-e780 Invitrogen 

Gr1 Ly6C/G RB68C5 A594 In house 

Gr1 Ly6C/G RB68C5 A700 In house 

Ly6C  AL-21 BV605 BD Biosciences 

Ly6G  1A8 PE/Cy7 BioLegend 

MHCII I-A/I-E M5/114.15.2 APC-e780 eBioscience 

MHCII I-A/I-E M5/114.15.2 BV650 BD Biosciences 

MHCII I-A/I-E M5/114.15.2 eFlour 450 eBioscience 

Sca1 Ly6A/E E13-161.7 A594 In house 

Siglec-F  E50-2440 BV421 BD Biosciences 

Siglec-H  eBio440c eFlour 450 eBioscience 

Siglec-H  eBio440c PE eBioscience 

Streptavidin   APC/Cy7 BD Biosciences 

Streptavidin   BV421 BioLegend 

Streptavidin   BV650 BD Biosciences 

XCR1 GPR5, CCXCR1 REA707 APC-

Vio770 

Miltenyi Biotec 
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MACS enrichment or depletion 

Cells were resuspended to a concentration of no more than 1 × 108 cells per ml of FACS 

buffer with microbeads of interest added at a ratio of 1:5. The list of microbeads used in 

this thesis is shown in Table 2.2. The mixture was incubated at 4 oC for at least 15 

minutes. Cells were then washed with large volume of FACS buffer and resuspended in 

FACS buffer at 5 × 107 cells/ml.  Depending on total cell number of the sample, either a 

MS (up to 1 × 107 bound cells) or LS (up to 1 × 108 bound cells) column was fitted onto 

the MACS separator and primed with FACS buffer. Prior to sample loading, a 27-gauge 

needle and syringe were used to break down cell clumps to prevent clotting within the 

column. The negative fraction containing depleted (not labelled with beads) cells was 

collected while the positive fraction containing enriched (labelled with beads) cells was 

bound to the column due to magnetic force. After sample loading and washing, the 

column was removed from the MACS separator and the positive fraction was eluted into 

a clean tube using a plunger. 

 

Table 2.2 MACS beads used 

Name Source Catalogue number 

Anti-APC Miltenyi Biotec 130-090-855 

Anti-Biotin Miltenyi Biotec 130-090-485 

Anti-PE Miltenyi Biotec 130-048-801 

CD117 Miltenyi Biotec 130-091-224 

CD11c Miltenyi Biotec 120-000-322 

 

Instruments and software 

Flow cytometry analysis was performed on either a BD LSRFortessa or LSRII cytometers 

(Beckton Dickinson). Cell sorting was performed by staff at the WEHI FACS facility or 

myself on a BD Influx, BD Fusion or BD FACSAria-II/III sorter (Beckton Dickinson). 

When sorting cells in bulk, a 70 μm nozzle was usually used and cells were collected into 

1.5 ml Eppendorf tubes primed with FCS to allow cells slide down to the bottom and 

minimize cell death. When sorting single cells for scRNAseq experiments, a 100 μm 

nozzle was used and cells were collected into a 384-well plate containing pre-aliquoted 

CEL-Seq2 reagent mix (Plates prepared by SCORE; see below). Index sorting mode was 
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used to record flow cytometric output of individual sorted cell and the corresponding well 

ID. Data analysis was performed using Flowjo (Treestar), PieMaker (developed in house 

by Jerry Gao and improved by Andrey Kan) (Lin et al., 2018)and R. 

 

Cellular barcoding 

Overview 

Cellular barcoding involves the tagging of individual cells with unique and inheritable 

barcodes (Gerrits et al., 2010; Lu et al., 2011; Naik et al., 2013; 2014). The barcode library 

used in this thesis consists of 2608 random stretches of DNA that can be delivered into 

cells using lentiviruses. This library was developed and generated by my supervisor Dr 

Shalin Naik and colleagues at the NKI (Naik et al., 2013).  

 

All barcoding experiments presented in this thesis were performed in accordance with the 

published method. Briefly, freshly isolated HSPCs were transduced with the barcode 

library as described below. The barcode transduced HSPCs were then either seeded in FL 

culture (Chapter 3) or transplanted into recipient mice (Chapter 4) to allow cell division 

and differentiation over time. Progeny populations were then isolated at the indicated 

time point and DNA barcodes within each population were amplified and sequenced as 

described below. Barcode data processing and analysis were performed as described in 

Chapter 3 and Chapter 4. 

 

Barcode transduction 

Freshly isolated HSPCs were resuspended in StemSpan medium (Stem Cell 

Technologies) supplemented with 50 ng/mL SCF (generated in-house by Dr Jian-Guo 

Zhang) and transferred to a 96-well round bottom plate at less than 1 × 105 cells/well. 

Lentivirus was added and the plate was centrifuged at 900 g for 90 minutes at 22 °C prior 

to incubation at 37 °C and 5% CO2 for 4.5 or 14.5 hours. The amount of lentivirus used 

was pre-determined in titration experiments to give 10-20% transduction efficiency. After 

incubation, cells were washed using a large volume of PBS or RPMI containing 10-20 % 

FCS to remove residual virus. Cells were then suspended in either culture medium for in 

vitro FL culture (Chapter 3) or PBS for transplantation (Chapter 4).  
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Barcode amplification and sequencing 

Viagen lysis 

Freshly isolated progeny populations were transferred to a 96-well PCR plate at a density 

of less than 5 ×105 cells/well. Cells were centrifuged and resuspended in 40 μL of Viagen 

lysis buffer (Viagen) containing 0.5 mg/mL Proteinase K (Invitrogen). The plates were 

then sealed with PCR rubber mat and run on PCR machines at 55 °C for two hours, 

followed by 85 °C for 30 minutes and 95 °C for 5 minutes. Samples then proceeded to 

next step or were stored at –20 °C. Caution was taken at all steps to avoid barcode 

contamination between samples. This step was performed at the ‘semi-clean’ pre-PCR 

common laboratory area. 

 

First round barcode PCR 
The first round PCR amplifies barcode DNA using common primers including the 

TopLiB 5’ – TGC TGC CGT CAA CTA GAA CA – 3’ and BotLiB 5’ – GAT CTC 

GAATCA GGC GCT TA – 3’. Master mix of reagents (Table 2.3) was prepared in the 

‘barcode-free’ room to avoid contamination of reagents. Next, in the ‘semi-clean’ 

common laboratory area, 110 μL of the prepared PCR master mix was added to each 

sample, which contained 40 μL of cell lysate from the previous step. The sample was 

mixed then split into two wells of 75 μL each for technical replicates. The plates were 

sealed with fresh PCR rubber mat and run on PCR machines using the setting indicated 

in Table 2.4. Caution was taken at all steps to avoid barcode contamination between 

samples. 
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Table 2.3 Reagents used in first round barcode PCR 

 Reagents per sample (µL) 

Water 78.1 

NEB buffer (10 ×) 15 

NEB MgCl2 (25 mM) 12 

dNTP (10 mM each) 3 

TopLiB (100 µM) 0.75 

BotLiB (100 µM) 0.75 

Taq DNA polymerase 0.4 

Total 110 

 

 

 

Table 2.4 Program for first round barcode PCR 

Temperature Duration Number of cycles 

95 oC 5 minutes 1 

95 oC 15 seconds 

30 57.2 oC 15 seconds 

72 oC 15 seconds 

72 oC 10 minutes 1 

4 oC Infinity  

 

 
Second round barcode PCR 

The second round PCR introduces an 82-bp well-specific 5’ end forward index primer 

(384 in total) and an 86-bp plate-specific 3’ reverse index primer (8 in total). In the 

‘barcode-free’ room, the master mix of reagents was prepared (Table 2.5) and transferred 

into a new PCR plate at 27 μL per well. A different forward index primer (6 μM, 2.5 μL) 

was added to each well and the primer identity was recorded. Caution was taken to avoid 

cross contamination of index primers. Next, in the ‘barcode-concentrated’ post-PCR 

room, 0.5 μL of first round PCR product was added to each well and the well ID was 

recorded (to allow correspondence of index primer identity). The plates were sealed with 
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fresh PCR rubber mat and run on PCR machines using the setting indicated in Table 2.6. 

Caution was taken to avoid barcode contamination between samples. Products from this 

round of PCR were run on a 2% agarose gel to confirm a PCR product was generated. 

Once confirmed, individual samples were pooled and proceeded to next step or stored at 

–20 °C. 

 

Table 2.5 Reagents used in second round barcode PCR 

 Reagents per sample (µL) 

Water 21 

NEB buffer (10 ×) 3 

NEB MgCl2 (25 mM) 2.4 

dNTP (10 mM each) 0.6 

Illumina Reverse primer 0.15 

Taq DNA polymerase 0.075 

Total 27 

 

 

 

Table 2.6 Program for second round barcode PCR 

Temperature Duration Number of cycles 

95 oC 5 minutes 1 

95 oC 5 seconds 

30 57.2 oC 5 seconds 

72 oC 5 seconds 

72 oC 10 minutes 1 

4 oC Infinity  

 

Bead clean-up of PRC products and sequencing 

Room temperature NucleoMag NGS Clean-up and Size select magnetic beads 

(Macherey-Nagel) were vortexed until well dispersed. 75 μL of beads were added to 50 

μL of pooled PCR products (1.5 × bead to sample ratio) in a 1.5 mL LoBind Eppendorf 

tube (Sigma Aldrich) and mixed thoroughly, followed by five minutes incubation at room 

temperature. The tube was then placed on a magnetic stand for five minutes, or until liquid 
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appeared clear. The supernatant was removed gently to avoid disturbance of pellet, which 

contained beads and desired DNAs. Next, 200 μL of freshly prepared 80% EtOH was 

added to the tube and incubate for 30 seconds before removal of supernatant. This 

washing step was then repeated and the tube was kept on the stand with lid open for 8-15 

minutes to allow air drying of pellet. Once the pellet was completely dry, the tube was 

removed from magnetic stand and the pellet was resuspended in 15 μL of 10 mM Trizma 

(pH 7.5). Tthe mixture was incubated at room temperature for two minutes and placed 

the tube on the magnetic stand for five minutes, or until liquid appeared clear. 14.5 μL of 

supernatant (post clean up PCR product) was carefully transferred to a new 1.5 mL 

LoBind Eppendorf tube. Next, the concentration and quality of PCR products was 

checked using a using a D1000 DNA screen tape (Agilent Technologies) on the 

Tapestation (Agilent Technologies) following the manufacturer’s instructions. Deep 

sequencing was then performed on the Illumina NextSeq platform at WEHI by Dr. 

Stephen Wilcox. 
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Single cell RNA-sequencing 

CEL-Seq2 plate preparation 

384-well plates (Greiner, 785290) containing CEL-Seq2 reagents were prepared by staff 

from Single Cell Open Research Endeavour (SCORE) at WEHI. Each well contained 1.2 

μL of mixture including 20 nM indexed polydT primer (custom design, IDT), 1:6.000.000 

dilution of ERCC RNA spike-in mix (Ambion), 1 mM dNTPs (NEB), 1.2 units 

SUPERaseIN Rnase Inhibitor (Thermo Fisher), 0.2 % v/v Triton X-100 solution (Sigma 

Aldrich) in DEPC water (Thermo Fisher).  

 

CEL-Seq2 library generation 

Library generation was performed by Ms Tracey Baldwin from SCORE, using an 

modified CEL-Seq2 protocol (Hashimshony et al., 2016) that was optimized by SCORE. 

The procedure is described below. 

 

First strand cDNA generation 

Sorted plates were thawed and briefly spun down by centrifugation (1000 g, 1 minute) 

and incubated at 65 oC for five minutes, followed by immediate chilling on ice for two 

minutes. This step allowed cell lysis and RNA to anneal with the mRNA capture well-

specific primers. To enable first strand cDNA generation, reverse transcription (RT) 

reaction mix containing 0.4 μL First Strand buffer (Invitrogen), 0.2 μL DTT (0.1M; 

Invitrogen), 0.1 μL RNaseOUT (Invitrogen), 0.1 μL SuperScript II (Invitrogen) was 

added to each well and the plate was incubated at 42 oC for 60 minutes, followed by heat 

inactivation at 70 oC for 10 minutes and chilling to 4 oC on ice. Next, barcoded cDNAs 

from individual wells per plate were pooled into a 1.5 mL LoBind tube for the next steps. 

 

Exonuclease I treatment 

Exo I (NEB) was added to the pooled sample at a final concentration of 1 U/μL and the 

tube was incubated at 37 oC for 30 minutes, followed by enzyme inactivation at 80 oC for 

10 minutes and chilling to room temperature on ice. Bead clean-up was performed at 1.2 

× bead to sample ratio (1.1x SPRI buffer, 0.1x NucleoMag NGS Clean-up beads) 

following the manufacture’s instruction, similar to the description above. The cDNAs 

were then eluted in 17 μL DEPC water and transferred to a fresh 0.2 ml PCR tube. 
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2nd strand DNA synthesis and clean up 

To enable second strand DNA generation, 2 μL of 10X second strand buffer (NEB) and 

1 μL second strand enzyme (NEB) were added to the 17 μL purified sample from the 

previous step, followed by incubation at 16 oC for two hours. Next, bead clean-up was 

performed at 1.2 × bead to sample ratio as described previously. At the final step, the 

mixture containing both cDNA and beads was resuspended in 6.4 μL DEPC water. 

 

In Vitro transcription (IVT) 

To generate amplified RNA (aRNA) via IVT, reaction mix containing 6.4 μL rNTPs 

(A/G/C/U), 1.6 μL 10X T7 buffer and 1.6 μL T7 Megascript (all from MEGAscript T7 

Transcription Kit) was added to the 6.4 μL sample from the previous step. The mixture 

was incubated at 37 oC for 14 hours, followed by storage at 4 oC. To remove leftover 

primers, 6 μL of EXO-SAP-IT (Affymetrix) was added, followed by incubation at 37 oC 

for 15 minutes. The aRNA was then chilled and kept on ice until the next step. 

 

RNA fragmentation 

On ice, 5.5 μL of 10X Fragmentation buffer (Ambion) was added to the aRNA sample 

from the previous step, followed by incubation at 94 oC for 2.5 minutes. To avoid over-

fragmentation, the mixture was immediately transferred to ice with addition of 2.75 μL 

Fragmentation Stop buffer (Ambion). The fragmented aRNA was purified using 

RNAClean XP beads (Beckman Coulter) at 1.8 × bead to sample ratio according to the 

manufacturers’ instructions, eluted in 5 μL DEPC water and transferred to a fresh 0.2 mL 

PCR tube. 

 

Reverse transcription (RT) 
RT was performed to transcribed aRNA into cDNA. Briefly, 1 μL 5’- tagged random 

hexamer RT primer 9 (GCCTTGGCACCCGAGAATTCCANNNNNN) and 0.5 μL 

dNTPs (NEB) was added to the 5 μL fragmented aRNA sample. The mixture was 

incubated at 65 oC for 5 minutes and chilled on ice for 2 minutes. Next, reagent mix 

containing 2 μL First Strand buffer (Invitrogen), 1 μL DTT (0.1M; Invitrogen), 0.5 μL 

RNaseOUT (Invitrogen), 0.5 μL SuperScript II (Invitrogen) was added. The mixture was 
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incubated at 25 oC for 10 minutes followed by 42 oC for 60 minutes. Half of the sample 

was store at -80 oC and the other half was kept at 4 oC before proceeding to the next step. 

 

Library amplification and sequencing 
Reagent mix containing 12.5 μL 1X KAPA HiFi HotStart ReadyMix (KapaBiosystems), 

1 μL RNA PCR RP1 Primer (Illumina), 1 μL Indexed RPIX primer (Illumina) and 5.5 μL 

water was added to half of the sample (5 μL) from the previous step. PCR was performed 

using the following program: 1) 98 oC for two minutes; 2) two cycles of 98 oC for 20 

seconds followed by 55 oC for 30 seconds and 72 oC for 60 seconds; 3) nine cycles of 98 
oC for 20 seconds followed by 65 oC for 30 seconds and 72 oC for 60 seconds; 4) 72 oC 

for 10 minutes; 5) hold at 4 oC. After PCR, two consecutive bead clean-ups were 

performed as previously described. The first used 0.8 × bead to sample ratio and the 

second used 0.9 X bead to sample ratio. After both clean-up steps, the amount and quality 

of the library was checked on Tapestation (Agilent Technologies) using a high sensitivity 

D5000 tape (Agilent Technologies) before submitting to sequencing on the Illumina 

NextSeq platform by Dr Stephen Wilcox at WEHI. The sequencing configuration was 

RD1 / RD2 / index; 14bp / 72bp / 6bp. An average of 50,000 – 200,000 reads per cell 

were sequenced. 
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Chapter 3. Multiple Trajectories of Steady-state DC 

Development  

Summary 

In this chapter, I used cellular barcoding to track the development of DC subtypes from 

single early HSPC clones. In collaboration with colleagues, I developed computational 

tools to visualize and characterize this dynamic process. This work revealed key clonal 

features during DC development, which include the types of DCs a clone will make (fate), 

the number of DCs it will produce (size), and when DC generation occurs within this 

clone (timing). Collectively, these clonal properties were defined as cellular trajectories. 

Systematic characterization of cellular trajectories of thousands of HSPC clones revealed 

early separation of cDC and pDC fate in the majority of HSPCs. Furthermore, cellular 

trajectories were demonstrated to be largely intrinsically programmed in single HSPCs 

during early stages of DC development. These findings provide important insights into 

the complexity of clonal DC development. 

 

This chapter has been published by Cell Reports on Vol 22, Page 2557-2566. The full 

paper including main and supplementary information is attached here. 
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SUMMARY

A thorough understanding of cellular development is
incumbent on assessing the complexities of fate and
kinetics of individual clones within a population.
Here, we develop a system for robust periodical
assessment of lineage outputs of thousands of tran-
sient clones and establishment of bona fide cellular
trajectories. We appraise the development of den-
dritic cells (DCs) in fms-like tyrosine kinase 3 ligand
culture from barcode-labeled hematopoietic stem
and progenitor cells (HSPCs) by serially measuring
barcode signatures and visualize these multidi-
mensional data using developmental interpolated
t-distributed stochastic neighborhood embedding
(DiSNE) time-lapse movies. We identify multiple
cellular trajectories of DC development that are
characterized by distinct fate bias and expansion ki-
netics and determine that these are intrinsically pro-
grammed. We demonstrate that conventional DC
and plasmacytoid DC trajectories are largely sepa-
rated already at the HSPC stage. This framework al-
lows systematic evaluation of clonal dynamics and
can be applied to other steady-state or perturbed
developmental systems.

INTRODUCTION

Dendritic cells (DCs) represent a distinct branch of hematopoie-
sis and are responsible for pathogen sensing and activation of
the adaptive immune response (Merad et al., 2013). There are
three major subtypes, including plasmacytoid DCs (pDCs),
type 1 conventional DCs (cDC1s), and type 2 cDCs (cDC2s)
(Guilliams et al., 2014). DC development is relatively well estab-
lished at the population level and can be recapitulated in fms-like

tyrosine kinase 3 ligand (FL) cultures (Naik et al., 2005). Accord-
ing to the current hierarchical model of hematopoiesis (Guo et al.,
2013; Månsson et al., 2007), all DC subtypes can be generated
from a restricted common DC progenitor (CDP) population
downstream of hematopoietic stem and progenitor cells
(HSPCs) (Naik et al., 2007, 2013; Onai et al., 2007) via discrete
subtype-committed precursor stages (Grajales-Reyes et al.,
2015; Naik et al., 2006; Onai et al., 2013; Schlitzer et al., 2015).
However, clonal evidence has suggested earlier lineage
imprinting (Ema et al., 2014; Lee et al., 2017; Naik et al., 2013;
Notta et al., 2016; Sanjuan-Pla et al., 2013; Yamamoto et al.,
2013) or even DC subtype imprinting (Helft et al., 2017; Lee
et al., 2017; Naik et al., 2007; Onai et al., 2007) within individual
HSPCs. Importantly, most lineage tracing studies measured
clonal fate at only a single time point. Therefore, questions
remain as to whether the fate bias observed at one snapshot in
time is consistent over time.
Some studies have assessed clonal contribution longitudinally

(e.g., by serially sampling progeny derived from HSPCs in the
blood) and have been instrumental in highlighting clonal proper-
ties, including repopulation kinetics and lineage bias (Dykstra
et al., 2007; Kim et al., 2014; Naik et al., 2013; Sun et al., 2014;
Verovskaya et al., 2013; Wu et al., 2014; Yamamoto et al.,
2013). However, these approaches are not feasible in tracking
DC development, as DCs are rare, and most are residential in
lymphoid tissues such that serial sampling in vivo is not possible
(Shortman and Naik, 2007). Long-term imaging can allow accu-
rate reconstruction of pedigrees from transient progenitors that
produce rare progeny such as DCs in vitro. However, because
of technical demands it generally only allows assessment of
10–100 s clones for a short period of days to weeks, which might
not be sufficient to allow full differentiation (Dursun et al., 2016;
Skylaki et al., 2016). Recent ‘‘pedigree’’ tools that measure
evolving barcodes in progeny can infer developmental history
(Frieda et al., 2017; Kalhor et al., 2017; McKenna et al., 2016)
but are limited in their assessment of clonal kinetics.
Another method that aims to recapitulate the dynamic aspects

of development and differentiation is ‘‘pseudo-time’’ analyses,

Cell Reports 22, 2557–2566, March 6, 2018 ª 2018 The Author(s). 2557
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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which infer developmental trajectories by assuming that single
cells within a population represent different ‘‘snapshots’’ along
archetypal paths and align cells on the basis of their proteomic
or transcriptomic profiles (Wagner et al., 2016). These models
can be of great benefit in understanding the order of gene and
protein expression in developmental pseudo-time. A confound-
ing factor, however, is the inability to assess individual clones, as
data are derived from a snapshot assessment or with no lineage
connection when assessed between time points. Therefore,
such archetypal trajectories may mask heterogeneity at the
clonal level, including features such as kinetics, lineage bias,
and division destiny (Marchingo et al., 2014).

Cellular barcoding allows tracking of clonal fate by differential
tagging of individual progenitors with unique and heritable DNA
barcodes (Bystrykh et al., 2012; Naik et al., 2014). Quantification
and barcode comparison between progeny cell types allows
inference of lineage relationships (i.e., barcodes shared between
cell types implies common ancestors, whereas differing barco-
des implies separate ancestors). Here we combine cellular
barcoding and DC development in FL cultures to facilitate longi-
tudinal assessment of clonal kinetics in a robust, controlled, and
high-throughput manner by serially sampling progeny from the
samewells atmultiple time points. Our results highlight that there
are several distinct classes of cellular trajectories in DC develop-
ment: each consists of clones with a similar pattern of DC sub-
types produced over time but with varying properties including
the timing, duration, andmagnitude of clonal waves. Importantly,
using clone-splitting experiments, we demonstrate that many of
these cellular trajectories are ‘‘programmed’’ within individual
HSPCs. Furthermore, we demonstrate that pDC and cDC devel-
opment has already largely diverged at the HSPC stage, not
downstream in the CDPs, as is currently assumed. Our results
offer a powerful analytical and visualization framework that re-
veals the diversity of clonal kinetics and cellular trajectories.

RESULTS

Longitudinal Tracking of Clonal DC Development
Reveals Time-Varying Patterns
To track clonal DC development longitudinally, we barcode-
labeled mouse Sca1+ cKithi cells that contained early HSPCs
and cultured them with FL to allow DC generation (Figures 1A
and S1A). The cultures were serially split in two at various times
such that half of the cells were sorted for the DC subtypes using
flow cytometry for subsequent barcode analysis, and half were
kept in culture with a compensating amount of fresh media (Fig-
ure 1A). To accurately define the DC subtypes, we used CD11c,
major histocompatibility complex class II (MHCII), Siglec-H, C-C
chemokine receptor type 9 (CCR9), Sirpa, and CD24 (Figure 1B).
In addition, we sorted cells that were outside these DC gates
collectively as ‘‘non-DCs’’ to allow estimation of the recovery
of barcodes in the culture at any given time points and track
clones that still contained DC progenitors. CCR9 inclusion was
critical to define bona fide pDCs as Siglec-H+CCR9– cells gener-
ated cDCs upon re-culture (Figure S2) (Schlitzer et al., 2011).
Importantly, individual samples were separated into technical
replicates after sorting and cell lysis to allow assessment of
technical variation of barcode recovery (Figure 1A). Furthermore,

control experiments (Figure S1B) were performed and demon-
strated that serial sampling of barcoded progeny at the indicated
time intervals was a robust approach to measure DC clonal ki-
netics (Figures S1C and S1D).
Our method assessed DC developmental dynamics and re-

vealed time-varying patterns. The percentages of barcodes de-
tected at each time point over total seeded barcoded cells varied
and were consistently lower than the percentages of detected
barcodes across time (Table S1). Stacked histograms of the
number of cells produced by each detected clone over time (Fig-
ures 1C and 1D) showed a temporal shift of DC contribution by a
spectrum of large and small clones, and this pattern was
apparent for all DC subtypes. This indicated that DC generation
was not sustained by a set of ‘‘stable’’ clones within the tracking
period, and the contribution by different clones was not equal.
We also generated a heatmap showing the barcode contribution
to the number of DCs (biomass) from all cell types at all time
points to capture the entirety of the data (Figure 1E). Again, the
shift of clonal contribution to cell types over time was apparent,
as was their bias.
Next, we reasoned that the asynchronous waves of clonal

contribution could affect classification of clone output. For
example, if a multipotent clone generated pDCs at an early
time point and cDCs later, it would be classified as having a
pDC-only or cDC-only fate depending on which time point was
assessed. To test this, we first categorized clones into four clas-
ses (noDCs, pDConly, cDConly, and pDC/cDC) and determined
that only!30%–40%of clones generated DCswhen considered
at any given single time point (Figures 2A and S1E). However,
when we compared the ‘‘across time’’ fate, taking into account
a clone’s capacity to produce DCs at multiple time points, that
proportion of DC-generating clones increased to nearly 90%.
In addition, !20% of clones were re-classified from unipotent
(pDC or cDC only) when measured at single time points to multi-
potent (pDC/cDC) when all time points were considered (Fig-
ure 2A). The asynchronous contribution to different DC subtypes
over time was indeed apparent in the majority of clones using
violin plots (Figure 2C). Therefore, fate should be considered in
the context of time for a full appreciation of a clone’s potential.
We further quantified the contribution to the number of DC sub-
types by different classes of clones on the basis of the definition
‘‘across time’’ and observed lower contribution by multipotent
(!40%) than unipotent (!60%) clones to both pDCs and cDCs
(Figure 2B). These results highlight the importance of tracking
development longitudinally to accurately and thoroughly inter-
pret cellular output. Furthermore, our results indicate that
cDCs and pDCs are largely generated by progenitors that have
already branched.

DiSNE Movies Allow Visualization of Clonal Dynamics
To facilitate interpretation of the kinetics of clonal contribution,
we developed a dynamic visualization tool termed develop-
mental interpolated t-distributed stochastic neighborhood
embedding (t-SNE) (DiSNE) time-lapse movies (Movies S1, S2,
and S3). First, t-SNE (Van der Maaten and Hinton, 2008) was
applied to reduce the dimensionality of the dataset to a two-
dimensional (2D) map in which the properties of clones in terms
of subtypes and number of cells produced at different times
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dictated the position of each barcodedHSPC. To visualize clonal
fate and DC biomass, we created ‘‘t-SNE pie maps’’ by gener-
ating a pie chart representing the proportional output to different
DC subtypes and altering point size, respectively (Figure 3).
Finally, changes in pie size and composition were interpolated
between flanking data points during DC development for dy-
namic visualization.
We performed DiSNE visualization on data pooled from

three independent wells, incorporating all time points available
(Figure 3; Movie S1). Similar to the heatmap representation,
heterogeneity was observed, but patterns were more easily
distinguishable considering that the bias was incorporated into
one pie, rather than four elements, and that clone size was better

represented through dot size rather than color. These DiSNE
movies (Movies S1, S2, and S3) portrayed the dynamic process
of DC development encompassing the complexities of qualita-
tive, quantitative, and now temporal characteristics of each
clone underlying development. Therefore, DiSNE movies are
an effective and powerful tool for visualization of clonal dy-
namics, and this technique has been packaged into a stand-
alone software package PieMaker (https://data.mendeley.com/
datasets/9mkz5n9jtf/1).

Multiple Trajectories of DC Development
To further characterize the clonal dynamics of DC development,
we compared several clustering methods and observed similar
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Figure 1. Longitudinal Tracking Reveals Asynchronous Waves of DC Generation
(A) Experimental setup. HSPCs (cKit+Sca1+) from mouse bone marrow (BM) were transduced with lentivirus containing DNA barcodes and cultured in

FL-supplemented DC conditioned medium. At each time point, cells were equally split for either DC subtype isolation or further development in culture. Non-DCs

(non1 + non2 + non3), pDCs, cDC1s, and cDC2s were sorted as in (B) at each time point. Samples were then lysed and split into technical replicates, and

barcodes were amplified and sequenced.

(B) Gating strategy to isolate pDCs, cDC1s, cDC2s, and non-DCs using CD11c, MHCII, Siglec-H, CCR9, Sirpa, and CD24. Numbers represent percentages of

cells from parent gate.

(C) Number of DC subtype generation over time at the population level.

(D) Stacked histogram showing clonal contribution (i.e., per barcode) to each DC subtype number over time. Clones are shown in the same order for each

subtype. It is apparent that clones differ in size and also in timing of expansion.

(E) Heatmap representation of clonal output to DC subtypes from individual time points.

Data in (C) are average ± SEM of three independent cultures from one experiment, representative of three independent experiments. (D) and (E) show all clones

from one representative culture.
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Figure 2. Longitudinal Tracking Allows Accurate Interpretation of Clonal Fate
(A) Categorization of clones into four classes, including no DCs, pDC only, cDC only, and pDC/cDC, on the basis of subtype output at a single time point or

across time.

(B) Percentage contribution to cell types from three classes of clones on the basis of across-time definition.

(C) Violin plots showing clonal output of individual barcodes over time. The width of the violin is proportional to the contribution of the clone to the corresponding

cell type at that time point.

Data in (A) and (B) are average + SEM of three independent cultures from one experiment, representative of three independent experiments. (C) shows the same

clones as in Figures 1D and 1E, from one representative culture.
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results (Figure S3). We then applied density-based spatial clus-
tering of applications with noise (DBSCAN) (Ester et al., 1996),
which best cohered with our DiSNE visualization and identified
16 clusters (Figure 4A). Visualization using spindle plots for
each cluster showed that clusters were mainly separated by
distinct fate bias or timing of contribution with similar fate output
(Figure 4B). Interestingly, t-SNEmostly positioned clusters with a
similar fate but asynchronous waves of contribution across a
band in the plot (see manually annotated circles in Figure 4A)
to form four major groups of trajectories, including cDC biased,
pDC biased, multipotent, and a group of very small clones with
mixed output (Figures 4B and 4F). There was large variation in
the number of clones and DC biomass produced by each cluster
(Figure 4C). The most prominent trajectory was cDC biased,
which comprised !43% of clones that contributed !60% of
cDC generation (Figures 4D and 4E). Similarly, !33% of clones
followed a pDC-biased trajectory, which generated more than
half of pDCs (Figures 4D and 4E). Only 12% of clones were iden-
tified in the multipotent clusters, which contributed to 36% of
pDCs, 31% of cDC1s, and 39% of cDC2s (Figures 4D and 4E).
In addition, cluster 2 was in a region containing very small clones
that were mostly unipotent. These represented 12% of total
clones and fewer than 1% of the total number of DCs generated
(Figures 4D and 4E). Importantly, independent wells within the
same experiment were reproducible by comparing the occur-
rence of barcodes in each cluster (Figure 4G) and between ex-

periments using Jensen-Shannon (JS) divergence (Amir et al.,
2013) to holistically assess similarity between datasets (Fig-
ure 4H). Thus, we have identified multiple major trajectories of
DC development and demonstrated the majority of clones within
the HSPC fraction, but not all, follow cDC- or pDC-biased trajec-
tories that contribute to the majority of their biomass.

Cellular Trajectories Are Intrinsically Programmed
Next, we asked whether the cellular trajectories of siblings
derived from a single clone are highly correlated. To this end,
we applied clone splitting by first pre-expanding barcoded pro-
genitors for 4.5 days and then equally split the wells into two par-
allel FL cultures (Figure 5A). We then performed serial sampling
and barcode analysis on both arms of the experiment as
described. We compared the fate and clone size of shared barc-
odes (58% in experiment 1 and 73% in experiment 2) in parallel
cultures across all time points (Figures 5B–5D and S4). Fate con-
servation was defined using JS divergence or cosine similarity, in
which both measured similarity in clonal kinetics (types of prog-
eny produced and the order) and produced similar results (Fig-
ure S4B). Size conservation was measured as the base two
logarithm of the ratio of biomass between the shared barcodes,
which essentially measured the discrepancy in division number
between splits. Interestingly, we found that many sisters were
concordant in their cellular trajectories, implying that descen-
dant cells carried a ‘‘memory’’ of what DCs to make, when to

Day 6.5 Day 8.5 Day 10.5

Day 12.5 Day 14.5

t-SNE 1

t-S
N

E
 2

non-DC

pDC

cDC2

cDC1

Figure 3. Visualizing Diversity of DC Cellular Trajectories Using DiSNE
Static t-SNE pie map at each time point (seeMovie S1 for a dynamic visualization). Each circle represents a barcode-labeled progenitor and the size scaled to the

number of cells produced by that clone per time point. Each sector in the pie chart represents the proportion of each cell type produced. Data are pooled from

three independent cultures (368 data points each [out of 368, 410, and 384] for equivalence) from one experiment, representative of three independent

experiments. Movies S2 and S3 show results from the other two experiments.
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Figure 4. Identification of Major Classes of DC Cellular Trajectories
(A) DBSCAN-based algorithm identifies 16 clusters on the t-SNEmap (as in Figure 3). Most clusters correlate well with the overlaid barcode density heatmap. The

clusters are manually annotated into four major classes of trajectories on the basis of distinct fate output.

(B) Spindle plots showing contribution to each subtype over time by clones from individual clusters. The width of the spindle is proportional to the contribution of

the cluster to the corresponding cell type at that time point, and each partition of the spindle (varying color shades) represents individual clones within the cluster.

(C) Each cluster is quantified in terms of both the number of clones (out of a total of 1,104, pool of three independent cultures) it includes (x axis) and DC biomass

(the number of DCs it contributes) (y axis, pie radius). Pie charts show cluster compositions in terms of DC subtypes.

(D) Percentage progenitors from each trajectory class as defined in (A) and (B).

(E) Percentage contribution to cell types by each trajectory class. In (D) and (E), average + SEM of three independent cultures is shown.

(legend continued on next page)
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make them, and howmany cells to produce (Figures 5 and S4A).
These results are consistent with fate being a heterogeneous, yet
intrinsic and heritable property of individual founder cells when
measured in similar environments.

DISCUSSION

The framework developed here provides a statistically robust,
quantitative, visually intuitive approach for high-throughput

(F) Ternary plot showing subtype bias of each cluster. Circle size is proportional to DC biomass of the cluster. Asterisk denotes the population average.

(G) Barcode representation from the three independent cultures (replicates) in each cluster.

(H) JS divergence measuring the similarity between independent cultures within the same experiment (very low value, highly similar pattern), between two

independent experiments (low value, reproducible pattern), and between uniformly distributed pattern on the defined t-SNE region (high value, dissimilar pattern).
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Figure 5. Clonal Cellular Trajectories Are Largely Programmed
(A) Schematic of clone-splitting experiment. Barcoded progenitors were pre-expanded in FL culture for 4.5 days and split into two parallel cultures (a and b). Serial

sampling was then performed from both arms as described in Figure 1A. Asterisk, data from day 10.5 are lacking in experiment 1, and data from day 12.5 are

lacking in experiment 2 because of technical issues.

(B) Conservation of shared barcodes across all time points. Each point represents a barcode with reads detected in both halves of the split culture. For each

barcode, size conservation is defined as the base 2 logarithm of ratio of total read counts, and fate conservation is defined as JS divergence. Clones inside the

gate represent 80% of total shared barcodes, which contributes to 80% of total biomass. Data are a pool of two sets of parallel cultures from experiment 1,

representative of two independent experiments.

(C) Summary of fate and clone conservation value comparing split barcodes with randomly paired unrelated barcodes. Boxplots span interquartile range: The

central line indicates the median; the bottom and top edges of the box indicate the 25th and 75th percentiles, respectively; the whiskers extend to the most

extreme data points not considered outlier; an outlier is a point further than 1.5 interquartile ranges from the box in either direction. Pooled data from both in-

dependent experiments are shown. Statistical significance is measured using Mann-Whitney U test.

(D) Paired violin plots comparing cellular trajectories from two arms of split culture (a versus b). Eight examples of clones with high conservation values are shown.

Full list of clones from experiment 1 is shown in Figure S4.
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tracking of clonal kinetics. It allows systematic examination of
lineage trajectories of any developmental system, whereby cells
can be cultured ex vivo and subsampled at desired time inter-
vals. Our results indicate that assessment of bona fide clonal
cellular trajectories is crucial to accurately determine clonal
fate, as opposed to measuring fate at a fixed time point. In addi-
tion, by incorporating clone splitting, we demonstrate that clonal
fate and waves of contribution to DCs is heterogeneous yet
largely programmed early in the developing clone. This provides
the rationale to combine our methodwith other approaches such
as single-cell RNA sequencing in parallel to not only measure
cellular trajectories but the underlying molecular trajectories
that guide these properties or to test the effect of biological vari-
ation or perturbation such as drug treatment and genetic manip-
ulation on one arm of the clone-splitting experiment.

Importantly, we demonstrate that the majority of HSPCs
already have a cDC- or pDC-biased fate by measuring clonal
output across multiple time points in FL cultures of DC develop-
ment. Our results do not support the current model, which im-
plies a common origin of cDCs and pDCs from CDPs (Guilliams
et al., 2014). This could be partly explained in that many prior
studies do not incorporate CCR9 to define pDCs, leading to
possible misallocation of cDC precursors as pDCs. Similarly,
two recent studies (See et al., 2017; Villani et al., 2017) using sin-
gle-cell profiling of the human DC compartment independently
identified contaminating DCprecursorswithin the phenotypically
defined pDCs. Future studies should determine whether those
populations and murine Siglec-H+CCR9– cells represent the
same precursor population. Our observation of early cDC and
pDC bifurcation is also partly supported by the identification of
cDC-, cDC1-, and cDC2-committed progenitors in various frac-
tions of HSPCs and downstream progenitors (Grajales-Reyes
et al., 2015; Schlitzer et al., 2015; Schraml et al., 2013). Impor-
tantly, our results indicate that a pDC-committed progenitor
population likely exists within HSPC fraction, indicative of early
branching, similar to a recent study (Lee et al., 2017).

Our results highlight a remarkable degree of heterogeneity
within early HSPC population. Longer term efforts should
appraise not only progenitors but also their progeny at a sin-
gle-cell level to determine how origin dictates functional hetero-
geneity. This information, combined with the molecular drivers
that underlie true cellular trajectories, and within an in vivo
context, are necessary for a full understanding of development.

EXPERIMENTAL PROCEDURES

Mice
All mice were bred and maintained under specific pathogen-free conditions

at the Walter and Eliza Hall Institute (WEHI), according to institutional guide-

lines. Either C57BL/6 (CD45.2) or C57BL/6 Pep3b (CD45.1) male mice aged

8–16 weeks were used.

Cellular Barcoding
Barcode transduction, amplification, and data processing were performed

largely as described previously (Naik et al., 2013). See the Supplemental Infor-

mation for detailed procedures.

FL Culture and Serial Sampling
Labeled cells (53 103) were cultured with 200 mLDC conditionedmedium sup-

plemented with hFL (BioXcell, 800 ng/mL) per well in a 96-well round-bottom

plate. After 6.5 days of culture, cells were gently mixed a few times with a

pipette, half were removed for subtype isolation by flow cytometry, and

another half were kept in culture with medium topped up to 200 mL. The

same procedure was repeated every 2 days. At the last time point, all cells

from each well were harvested and sorted.

Clone-splitting experiments were performed to assess conservation of fate

between shared barcodes over time. Briefly, wells were split into two at day 4.5

and both cultured until day 6.5. After that, serial sampling was performed on

both splits every 2 days, and analysis was performed from each split well as

the other samples.

Barcode Categorization
Each barcode was categorized into four classes: ‘‘no DCs’’ (produced no

mature DCs), ‘‘pDC only’’ (produced pDCs but no cDC1s or cDC2s), ‘‘cDC

only’’ (produced cDC1 and/or cDC2 cells but no pDCs), and ‘‘pDC/cDC’’ (pro-

duced pDCs and either one or both cDC types). Barcode categorization was

done on the basis of minimal read count and minimal proportion. In Figure 2A,

minimal read count was set to 750, and minimal proportion was set to 5%. For

example, if barcode A had 1,000 reads in pDC, 600 reads in cDC1, and 90,000

reads in cDC2, the cDC1 reads was first set to zero, as it did not pass the min-

imal read count threshold. As this barcode produced 1% pDCs (< 5%) and

99% cDC2s, it was classified as a cDC-only clone. Categorization was per-

formed on the basis of data at each time point independently or on the basis

of data across time. For categorization across time, a barcode was considered

to produce a certain subtype X if it produced subtype X at any of the time

points. Categorization was repeated using varying value combination of the

two thresholds to verify that small changes in the values of these parameters

qualitatively resulted in similar outcomes (Figure S1E).

Visualization Using t-SNE, Static Pie Maps, and DiSNE Movies
First, t-SNE was performed with default parameters to reduce the dimensions

of the dataset to 2D (Van der Maaten and Hinton, 2008). Hyperbolic arcsine-

transformed biomass counts from all time points were pooled from three inde-

pendent cultures as input for the t-SNE algorithm. Barcodes that did not

produce any DCs were excluded. The output of t-SNE was used for down-

stream visualization and clustering. To visualize clonal output and size on

the t-SNE map, each barcode was represented as a pie chart (t-SNE pie

maps). The segments of the chart depict the proportion of each subtype at a

particular time point. The radius of the pie chart reflects the total biomass of

the given barcode at the given time point. For the purpose of visualizing indi-

vidual cellular trajectories (developmental changes over time) and clusters

(see below), a cubic spline-based interpolation for time values between exper-

imental time points was applied. Depending on the settings for DiSNE movie

generation, linearly interpolated frames can be added between frames that

correspond to experimental time points (see manual for PieMaker software

at: https://data.mendeley.com/datasets/9mkz5n9jtf/1).

Clustering
To identify major patterns, several clustering methods were applied, including

DBSCAN (Ester et al., 1996), Gaussian-mixture clustering, and the affinity

propagation algorithm (Frey and Dueck, 2007). These methods were applied

on both raw data and using scatterplots derived from t-SNE as input. These

methods were capable of producing similar results. For example, raw data-

based clustering resulted in clusters that were spatially consistent when pro-

jected onto t-SNE plots (Figure S3A) and produced trajectories with similar

patterns (data not shown).

A barcode density plot using kernel density estimation via diffusion (Botev

et al., 2010) was generated to assess the feasibility of each particular clus-

tering method by first running each of the three algorithms on grids of param-

eter values and visually inspecting how well the resulting clustering aligned

with the barcode density plot. DBSCAN-based clustering was found to align

with the density plot best. Therefore, DBSCAN was used to identify cluster

centroids, and each unassigned point was assigned to the cluster with the

nearest centroids. The resulting clusters were manually categorized a ‘‘cDC

biased,’’ ‘‘pDC biased,’’ ‘‘multipotent,’’ or ‘‘mixed, small’’ on the basis of visual

inspection of the corresponding DiSNE movie, visualization of subtype output

per cluster using spindle plots (Figure 3B), and visualization of fate bias per
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cluster using ternary plots (Figure 3F). The spindle plots are stacks of

biomasses of barcodes included in the corresponding cluster. Individual

barcodes can be distinguished by varying color shades. The ternary plot

was generated using proportions of pDC, cDC1, and cDC2 biomasses (non-

DCs excluded) to define coordinates for each cluster in the equilateral

triangles.

Conservation between Shared Barcodes in Split Cultures
Given a split culture, barcodes without any DC biomass in each of the split

parts (non-DCs only) and barcodes that were present only in one of the splits

were excluded, and the rest were identified as shared barcodes. Fate conser-

vation was computed to measure similarity between kinetics of DC subtype

production (e.g., whether split parts of the same clone produced same types

of DCs and in the same order). First, biomass values were hyperbolic

arcsine-transformed, and JS divergence and cosine similarity were computed.

Both methods produced very similar results (Figure S4B), and hence JS diver-

gence was used to estimate fate conservation in Figure 5. Size conservation

was computed to measure similarity in clonal expansion between the split

parts of the same clone. First, total biomass per barcode was calculated

(sum of biomass from all subtypes from all time points) for each split part.

Next, the ratio of the smaller total biomass to the larger was calculated, and

the base 2 logarithm of this ratio was computed as a measure of size conser-

vation. For example, a difference of 1 could be interpreted that one part of the

clone made on average one more division round. Note that biomass of non-

DCs was excluded during computation of both fate and size conservation.

Random controls were generated by randomly paired unrelated barcodes in

the same culture to assess whether the observed conservation was due to

chance.

Statistical Analysis
The Mann-Whitney U test was performed to measure the significance of the

observed difference between groups. All data are presented in boxplots that

span the interquartile range.
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Figure S1. Optimization and validation of experimental set up. Related to Figure 1 & 2.
(A) Workflow used in this framework to study clonal dynamics. Left boxes: general methods; Right boxes: specific methods 
used in the study.
(B) Schematic of sampling controls. Same sampling procedure was performed as described in Figure 1A until the corresponding 
time point when each split was sorted separately and barcode signatures were compared. 
(C) Correlation heatmaps comparing Pearson Correlation between technical replicates (tech a vs b, split after sorting), sampling 
controls (split 1 vs 2) and unrelated samples (replicate 1 vs 2). Examples from day 10.5 are shown. Pearson correlation was 
calculated using hyperbolic arcsine-transformed values of read counts before pre-precessing. 
(D) Summary of Pearson correlation of all samples at all time points from one experiment. Boxplots show interquartile range; 
middle bar depicts median. One experiment was performed, with two replicates per time point. Mann-Whitney U test was 
performed.
(E) Barcode categorization using different thresholds (minimal  read counts, minimal proportion) as described in Experimental 
Procedures. Data shown are average + SEM of 3 independent cultures from one experiment, representative of 3 independent 
experiments
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Figure S3. Comparison of different clustering methods. Related to Figure 4.
(A) Clustering using raw data as input. Clusters produced by affinity propagation and Gaussian-mixture clustering (12 or 16 
components) are projected onto t-SNE plots. Most clusters produced are spatially consistent with t-SNE.
(B) Clustering using t-SNE as input. Clusters produced by affinity propagation, Gaussian-mixture clustering (12  components) 
and DBSCAN (same as Figure 4A) are shown. Note that DBSCAN produces clusters that correlate best with the dense regions 
of barcodes in (C).
(C) t-SNE density heatmap.
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Supplementary Table 

 

 Across time Day 6.5 Day 8.5 Day 10.5 Day 12.5 Day 14.5 

Well 1 46.0 15.3 25.3 33.9 32.7 28.5 
Well 2 50.4 9.6 29.9 38.8 37.0 29.1 
Well 3 46.7 14.3 36.5 24.8 27.4 24.8 

Table S1. Percentage of detected barcoded cells over the seeded barcoded cells in each well. 
Related to Experimental Procedures.
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SUPPLEMENTAL EXPERIMENTAL PROCEDURES 
 
Isolation of bone marrow progenitors  
Bone marrow cells from hip, tibia and femur were stained with anti-CD117 allophycocyanin (APC) at 4 °C for at 
least 30 minutes. CD117 enrichment was then performed using MACS after incubation with anti-APC magnetic 
beads according to manufacturer’s protocol (Miltenyl Biotec). CD117-enriched cells were stained with anti-Sca1 
antibody. Finally, cells were resuspended in FACS buffer (PBS with 0.5% FBS and 2 mM EDTA) containing 
propidium iodide (1 µg/ml) before sorting cKit+Sca1+ (SK) cells using a BD Influx, BD Fusion or BD FACSAria-
II/III (Beckton Dickinson). 
 
Isolation of DC subtypes 
Cells removed from culture were stained with antibodies against CD11c, MHCII, Siglec-H, CCR9, Sirp  and CD24. 
pDCs were gated as CD11c+MHCII–/lowSiglec-H+CCR9+. cDC1s were gated as CD11c+MHCII+Sirp –CD24hi. 
cDC2s were gated as CD11c+MHCII+Sirp +CD24+. Fractions other than these three DC subtypes were sorted 
together as non-DCs (non1 + non2 + non3). 
 
Sampling controls  
Sampling controls were included to test whether there was an equal chance of capturing the same barcodes in two 
fractions (Figure S1B). To control for the first time point, wells were split and each half was analyzed by sorting DC 
subtypes and recovering barcodes. To control for the second time point, half of the culture was discarded at day 6.5 
and the other half was kept in wells and then each half was analyzed at day 8.5. Similarly, to control for later time 
points, half of the culture was discarded and the other half kept in wells at each time point prior to analysis. 
 
Barcode transduction  
Progenitors were transferred into a 96-well round bottom plate at < 1 x 105 cells/well in 100 µl StemSpan medium 
(Stem Cell Technologies) with 50 ng/ml stem cell factor (generated in-house) and small amount of lentivirus 
containing the barcode library and GFP reporter (Naik et al., 2013). The amount of lentivirus was pre-determined in 
control experiments to give approximately 10% transduction efficiency. The plate was centrifuged at 900 g for 90 
minutes at 22 °C prior to incubation at 37 °C and 5% CO2-in-air for 4.5 hours. After transduction, cells were washed 
using a large volume of RPMI containing 10% FBS and resuspended in FL-supplemented DC conditioned medium 
(Naik et al., 2005). 
 
Barcode amplification 
Sorted cell populations were lysed in 40 µl Viagen lysis buffer containing 0.5 mg/ml Proteinase K (Invitrogen) and 
split into technical replicates. Barcodes in cell lysate were then amplified following two rounds of PCRs. The first 
PCR amplified barcode DNA using TopLib 5’-TGCTGCCGTCAACTAGAACA-3’ and BotLib primers 5’-
GATCTCGAATCAGGCGCTTA-3’. In the second round PCR, each sample received an 82-bp well-specific index 
primer (384 in total) and an 86-bp plate-specific index primer (8 in total). The use of two index primers per sample 
allowed multiplexing of more than 3000 samples per sequencing run. Index primer sequences are available on 
request. Caution was taken at all steps to avoid barcode contamination between samples. Products from second 
round PCR with index primers were run on a 2% agarose gel to confirm a PCR product was generated, prior to 
being cleaned with size selected beads (NucleoMag NGS) according to the manufacturer’s protocol. The cleaned 
PCR products were pooled and deep sequencing was performed on the Illumina NextSeq platform.

Barcode data processing 
First, number of reads per barcode in each technical replicate from each sorted sample was calculated using 
processAmplicons function from edgeR package (Robinson et al., 2010). The quality of the samples was assessed by 
comparing technical replicates. The majority of samples used across all experiments (253 out of 264) met the 
following criteria: (1) average total read number across the two replicates was  104; (2) ratio between the smaller 
and the larger number of total reads was  0.2 (i.e. less than one order of magnitude); and (3) Pearson correlation 
coefficient between barcode read counts in two replicates was  0.6.  
Read counts between technical replicates from the samples were averaged, except for barcodes that had reads in one 
technical replicate but not the other due to technical reasons, which were set to zero read count. Total read counts of 
each sample was then normalized to 105. 
The total number of barcoded cells seeded was estimated by multiplying the total number of cells seeded (5000) and 
the average %GFP detected (indicative of transduction efficiency) in each culture. Percentage of barcodes detected 
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was then calculated as number of barcodes present after quality control over number of barcoded cells 
seeded (Table S1). 
 
Heatmaps  
Heatmaps were generated to visualize clonal output to DC subtypes at different time points using barcode biomass 
multiplied by a factor of 100 and hyperbolic arcsine transformed. Such a transformation resembles log-
transformation with pre-selected logarithm base. The advantage of using hyperbolic arcsine is that this function is 
defined at zero. The order of barcodes in both visualization methods was produced using an algorithm for optimal 
leaf ordering for hierarchical clustering (Bar-Joseph et al., 2001), as implemented in optimalleaforder function from 
MATLAB R2015b (MathWorks). In brief, such an ordering maximizes sum of similarities between adjacent 
barcodes, e.g., adjacent rows in the heatmap. 

Biomass computation 
Since every sample (e.g., “pDC at day 6.5” or “cDC1 at day 10.5”) is normalized to 105 reads, barcode read counts 
only reflect the contribution of the barcode to a particular subtype but not to the entire culture. Therefore, barcode 
biomass per time point was computed using normalized barcode read counts (as described above) and subtype 
proportion (number of cells per subtype / sum of all subtypes) as inputs, so that the sum of all barcode biomass at 
any time point represented 100% of the culture. 
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Chapter 4. Clonal Aetiology of Emergency DC Development 

Summary 

In Chapter 3, I characterized steady-state clonal DC development and demonstrated 

early imprinting of single HSPCs with regards to their cellular trajectories, including their 

distinct fate bias. In this chapter, I aimed to understand whether heterogeneous lineage 

priming in single HSPC clones was already stably established. To this end, I investigated 

the molecular and cellular events within single HSPC clones during FL-mediated 

emergency DC development. I observed minimal contribution to DC generation via 

emergency recruitment of non-DC-primed HSPC clones, thus demonstrated a lack of 

‘fate plasticity’ in these clones upon exogenous FL stimulation. Instead, I determined that 

FL exposure selectively amplified the expansion of DCs from pre-existing HSPC clones 

that were already DC-primed, particularly those with multi-lineage potentials. 

Importantly, during early stages of FL stimulation, there was already an emergence of a 

unique subset of progenitors that exhibited both hyper-proliferative and DC fate 

potentials. These findings have important implications for the understanding of the 

regulation of DC fate during emergency haematopoiesis. 

 

This chapter has been submitted for publication to Nature Immunology on June 28th, 

2019. The full manuscript including main and supplementary information is attached 

here. 
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Abstract 

Exposure to Flt3 ligand (FL) preferentially induces emergency dendritic cell (DC) 

generation, leading to enhanced targeted immunity against infection or cancer. Here, we 

employ cellular barcoding to understand how FL affects single haematopoietic stem and 

progenitor cell (HSPC) fate decisions. We observe little evidence of dormant HSPC 

recruitment or lineage diversion of HSPCs away from alternative fates. Instead, pre-

existing multi-/oligo-potent clones retain their multi-lineage potency, but selectively 

expand a DC-generating sub-branch, leading to preferential production of DCs. Using a 

single cell multi-omics profiling approach, we identify key early cellular and molecular 

events including increased cell division, maintenance of hyper-proliferative potential and 

establishment of DC fate in HSPCs that are responsive to FL stimulation. Collectively, 

our results suggest that heterogenous lineage programs within single HSPCs are 

established and stable, and that selective clonal expansion of a DC-generating branch, 

rather than FL-instructed fate ‘plasticity’ drives emergency DC development.  
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Introduction 

Dendritic cells (DCs) are a critical immune cell type that can be categorized into three 

functionally specialized subsets: conventional DC (cDC) type 1 (cDC1), cDC type 2 

(cDC2) and plasmacytoid DC (pDC) 1. These DC subtypes are ontogenically and 

functionally distinct from monocyte-derived cells or macrophages 1. In particular, cDC1s 

have the unique ability to recognize and cross-present antigens from intracellular 

pathogens including viruses, bacteria and protozoans to activate CD8+ cytotoxic T 

lymphocytes (CTLs) 2,3. In addition, cDC1s play an essential role in initiating and 

maintaining potent CTL responses in the context of antitumor immunity, due to their 

crucial involvement in the uptake and trafficking of tumor antigens 4,5, as well as CTL 

recruitment and activation 6-8. Indeed, a lack of intra-tumoral cDC1s leads to a failure in 

anti-tumor CTL generation and is associated with resistance to T cell checkpoint 

immunotherapies including anti-CTLA4 and anti-PD-L1 blockade 7,9. Remarkably, given 

these essential functions, cDC1s are a rare immune cell type and are especially sparse 

within the tumor microenvironment 5. Therefore, strategies that may increase their 

abundance have been keenly sought for the treatment of human diseases.  

 

One such strategy is administration of a cytokine called fms-like tyrosine kinase 3 (Flt3) 

ligand (FL) 5,10-13, which is essential for steady-state DC development 14,15. Importantly, 

supra-physiological levels of FL can promote ‘emergency’ DC generation (i.e. higher 

numbers of DCs), particularly cDC1s 16,17 that can enhance immunity against cancers 
5,13,18 and infections 19-22. However, the cellular origins for emergency DC generation in 

response to FL remain largely undefined. The receptor for FL (Flt3) is expressed along 

the entire DC developmental trajectory from early multipotent HSPCs, committed 

common DC progenitors (CDPs) to mature DC subsets 23-26, which might imply a critical 

role of FL in regulating DC development from the earliest haematopoietic developmental 

stages. However, it was shown that Flt3/FL axis is essential in the regulation of late stage 

DC development in the periphery 27, but dispensable for the generation and maintenance 

of early HSPC numbers 27-29. In contrast, FL-transgenic mice exhibit substantial HSPC 

amplification 30.  However, this is complicated by the possible compensation from other 

cytokines for DC development 31. Therefore, the role of FL, and its cellular target of 

action in emergency DC development remains to be determined. 

 



 87 

Recent single cell transcriptional profiling and lineage tracing studies have highlighted 

substantial lineage bias or even lineage restriction within individual HSPCs that were 

previously presumed to be multi- or oligo-potent 32-39. These findings have revolutionized 

our understanding regarding the generation of cellular diversity during steady-state 

haematopoiesis 40,41. However, there is little insight into whether lineage priming 

programs are already stably established within HPSCs or can be easily diverted via 

extrinsic cytokine regulation (i.e. fate plasticity). Currently, there is a paucity of clonal-

level information of what accounts for skewing of lineage production during emergency 

haematopoiesis (e.g. a selective increase in DC numbers after FL stimulation). Several 

non-mutually exclusive clonal-level explanations regarding selective lineage expansion 

during emergency haematopoiesis are: 1) emergency stimuli preferentially expand 

HSPCs already primed to a particular lineage (i.e. enhanced clonal expansion), 2) stimuli 

recruit otherwise dormant progenitors for expansion towards this particular lineage (i.e. 

recruitment from dormant progenitors), and/or 3) stimuli divert ‘plastic’ progenitors away 

from an alternative fate (i.e. recruitment through lineage divergence). To dissect the 

contribution from each of the aforementioned scenarios, systematic analysis of changes 

in lineage fate of HSPCs at the single cell level is required. 

 

In this study, we determine that the majority of early HSPCs actively respond to FL 

exposure both in vitro and in vivo by becoming highly proliferative. Surprisingly, when 

using cellular barcoding to interrogate changes in clonal fate, we do not observe rerouting 

of HSPCs normally primed to non-DC fate. Instead, we discover that selective increases 

in clonal expansion of pre-existing HSPCs with DC potential is the major driver of 

emergency DC generation. Consistent with this model, we demonstrate that HSPCs are 

heterogeneous in their early response to FL stimulation. In particular, we identify a unique 

group of hyper-proliferative cells that co-expresses gene signatures of both ‘early 

progenitors’ and ‘DC progenitors’. We therefore identify the earliest molecular and 

cellular events in HSPCs after FL exposure, leading to preferential DC production. Our 

findings provide new insights into the control and regulation of DC fate during emergency 

haematopoiesis, with significant implications for the understanding of immune response 

to FL that may underpin optimisation of FL therapy for anti-microbial treatment and 

immunotherapy.  
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Results 

High levels of FL promote DC generation in vitro 

Given the controversial role of FL during early haematopoiesis 27-30, we sought to first 

establish the effect of FL on the promotion of DC proliferation and differentiation from 

early HSPCs. To this end, we cultured CD11b–cKit+Sca1+ progenitors in wells containing 

either high (2 µg/mL) or low (2 ng/mL) FL concentrations in vitro and serially examined 

wells for the divisional kinetics of cells using Cell Trace Violet (CTV) over time. We 

observed increased cell division in the presence of high levels of FL as early as day 2, as 

demonstrated by a clear shift in CTV profiles and gradual enrichment of cells in later 

divisions (Fig. 1a, b). Importantly, in cultures with high levels of FL, a large proportion 

of cells remained undifferentiated (CD11clow or MHCIIlow cells) and progressed through 

multiple cell divisions (Fig. 1c). This led to highly efficient DC generation in cultures 

with a high versus low FL concentration (Fig. 1d). These results suggested that high levels 

of FL play an active role in inducing cell division of early HSPCs to promote expansion 

of DC in vitro.  
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Figure 1. High levels of FL promote enhanced cell division and DC generation in 

vitro.  

a-d, CD11b–cKit+Sca1+ HSPCs were labelled with CTV and were cultured (~ 1 ´ 103 

cells per well) with RPMI supplemented with either high (2 µg/ml) or low (2 ng/ml) 

concentrations of FL in vitro. Cells were serially sampled at each time point from each 

well (50% of contents) and analysed by flow cytometry daily from days 1-7. a. Changes 

in CTV intensity of total live cells over time. b. Stacked histogram showing percentage 

of cells in each division peak from a. c. Flow cytometry plots comparing up-regulation 

of CD11c or MHCII to CTV profiles on day 4. Numbers depict % of cells within the 

parent gate. d. Total inferred number of live cells (left) or DCs (right) in both conditions 

over time. FACS plots in (a, c) show representative plots of one well per condition. 

Histograms (b) show mean ± SEM. Scatter plot (d) show individual replicates where lines 

connect output from the same well serially sampled over time and numbers extrapolated 
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from the number of prior sampling events; n=3 wells per condition. Data shown are from 

one representative experiment of two independent experiments. 

 
FL treatment induces emergency DC development from early HSPCs in vivo 

Next, to examine whether supra-physiological levels of FL can induce emergency DC 

generation from early HSPCs in vivo, CD11b–cKit+Sca1+ cells were transplanted into 

recipient mice receiving daily subcutaneous (s.c.) PBS or FL treatment for 10-12 days, 

followed by analysis of splenic lineage output two weeks post transplantation. Prior to 

this study, we optimized our irradiation regimen and determined that use of low dose 

irradiation (500 RAD) with a 3-day recovery period prior to transplantation allowed 

sufficient engraftment of donor cells, while minimizing an irradiation-associated cytokine 

release that can ordinarily mask the effect of exogenous FL. Consistent with prior 

knowledge16,17, but now in a transplantation setting, we observed a substantial increase in 

the number of donor-derived DCs, particularly in the cDC1 subset (~27-fold) (Fig. 2a-d). 

Conversely, only marginal increases in the number of myeloid (~1.6-fold) and lymphoid 

(~2-fold) cells were observed (Fig. 2d; Supplementary Fig. 1), indicating that preferential 

expansion of DCs occurs upon exogenous FL stimulation compared to myeloid and 

lymphoid lineages.  

 

Next, to determine when FL exerted its greatest influence in increased DC generation 

during the 12 days administration period, FL was injected daily in different windows of 

time (days 1-4; 5-8 or 9-12), and DC output was compared to control mice receiving PBS 

or FL from days 1-12 (Fig. 2e). Importantly, mice receiving FL from days 1-4 had slightly 

lower but comparable number of DCs (particularly cDC1s) to the positive controls (FL 

days 1-12), while notably smaller increases in DC generation were observed for mice 

receiving FL from days 5-8 or days 9-12 (Fig. 2e). These results were consistent with the 

possibility that FL exposure to a progenitor early in the trajectory of DC development, 

rather than later, was a major contributor to emergency DC generation.  

 

Taken together, our in vitro and in vivo findings support a model in which FL stimulation 

of early HSPCs promotes proliferation and preferential DC lineage formation. This 

suggests that in addition to the current paradigm of a ‘late’ effect of FL in DC 

development 27, FL is also likely to be inducing a response earlier in the hierarchy. 
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Figure 2. Exogenous FL treatment selectively induces emergency DC development 

in vivo. 

a-d, Analysis of splenocytes that received CD11b–cKit+Sca1+ HSPCs, followed by daily 

s.c. injection of PBS or FL for 10-12 days. a, Flow-cytometric analysis of DC populations 

within the CD11c-enriched fraction, with calculation of b percentage and c numbers of 

donor-derived DCs. d, Fold change in the number of donor-derived cells compared to the 

average of PBS-treated mice. e, Number of donor-derived splenic DC populations from 

mice receiving daily s.c. injection of PBS from day 1-12 or FL from days 1-12, 1-4, 5-8 

or 9-12 two weeks post transplantation of CD11b–cKit+Sca1+ HSPCs. All data shown are 

from one independent experiment, representative of 9 (a-d) or 4 (e) experimental repeats. 

Bar graphs (b-e) show mean ± SEM. Each point (b-e) represents individual biological 

triplicates. P-values were calculated by an unpaired t test. See Supplementary Fig. 1 for 

gating strategy for all splenic populations. 
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Cellular barcoding allows clonal fate tracking during emergency DC development 

Having established a model to track emergency DC generation from early HSPCs in a 

transplantation setting, we next sought to understand the aetiology of this process at a 

clonal-level. We used cellular barcoding to distinguish the aforementioned clonal 

scenarios that could explain preferential DC generation, which included 1) enhanced 

clonal expansion of pre-existing HSPCs; 2) recruitment of dormant HSPCs; and 3) 

lineage divergence of HSPCs with alternative fates (Fig. 3a). To this end, we tagged 

individual CD11b–cKit+Sca1+ HSPCs with unique and heritable DNA barcodes and 

transplanted into partially irradiated recipients (500 Rad; day 3 post irradiation), followed 

by daily s.c. PBS or FL injections for 10 days (Fig. 3b). Two weeks post transplantation, 

splenic progeny populations were sorted and barcode composition within each population 

was analysed after barcode PCR amplification and sequencing (Fig. 3b). Comparison of 

both cell number and barcode number in each population allowed an initial assessment 

of the proposed clonal scenarios (Fig. 3a): 1) a similar number of DC-generating barcodes 

(clones) could be indicative of a predominant contribution via enhanced clonal expansion; 

2) an increased number of DC-generating barcodes could indicate recruitment of HSPCs; 

and 3) a corresponding decrease of barcode numbers in another population could indicate 

lineage divergence of other HSPCs. 

 

Similar to previous results with non-barcoded HSPCs (Fig. 2), emergency DC generation 

from barcoded HSPCs was observed upon exogenous FL treatment in barcoding 

experiments (Fig. 3c; Supplementary Fig. 2).  When comparing the total number of 

barcodes detected, we observed little discrepancy between mice receiving PBS or FL 

treatment (Fig. 3d). This suggested minimal recruitment of HSPCs when exposed to 

exogenous FL, as we would have anticipated an increase in the number of detectable 

barcodes in that scenario. Consistently, when comparing the number of barcodes present 

in each progeny population, we found no significant differences in most populations (Fig. 

3e; Supplementary Fig. 2). One exception was a 2-fold increase in the number of barcodes 

in cDC1s from one independent experiment (Fig. 3e). However, such increase in cDC1-

generating clones was less apparent, and not statistically significant in the experimental 

repeat (Supplementary Fig. 2).  
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Figure 3. Cellular barcoding for appraisal of emergency DC development at a clonal 

level. 

a. Possible explanations for emergency DC generation at a clonal level: a) enhanced 

clonal expansion of pre-existing HSPCs; b) recruitment of dormant HSPCs; c) 

recruitment through lineage divergence of HSPCs primed for other fates. b. Experimental 

set up of cellular barcoding. Barcoded CD45.1+CD11b–cKit+Sca1+ HSPCs (5 ́  103) were 

transplanted 3 d after sublethal irradiation (500 RAD) of CD45.2 recipient mice, followed 

by daily PBS or FL administration s.c. from days 4-13. Splenic populations were isolated 

by FACS on day 14, lysed, and barcodes amplified by PCR, sequenced and analysed. c. 

Fold change in cell numbers of each cell type compared to the average of PBS-treated 

mice. d. Total number of barcodes detected per recipient. e. Number of barcodes present 

in each progeny splenic population. Data shown in (c-e) are from one of two independent 

barcoding experiments. See Supplementary Fig. 2 for data from a repeat experiment. Bar 

graphs (c-e) show mean ± SEM. Each point (c-e) represents individual biological 
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replicate; n=4 mice per condition are shown. P-values are calculated by unpaired t test. 

ns: no significant differences *P < 0.01, **P < 0.001. 

 

Classification of clones based on distinct lineage output 

We next endeavoured to systematically characterize changes in clonal fate, size and 

distribution of barcode HSPCs between PBS and FL treatments. To achieve this, we first 

classified barcoded clones based on lineage output as measured by proportional output to 

different cell types per barcode using a similar approach described previously 39. We 

performed t-Distributed Stochastic Neighborhood Embedding (t-SNE)42 on all barcodes 

(1595 and 2013 barcodes from PBS and FL, respectively; n = 4 mice per condition) 

detected from an independent experiment (Fig. 4a). This allowed separation of clones into 

clusters based on their distinct output to different cell types (Supplementary Fig. 3). To 

facilitate unbiased classification, we performed DBSCAN clustering43 on the t-SNE map 

to identify 20 clusters (Fig. 4a). We generated individual heatmaps showing lineage bias 

of all barcodes within individual clusters. This analysis demonstrated robust 

categorization of highly similar clones (Fig. 4b). We then summarized this information 

by averaging the relative contribution to each cell type from all clones in each cluster and 

presented the results as a simplified heatmap (Fig. 4c). Consistent with the notion of fate 

heterogeneity within HSPCs32-39, we identified large numbers of uni- (clusters 2-5 & 14), 

bi- (clusters 6-8, 13, 15, 17, 18 & 20) and oligo-potent (clusters 9-12, 16 & 19) clones, 

indicative of lineage bias within the majority of single HSPCs (Fig. 4b&c). There was 

also a proportion of multi-potent clones that produced all assessed cell types (cluster 1), 

which consisted of approximately 5% of total barcodes (Fig. 4b&c).  
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Figure 4. Enhanced clonal expansion drives emergency cDC1 generation. 

a. t-SNE plot showing 1595 PBS-treated and 2013 FL-treated barcoded clones. Each 

point represents one barcoded clone. Color depicts cluster ID identified by DBSCAN 

clustering. See Supplementary Fig. 3 for related t-SNE plots. b. Heatmap representation 

showing contribution to cell types by individual barcodes within each cluster. c. Summary 

heatmap of data from b, showing average proportional output to each cell type by all 

barcodes within each cluster. d. Number of barcodes present in each cluster. e. Summary 
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heatmap showing the comparison of barcode numbers between treatment from each 

cluster as shown in d). Number in each box depicts the fold increase (FL vs average of 

PBS), and color shading reflects p-value. f-h. comparison of PBS- and FL-treated 

barcoded clones within each cDC1-generating cluster. f. Total number of cDC1s. g. 

Average number of cDC1s per clone. h. Percentage contribution to cDC1s. i. Violin plots 

showing each clone from Cluster 1, and its numerical contribution to the indicated cell 

types. Other clusters shown in Supplementary Fig. 4. j. Summary heatmap showing of i 

and Supplementary Fig. 4. Number in each box depicts the fold increase (FL vs average 

of PBS), and color shading reflects p-value. Data shown are the same as in Fig. 3 (i,e, one 

representative experiment; data from second experiment are shown in Supplementary Fig. 

2) for. P-values are calculated by unpaired t test. ns: no significant differences *P < 0.01, 

**P < 0.001, ***P < 0.0001, ****P < 0.00001. 
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Minimal contribution to cDC1 generation via emergency recruitment 

To quantify any differences in barcode distribution, we compared the number of barcodes 

present within each cluster from either PBS or FL mice (Fig. 4d & e). We found few 

differences in most clusters except cluster 5 (cDC1-only) and 8 (cDC1 & cDC2) (Fig 4b-

e). Both clusters contained clones that were cDC-restricted, which largely accounted for 

the increase in the number of cDC1-generating clones from FL-treated mice observed in 

Fig. 3e. Importantly, we observed no significant reduction in the number of barcodes 

present in any clusters contributing to myeloid and lymphoid generation (Fig. 4d&e). This 

suggested the increase in the number of barcodes detected in cDC1s in this experiment 

(Fig. 3e) was not a result of Flt3-expressing HSPCs being diverted from alternative fates 

towards cDC1s at high concentrations of FL. Thus, we found no evidence of lineage 

divergence of HSPCs from alternative fates in response to FL. 

 

To understand whether the bulk of emergency cDC1 generation was derived from these 

putative ‘recruited’ cDC-restricted clones, or from HSPCs with other fate potentials, we 

examined the numerical cDC1 output from all cDC1-generating HSPC clusters (Fig. 4f-

h). Surprisingly, the number of cDC1s generated from ‘recruited’ DC-restricted clusters 

(5 & 8) was extremely small, and together only contributed to approximately 5% and 3% 

of cDC1s in PBS and FL conditions, respectively (Fig. 4f-h). Instead, the majority of 

cDC1 output was derived from the few multi-/oligo-potent clusters (1, 9, 11 & 16) in both 

PBS (~90% of cDC1s) and FL (~95% of cDC1s) conditions. Together, these results 

demonstrated minimal contribution to emergency cDC1 development from recruitment 

of HSPCs upon FL treatment, and maximal contribution from multi-/oligo-potent HSPCs. 

 

Enhanced clonal expansion drives emergency cDC1 generation 

Next, we systematically interrogated the changes in clone size within each cluster of 

HSPCs and their contribution to each lineage, in addition to cDC1 output. The results are 

presented as an array of violin plots showing individual clones within each cluster (Fig. 

4i; Supplementary Fig. 4). Statistical tests (unpaired t-test) and fold changes were 

computed on clone size per cell type between PBS and FL treatment and presented on 

each violin plots (Fig. 4i; Supplementary Fig. 4), and this information was also 

summarized as a simplified heatmap (Fig. 4j; Supplementary Fig. 4). 
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Importantly, we observed increases in the number of cDC1s produced per clone from all 

cDC1-generating clusters (8 out of 10 clusters displayed statistically significant 

differences), indicative of globally enhanced clonal cDC1 production from barcoded 

HSPCs (Fig. 4j; Supplementary Fig. 4). The average fold increase in clonal cDC1 size 

was greater in the major cDC1-contributing clusters (e.g. 11-fold increase in cluster 1 

containing multi-potent clones) compared to the smaller contributors (e.g. 2-fold increase 

in cluster 5 containing cDC1-restricted clones) (Fig. 4j). Interestingly, within the multi-

/oligo-potent clusters, the generation of other cell types (non-cDC1s) did not increase to 

the same extent as cDC1s (Fig. 4j). This suggested exogenous FL stimulation can promote 

enhanced DC generation from all HSPC clones that have potential to make DCs, in 

particular from the cDC1-producing sub-branch of multi-/oligo-potent clones. This is 

despite all HSPCs for the lineages tested in this study either expressing surface Flt3 at the 

time of barcoding and transplantation, or upregulating it upon differentiation from an 

Flt3– stage 44,45.  

 

Together, cellular barcoding allowed systematic characterization of clonal fate and size 

and revealed enhanced clonal expansion of pre-existing cDC1-producing clones as the 

major contributor to FL-mediated emergency cDC1 development. This was consistent 

with our in vitro results, where we demonstrated increased cell division and proliferation 

in early HPSCs in response to high concentrations of FL, leading to more efficient 

generation of DCs (Fig. 1).  

 

Multi-omics profiling of early cellular and molecular events in single HSPCs  

One common limitation of our in vivo and in vitro studies was the inability to assay 

steady-state controls, given in vitro controls were exposed to low concentrations of FL 

and in vivo PBS treated controls were exposed to low dose irradiation (required for 

engraftment and expansion of barcoded HSPCs).  Therefore, to extend our findings in a 

more physiologically relevant context, and to directly interrogate the earliest cellular and 

molecular events within individual HSPCs during FL-mediated emergency 

haematopoiesis, we developed a single cell multi-omics profiling approach using non-

irradiated recipients to assess clonal fate dynamics in vivo with and without FL treatment. 
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Briefly, CD11b–cKit+Sca1+ early HSPCs were CTV-labelled and transplanted into 

recipients (non-irradiated) followed by daily s.c. PBS or FL injection for three days (Fig. 

5a). At this time, bone marrow (BM) cells was harvested and stained for various surface 

markers, and single donor-derived cells (Supplementary Fig. 5) were index sorted into 

wells of 384-well plates containing pre-aliquoted CEL-Seq2 primer mix for later 

processing (Fig. 5a). Although a very low number of donor-derived cells was expected at 

this early time point after transplantation into non-irradiated recipients, we were able to 

sort 376 cells from each condition (from 2 mice per group), and profiled 248 PBS-treated 

and 276 FL-treated cells that passed additional FACS pre-gating (Supplementary Fig. 5) 

and quality control (Methods). This single cell multi-omics approach allowed 

simultaneous detection of surface marker phenotype, division history and the 

transcriptome of single rare HSPCs treated with PBS or FL following transfer into non-

irradiated recipients. 
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Figure 5. Exogenous FL treatment promotes cell division of early HSPCs. 

a. Schematic of the single cell multi-omics profiling experiment set up. CD45.1+CD11b–

cKit+Sca1+ HSPCs were CTV-labelled and transplanted into non-irradiated CD45.2 

recipient mice, followed by daily PBS or FL administration s.c. from days 1-3. BM was 

harvested on day 4, and stained for the indicated antibodies. Donor-derived cells were 

indexed sorted (See Supplementary Fig. 5 for gating strategy) for scRNAseq. b. CTV 

profiles of donor-derived cells from individual mice receiving PBS (2 mice) or FL (2 

mice); n: number of cells. c. Comparison of cKit and Sca1 expression; numbers inside 

box depict % cells. d. CTV profiles of cells from PBS and FL condition within each gate 

based on cKit and Sca1 expression; n: number of cells. e. MD plot comparing differential 

gene expression between cells derived from PBS vs FL treatment; top DE genes 

(FDR<0.01) are color either blue (up in PBS) or red (up in FL); the top 10 DE genes are 

labelled. Supplementary file 1 contains interactive plot of all 1479 genes that passed QC 

(Methods). f. Top 12 enriched GO term biological processes in FL condition. 
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FL treatment promotes hyper-proliferation of early progenitors 

Consistent with the in vitro division tracking results (Fig. 1), a clear shift in CTV profiles 

was observed in cells treated with FL in vivo for three days, indicating enhanced cell 

division of most HSPCs (Fig. 5b). Importantly, increased cell proliferation was not only 

present in downstream DC progenitors, but was also evident in all FL-treated HSPCs 

ranging from early to late stages of development, as defined by differential cKit and Sca1 

expression (Fig. 5c, d). Thus, these results directly demonstrated an active response to FL 

stimulation from cells residing in the earliest phenotypic HSPC compartment 

(cKit+Sca1+) during FL-induced emergency haematopoiesis. 

 

Similarly, enhanced cell cycle activities were evident at the transcriptomic level (Fig. 5e, 

f). Differential gene expression (DGE) analysis between PBS- and FL-treated cells 

revealed up-regulation of large numbers of cell cycle genes, including RNA polymerase-

associated protein homologs (e.g. Ctr9) and regulators of cyclin-dependent kinases (e.g. 

Ccnd1 & Ccnd2) (Fig. 5e; Supplementary File. 1 for full list of genes). Interestingly, 

several of these cell cycle genes were identified to be uniquely expressed in DCs 

compared to other haematopoietic lineages (e.g. Ccnd1). In addition, upregulation of 

genes regulating cDC1 fate (e.g. Id2), and downregulation of genes characteristic of 

lymphoid and myeloid fate (e.g. Dntt, Lyz1, Lyz2) were identified in FL exposed donor 

HSPCs. Consistent with this, gene ontology (GO) term analysis highlighted enrichment 

of cell cycle related biological processes in FL condition (Fig. 5f). Together, these in vivo 

CTV and single cell transcriptomic results demonstrated a distinct early gene expression 

program change in early HSPCs that were directly responding to exogenous FL 

stimulation, leading to enhanced cell division and proliferation as well as upregulation of 

genes associated with cDC1 fate. These observations were consistent with our 

observation in in vitro division tracking (Fig. 1) and barcoded HSPC transplantation 

assays (Fig. 4). 

 

Selective pattern in progenitor responses to FL stimulation 

While we observed a clear global enrichment of cell cycle genes in FL-treated HSPCs, it 

remained unclear whether hyper-proliferation occurred equally in all cells. To investigate 

whether FL preferentially stimulated subsets of HSPCs, we first annotated cells into 

clusters using SC3 clustering46 based on single cell transcriptomes from all cells in the 
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experiment (Fig. 6a). We then overlayed and examined other available meta-data for each 

cell including experimental treatment, CTV intensity, and surface marker expression. 

This permitted a comprehensive assessment of cellular and molecular properties and 

heterogeneity across the treatment groups (Fig. 6a, b).  

 

To date, despite many studies investigating HSPC heterogeneity by scRNA-seq, no 

ground truth reference exists for cell type annotation. Therefore, to assist in cell type 

identification to a best approximation, we computed similarity scores for single cells by 

comparing their RNA profiles to gene signatures of bulk RNA-seq of known populations 

using SingleR47. We first compared our single cell data set to all lineages (Supplementary 

Fig. 6) and sub-selected populations with the closest relationship to clusters in our data 

(Fig. 6a, c). Using this approach, we were able to clearly distinguish clusters 1-6 from 

clusters 7-10 with regard to their differentiation potential (Fig. 6a-c). Clusters 7-10 

consistently expressed higher levels of HSPC markers, particularly cKit and CD34 (Fig. 

6b), and were transcriptionally similar to multipotent progenitors (MPPs) (Fig. 6c). 

Therefore, these cells likely represented progenitors at early developmental stages. In 

contrast, clusters 1-6 exhibited few progenitor characteristics and higher degrees of 

lineage commitment. For example, clusters 1 and 5 expressed high levels of CD16/32 and 

were transcriptionally similar monocytes and neutrophils, respectively.  

 

Importantly, when comparing division histories of PBS- and FL-treated cells within each 

cluster, some but not all clusters exhibited significant differences in CTV profiles (Fig. 

6d). In particular, cells along the DC developmental trajectory underwent more divisions 

with FL stimulation. This included cells that were transcriptionally similar to mature DCs 

(clusters 2-4), CDPs (clusters 3, 6, 8 & 9) or MPPs (clusters 7-10) (Fig. 6c&d). 

Conversely, cells that exhibited little to no DC or progenitor signatures at this time point, 

including those with strong monocyte (cluster 1) or neutrophil priming (cluster 5), 

appeared to divide at a similar rate under both conditions (Fig. 6c&d). Thus, these results 

demonstrated a selective pattern in how single HSPCs respond to exogenous FL 

stimulation that reflected DC lineage specification. 
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Figure 6. Cell type classification and annotation. 

a. Heatmap representation of 524 single cells (in columns) after QC (Methods). Each cells 

are annotated with the following information: 1) cluster ID identified by SC3 clustering; 

2) treatment; 3) CTV intensity; 4) surface marker expression; 5) similarity score to a 

selection of known cell types (computed using SingleR, see Supplementary Fig. 6 for a 

list of 120 cell types); and 6) highly expressed genes in each SC3 cluster. Violin plots are 
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generated for each cluster showing expression levels of surface markers by FACS in b, 

SingleR similarity scores to each cell type in c, and division number of cells (dots) 

estimated by CTV intensity, separated by treatment group in d. Bars indicate mean ± 

SEM in violin plots. Significance in d is calculated by the unpaired t test. ns: no 

significant differences, *P < 0.01, **P < 0.001, ***P < 0.0001, ****P < 0.00001. 
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Early emergence of DC-primed progenitors 

Interestingly, we observed substantial over-representation of FL-treated cells in cluster 3 

(83%) and cluster 9 (89%) (Fig. 7a), both appeared to correspond to progenitors along 

the DC trajectory. Cluster 3 likely represented a mid- to late-stage cDC progenitor 

population based on several observations. First, a proportion of cells had already up-

regulated surface expression of CD11c, indicative of DC differentiation (Fig. 7b). 

Second, most cells expressed high levels of classical cDC genes such as H2-Aa, Cd74 

and Id2, and relatively low level of pDC genes such as Tcf4 (Fig. 7c). In addition, cells 

were transcriptionally similar to CDPs and cDCs (Fig. 6c). Importantly, FL-treated cells 

within cluster 3 were found to have divided more than those with PBS treatment (Fig. 

6d), suggesting the early emergence of these late-stage cDC precursors was partly driven 

by the increased proliferation from parental HSPCs upon FL stimulation. 

 

Cells in cluster 9 also seemed to exhibit apparent DC lineage priming as indicated by their 

transcriptional similarity to CDPs (Fig. 6c), and relatively high levels of known DC 

lineage priming genes including Irf8, Nfkbia and Tcf4 (Fig. 7c). However, in contrast to 

cluster 3, cells in cluster 9 appeared to be more ‘stem’-like and hyper-proliferative, as 

evidenced by their higher expression of HSPC markers including cKit and CD34 (Fig. 

7b), their transcriptional similarity to MPPs (Fig. 6c), and their high levels of genes 

associated with proliferation including Set, Tuba1b and Stmn1, even when compared to 

progenitors in clusters 7, 8 & 10 (Fig. 7d; Supplementary File. 2). Additionally, FL-

treated cells in cluster 9 had the most dramatic change in cell division history compared 

to their PBS-treated counterparts (Fig. 6d; average 5-6 divisions in FL compared to 2 

divisions in PBS). Therefore, cluster 9 likely represented a unique group of hyper-

proliferative early progenitors that were also primed for DC fate, which emerge only in 

response to supra-physiological amounts of FL stimulation. 

 

Next, we interrogated the relationship between divisional histories of cells and their MPP 

or CDP signatures (Fig. 7e-g). Whereas most PBS-treated cells rapidly down-regulated 

an MPP signature with cell division, large numbers of FL-treated cells were able to 

maintain an MPP-like state (Fig. 7e), likely reflecting their capacity for enhanced 

proliferation and self-renewal. Similarly, up-regulation of a CDP signature in FL-treated 

cells appeared to associate with greater numbers of cell divisions (Fig. 7f). Interestingly, 
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when cells from cluster 3 or 9 were superimposed, we observed co-localization of these 

cells in the FL-enriched regions (Fig. 7e&f; MPP–CTV– or CDP+CTV–). In particular, 

cluster 9 represented a small but unique group of cells that were highly similar to both 

CDPs and MPPs (Fig. 7g). These results suggested that FL stimulation induced a unique 

molecular state featuring hyper-proliferation, maintenance of an MPP-like state, and DC-

priming in subsets of HSPCs during the early phase of emergency DC development. 
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Figure 7. Selective hyper-proliferation of DC-primed progenitors. 

a. Number of cells in each cluster from PBS or FL condition. Lines highlight enrichment 

of FL-treated cells in clusters 3 and 9. b. Flow cytometric plots showing cells from 

clusters 3, 9 or all other cells (grey), comparing cKit vs CD11c expression (left) or cKit 

vs CD34 expression (right). Violin plots showing expression levels of signature DC genes 

in c and cell cycle genes in d in each cluster (see Supplementary file 2 for interactive 

plots of all genes per cluster). Scatter plots showing all single cells comparing division 
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number (CTV intensity, x-axis) with SingleR similarity scores (y-axis) for MPPs in e and 

CDPs in f. g. Scatter plot of cells according to their SingleR similarity score for CDPs vs 

MPPs. Each dot represents a single cell, and color depicts treatment. h. Summary 

schematic showing selective clonal expansion of DCs as the major driver of FL-mediated 

emergency DC generation. 
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Discussion  

In this study, we interrogate the clonal aetiology of FL-mediated emergency DC 

development at a multi-omics level. We profile changes during the early phase of this 

response and demonstrate a profound yet selective effect in HSPC proliferation. Our 

results reveal three key events occur within selective subsets of HSPCs in response to FL 

stimulation. These include 1) increased cell division and proliferation; 2) maintenance of 

a progenitor-like gene signature across multiple divisions; and 3) establishment of DC 

lineage program in early HSPCs. These findings are highly consistent with our clonal fate 

tracking results using cellular barcoding, where selective clonal expansion of HSPCs with 

pre-existing DC potential are demonstrated to be the major driver of FL-mediated 

emergency DC development (Fig. 7h). 

 

Our findings provide important insights into the regulation of clonal fate via extrinsic 

cytokine signals, which has been a central debate in haematopoiesis, where two non-

mutually exclusive models have been proposed 48. In a ‘permissive’ model, cytokines 

mainly act as survival and/or proliferation factors that allow selective expansion of 

HSPCs that are already lineage committed. Conversely, an ‘instructive’ model implies an 

active role of cytokines in dictating lineage choices within single multi-potential HSPCs 

by inducing lineage-specific transcriptional programs with/without inhibition of 

alternative fate programs. The latter is demonstrated by several landmark studies using 

continuous live cell imaging to track the output of individual HSPCs with exposure to 

different stimuli 49-51. While these studies clearly show that cytokines can instruct lineage 

choice in single HSPCs, whether cytokine instruction represents the major source of fate 

determination in other models remains to be determined. 

 

In our model, exogenous FL does not seem to instruct DC development from HSPCs that 

are not DC-primed, but only affects those that already have pre-established DC potential. 

Our findings fit with a model where FL stimulation predominantly plays a ‘permissive’, 

but not an ‘instructive’ role in guiding emergency DC generation at a clonal level. 

However, it is important to note that the majority of DCs are produced by HSPCs that 

have multi-lineage potential, rather than those with DC-restricted output. Furthermore, 

although FL stimulation fails to switch HSPCs with alternative fates towards a DC fate, 

it can preferentially guide enhanced DC generation from multipotent HSPCs, without 
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inhibiting the development of myeloid or lymphoid lineages from the same clones (Fig. 

7h). Therefore, one could argue that FL stimulation does not ‘instruct’ the establishment 

of DC fate, but can ‘tune’ preferential DC production from multipotent HSPC clones 

through a unique gene program that interleaves DC lineage priming with enhanced cell 

division. Together, these results suggest that once HSPCs establish a lineage program, it 

is relatively stable and cannot be easily switched by exogenous FL stimulation. 

 

Whether FL is actively involved in the regulation of early DC development is 

controversial 27,29,30, where the major action of FL is presumed to be at the late stages of 

DC development. Here, we provide evidence of an active and possibly predominant 

contribution from early HSPCs to emergency DC generation in response to supra-

physiological levels of FL. Our findings are in agreement with the prior observation that 

FL overexpression drastically increases HSPC numbers 30, but do not exclude the 

previously described role for FL in expanding committed DC progenitors and mature DCs 
27. In particular, HSPCs that respond to FL will eventually differentiate into CDPs, pre-

DCs and DCs, where FL may certainly additionally contribute to the overall clonal 

expansion observed from barcoded HSPCs. Collectively, these findings significantly 

enhance our understanding of the clonal level control of HSPC fate, with implications for 

the maintenance or manipulation of DC numbers in health and disease. 
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Methods 

Mice 

All mice were bred and maintained under specific pathogen-free conditions at WEHI, 

according to institutional guidelines. CD45.2 (C57BL/6) and CD45.1 (C57BL/6 Pep3b) 

male mice aged between 8-16 weeks were used. In most transplantation experiments, 

CD45.1 mice were used as donor and CD45.2 mice were used as recipients. In a few other 

experiments, CD45.2 mice were used as donor and CD45.1mice were used as recipients. 

 

Transplantation 

Recipient mice were either not irradiated or sub-lethally irradiated (500RAD) three days 

prior to transplantation. Transplantation was performed by intravenously injection of cells 

resuspended in PBS (FBS free). 

 

Cytokine Injection 

PBS or FL (BioXcell) was injected subcutaneous daily for 3-12 days as indicated. FL was 

resuspended in PBS and injection was performed at 10 µg/mouse per day. 

 

Tissue Preparation and Flow cytometry  

Bone marrow cells from hip, tibia and femur were collected by flushing with FACS buffer 

(PBS containing 0.5% FBS and 2 mM EDTA) through a 22-gauge needle. Spleens were 

mashed with FACS buffer through 70 µm cell strainers with 3 ml syringe plungers. Red 

blood cells were lysed by incubating with Red Cell Removal Buffer (RCRB, generated 

in-house) for 1– 2 minutes, followed by washing and resuspension with FACS buffer. 

Cells were stained with antibodies of interest at 4 oC for at least 30 minutes. Secondary 

antibody staining and/or Magnetic-Activated Cell Sorting (MACS) enrichment was 

performed as indicated, according to manufacturer’s protocol (Miltenyl Biotec). 

Propidium iodide (PI) was added to exclude dead cells prior to flow cytometry analysis 

or sorting. Flow cytometry analysis was performed on a BD Fortessa X20 (BD 

Biosciences). Cell sorting was performed on a BD Influx, BD Fusion or BD FACSAria-

II/III (BD Biosciences). Cell numbers were quantified by adding a known number of 

counting beads (BD Biosciences) and gated based on low forward scatter and side scatter 

using flow cytometry. The percentage of beads recorded was then used to estimate the 
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percentage of cells recorded over the total number of cells. Data analysis was performed 

using FlowJo 9.9.6 (Treestar) or R with data exported using FlowJo 9.9.6. 

 

For the identification of progenitor cells, BM cells were first stained with cKit-APC 

antibodies and MACS enriched for cKit+ cells using anti-APC magnetic beads. The cKit-

enriched fraction was then stained with Sca1 and CD11b antibodies. HSPCs were defined 

as CD11b–cKit+Sca1+ cells. 

 

For the identification of mature splenic DC, myeloid and lymphoid cell types, splenocytes 

were first stained with CD11c-APC and/or Siglec-H-PE, followed by MACS enrichment 

using anti-APC and/or anti-PE beads (CD11c+ and/or Siglec-H+ as the DC-enriched 

fraction; flow through as myeloid/lymphoid (M/L) -enriched fraction). Populations were 

defined as the following: cDC1s (F4/80low/–Siglec-H–CD11c+CD8a+Sirpa–), cDC2s 

(F4/80low/–Siglec-H–CD11c+ CD8a–Sirpa+) and pDCs (F4/80low/–Siglec-

H+CCR9+CD11cint) from the DC-enriched fraction. B cells (CD11c–Siglec-H–CD11b–

CD4/8a–CD19+), T cells (CD11c–Siglec-H–CD11b–CD4/8a+CD19–), eosinophils (eos, 

CD11c–Siglec-H–CD11b+Siglec-F+SSAhi), monocytes (mon, CD11c–Siglec-H–

CD11b+Siglec-F–Gr-1intF4/80int) and neutrophils (neu, CD11c–Siglec-H–CD11b+Siglec-

F–Gr-1+F4/80–) from the M/L-enriched fraction. CD45.1 and CD45.2 antibodies were 

used to distinguish donor-derived vs host-derived cells within each population. The 

gating strategy of splenic populations is shown in Supplementary Fig. 1. 

 

For index sorting of donor-derived cells in the multi-omics experiment, BM cells were 

stained with antibodies against cKit, Sca1, Flt3, CD150, CD16/32, CD34, CD11c, 

CD45.1 and CD45.2. Viable CTV+ cells were index sorted into wells of 384-well plates 

containing pre-aliquoted Cel-Seq2 reagents. After sorting, potential dead or 

contaminating endogenous cells were excluded in silico using FlowJo 9.9.6 (Treestar) 

based on stringent FCS, SSC, PI and CD45.1 (donor marker) profile for downstream 

analysis. 613 out of 748 cells were kept and exported for downstream analysis. See 

Supplementary Fig. 5 for gating strategy. 
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CTV Labelling 

CTV labelling of cells was performed using the CellTrace Violet Cell Proliferation Kit 

(ThermoFisher) according to the manufacturer’s instructions, with minor adaptation. 

First, 5 mM CTV stock solution was freshly prepared by dissolving the CTV powder in 

a single supplied tube with 20 μL of DMSO. To minimize toxicity and cell death, the 

stock CTV solution was diluted 1 in 10 using PBS. Cells were washed in PBS to remove 

any residual FBS from previous preparation and resuspended in 500 μL of PBS. Next, 5 

μL of diluted CTV solution (500μM) was added to the cell suspension and vortexed 

immediately. The cell suspension was wrapped in foil to avoid contact with light and 

incubated at 37 oC for 20 minutes. A large volume of cold FBS-containing buffer (10% 

FBS in PBS) was added to the cells and the cell suspension was incubated on ice for 5 

minutes before centrifugation. Cells were washed and resuspended in PBS for 

transplantation, or in medium for DC culture. 

 

Cell culture 

Purified HSPCs (CD11b–cKit+Sca1+ cells) were labelled with CTV and cultured in RPMI 

1640 media (Life Technologies) with freshly added FL (BioXcell) at a final concentration 

of either 2 µg/mL or 2 ng/mL. Cells were harvested and analysed by flow cytometry at 

the time points as indicated. 

 

Barcode transduction 

Barcode transduction was performed as described 34. Freshly isolated HSPCs were 

resuspended in StemSpan medium (Stem Cell Technologies) supplemented with 50 

ng/mL stem cell factor (SCF; generated in-house by Dr Jian-Guo Zhang) and transferred 

to a 96-well round bottom plate at less than 1 × 105 cells/well. Small amount of lentivirus 

containing the barcode library (pre-determined to give 10-20% transduction efficiency) 

was added and the plate was centrifuged at 900 g for 90 minutes at 22 °C prior to 

incubation at 37 °C and 5% CO2 for 4.5 or 14.5 hours. After incubation, cells were 

extensively washed using a large volume of FBS-containing buffer (10% FBS in PBS or 

RPMI) to remove residual viruses. Cells were then washed once using PBS to remove 

FBS. Cells were resuspended in PBS and transplanted into recipient mice via intravenous 

injection. 
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Barcode amplification and sequencing 

PCR and sequencing were performed as described previously 34. Briefly, sorted 

populations were lysed in 40 μl lysis buffer (Viagen) containing 0.5 mg/ml Proteinase K 

(Invitrogen) and split into technical replicates. Barcodes in cell lysate were then amplified 

following two rounds of PCRs. The first PCR amplified barcode DNA using common 

primers including the TopLiB (5’ – TGC TGC CGT CAA CTA GAA CA – 3’) and 

BotLiB (5’ – GAT CTC GAATCA GGC GCT TA – 3’). The second PCR introduced an 

82-bp well-specific 5’ end forward index primer (384 in total) and an 86-bp plate-specific 

3’ reverse index primer (8 in total) to each sample for later de-multiplexing in silico. The 

sequences of these index primers are available upon request. Products from second round 

PCR with index primers were run on a 2% agarose gel to confirm a PCR product was 

generated, prior to being cleaned with size selected beads (NucleoMag NGS) according 

to the manufacturer’s protocol. The cleaned PCR products were pooled and deep 

sequencing was performed on the Illumina MiSeq or NextSeq platform. 

 

Barcode data processing and quality control (QC) 

Processing of barcode data was performed as previously described 34,39, which involved 

the following steps: 1) number of reads per barcode from individual samples was mapped 

to the reference barcode library (available upon request) and counted using the 

processAmplicons function from edgeR package 52,53; 2) samples with total barcode read 

counts of less than 104 was removed; 3) Pearson correlation between technical replicates 

from the same population was calculated and samples with coefficient of less than 0.6 

were removed; 4) read counts were set to zero for barcodes with reads in one but not the 

other technical replicates; 5) read counts of each barcodes from technical replicates were 

averaged; 6) total read counts per sample was normalized to 106; 7) read counts per 

sample was transformed using hyperbolic arsine transformation. 

 

Barcode data analysis 

Barcodes from all biological replicates (regardless of PBS or FL treatment) within a 

single independent experiment were pool and analysed. Two independent experiments 

that passed all technical control criteria, including sufficient donor cell engraftment and 

optimal barcode transduction rate (5-20%), were presented. Detailed results from the first 

experiment were presented in Fig. 3&4 and Supplementary Fig. 3&4. Summary results 

from the second experiment were presented in Supplementary Fig. 2. 
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After QC, t-SNE42 was performed using the resulting normalized and transformed 

barcode read counts (i.e. proportional output to cell type per barcode) to visualize lineage 

bias of individual barcodes at two-dimension. Next, DBSCAN clustering 43 was 

performed using the resulting tSNE coordinates to classify barcodes. Heatmaps were 

generated to visualize lineage output of barcodes identified in each cluster. Barcode 

numbers present in each biological replicate within each cluster were counted and 

compared between PBS and FL treatment. Clone size (number of cells generated per cell 

type per barcode) was calculated based on estimated cell numbers at the population level 

(based on % recovery of counted beads) and proportional output to cell type per barcode 

(normalized and transformed barcode read counts). 

 

scRNA-seq using CEL-Seq2 

scRNA-seq library was generated using an adapted CEL-Seq2 protocol 54. Briefly, cells 

were lysed in 0.2% Triton-X and first strand cDNA were generated. All samples were 

then pooled and treated with Exonuclease 1, followed by second strand DNA synthesis 

(NEB), In vitro transcription, RNA fragmentation, reverse transcription and library 

amplification. Library was then size selected using 0.8x followed by 0.9x ratio of sample 

to beads (NucleoMag NGS) according to the manufacturer’s protocol. The amount and 

quality of the library was checked on Tapestation (Agilent Technologies) using a high 

sensitivity D5000 tape (Agilent Technologies) before sequencing on the Illumina 

NextSeq high output (14bp read 1, 72 bp read 2 and 6bp index read). 

 

scRNA-seq data processing and QC 

First, reads from individual sorted plate were mapped to the GRCm38 mouse genome 

using the Subread aligner 55 and assigned to genes using the scPipe package 56 with 

ENSEMBL v86 annotation. Next, QC was performed using the detect_outlier function in 

scPipe to remove low quality cells. Genes with rare representation were removed next, 

which included those with average read count less than one and those detected in less 

than three cells. The top 3000 most variable genes were then selected from each plate of 

single cells. After these filtering steps, the gene count matrix was combined with indexed 

sorted information, followed by pooling of data from different sorted plates. 1596 

common genes were found between the two plates and were kept for downstream 

analysis. Mutual nearest neighbors correction (mnnCorrect function) from the scran 
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package 57 was applied to correct for batch effects between plates. Together, these QC 

steps resulted in the generation of a final single cell dataset of 524 cells (248 from PBS 

and 276 from FL condition), which contained expression values of CTV, six surface 

markers and 1596 genes. 

 

scRNA-seq data analysis 

Differential gene expression (DGE) analysis was performed using edgeR (estimateDisp, 

glmFit, glmLRT and use FDR to adjust P-value) 58. Mean-Difference (MD) plot was 

generated using the Glimma package 59 for exploration and visualization (See 

Supplementary file 1 and 2). GO term pathway analysis was performed using the topGO 

package 60. SC3 clustering 46 of scRNA-seq data was performed to identify major groups 

of cells. To facilitate cell type annotation, SingleR was performed using scRNA-seq to 

compared similarity of each single cell to referenced population-based RNA-seq data 47. 

CTV intensity and surface marker expression values were overlayed on the corresponding 

single cells for cross comparison. CTV bins were calculated by equally fractionate CTV 

values into eight bins to estimate division numbers of cells (division 0 to 6+). 

 

Statistical analysis 

Statistical analysis was performed in Prism (GraphPad) or R. Unpaired Student’s t test 

was performed as indicated in text. Mean ± Standard Error of Mean (SEM) is shown. P-

values are reported as the following; ns: P-value >0.01; *: P-value < 0.01; **: P-value < 

0.001; ***: P-value < 0.0001; ****: P-value < 0.00001. 

 

Data and code availability 

The scRNA-seq data, barcoding data and codes used in all analysis shown in this study 

are available upon request. 
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Supplementary Figure 1. Gating strategy to isolate mature progeny populations 

from spleen. 

a. Workflow to fractionate total splenocytes into DC and myeloid/lymphoid fractions. b. 

Gating strategy to isolate cDC1 (F4/80– Siglec-H– CD11c+ CD8a+ Sirpa–), cDC2 (F4/80– 

Siglec-H– CD11c+ CD8a– Sirpa+), pDC (F4/80– Siglec-H+ CD11cint CCR9+) from the DC-

enriched fraction. c. Gating strategy to isolate eosinophils (eos) (F4/80– Siglec-H– CD11c– 

CD11b+ Siglec-F+ SSAhi), monocytes (mon) (F4/80– Siglec-H– CD11c– CD11b+ Siglec-F– 

Ly6C+ Ly6G–), neutrophils (neu) (F4/80– Siglec-H– CD11c– CD11b+ Siglec-F– Ly6Cint 

Ly6G+), B (F4/80– Siglec-H– CD11c– CD11b– CD19+ CD4/8a–), T (F4/80– Siglec-H– 

CD11c– CD11b– CD19– CD4/8a+) from the myeloid/lymphoid-enriched fraction. Donor-

derived cells in each population are identified as CD45.1+. Beads were added to all 

fractions after enrichment (before final staining) and gated as FSCloSSChi to allow 

estimation of cell numbers. Live cells were gated after exclusion of debris, doublets and 

PI+ dead cells as indicated. Numbers shown in all FACS plots represent % cells from 

parent gate. 
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Supplementary Figure 2. Analysis of second barcoding experiment.  

Analysis for a second barcoding experiment is shown. a. Fold change in cell numbers 

comparing FL-treated mice (n=3) to the average of PBS-treated mice (n=3). b. Total 

number of barcodes. c. Number of barcodes present in each cell type. d. t-SNE plot 

showing the 18 clusters identified by DBSCAN from experiment 2. PBS: 941 barcodes; 

FL: 972 barcodes. Black dots represent clones that are not classified in any clusters by 

the algorithm (outliers). e. Summary heatmaps showing average proportional output to 

cell types in e; the comparison of clone size in f; and the comparison of barcode numbers 

g in each cluster. Number in each box (f, g) depicts the fold increase (FL vs average of 

PBS), and color shading reflects p-value. a-c, each dot represents individual recipient 

mouse; bar graphs show mean ± SEM; P-values in a-c, f, g are calculated by unpaired t 

test. ns: no significant differences, *P < 0.01, **P < 0.001, ***P < 0.0001, ****P < 

0.00001.  
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Supplementary Figure 3. t-SNE analysis of barcoding experiment I. 

t-SNE plot of 1595 PBS-treated and 2013 FL-treated barcoded clones as shown in Fig. 

4a. Each point represents one barcoded clone. Color of dots depicts the following: a) 

contribution to cell types by individual barcodes; b) PBS or FL treatment received by 

each clone. 
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Supplementary Figure 4. Comparison of clone size between PBS- and FL-treated 

clones per cluster. 

Violin plots showing number of cells to each cell type generated per clone (clone size) in 

either PBS or FL condition within each cluster. Each dot represents a barcoded clone. 

Numbers of PBS- and FL-treated barcodes in each cluster are shown on left panel. P-

values in are calculated by unpaired t test. ns: no significant differences, *P < 0.01, **P 

< 0.001, ***P < 0.0001, ****P < 0.00001. Fold change in average clone size comparing 

FL-treated clones to PBS-treated clones are shown. Summary of P-values and fold 

changes is shown in Fig. 4j.  
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Supplementary Figure 5. Isolation and filtering of donor-derived cells. 

a, gating strategy used during index sorting of single donor-derived cells as shown in Fig. 

5. As donor cells were CTV-labelled prior to transplantation, CTV+ cells were sorted. b, 

gating strategy used to remove potential dead (based on FSC, SSC and PI) and 

contaminated endogenous cells (CD45.1lowCD45.2+) after sorting.  
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Supplementary Figure 6. Similarity scores to cell types. 

Similarity scores to cell types were computed using SingleR. The top 120 cell types (out 

of 253) are shown. Cell types highlighted in red boxes were chosen for comparison in 

Fig. 6. 
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Chapter 5. Final Discussion 

The overarching aim of this thesis was to understand the development of DCs at a single 

cell level. The current models of DC development are largely constructed based on 

observations and interpretation from population-based studies. Despite decades of 

research, controversies and confusions regarding several key questions remain, including 

the fundamental discrepancy between myeloid and lymphoid pathways of DC 

development and the existence of several intermediate developmental stages such as 

MDPs, amongst others (Figure 1.3). Therefore, a complete model of DC development is 

still lacking. These issues form part of a greater challenge in the creation of accurate 

models of haematopoiesis, with increasing evidence demonstrating substantial functional 

and transcriptional heterogeneity of HSPCs, as well as remarkable complexity of 

developmental trajectories. Collectively, these highlight the need to better evaluate the 

clonal output of HSPCs towards all haematopoietic lineages, including DCs, to help 

construct comprehensive models of haematopoiesis. 

 

In Chapter 3, I developed a novel experimental and computational framework that 

utilised cellular barcoding to tag single HSPCs and follow their DC output longitudinally. 

This was performed in  a well-established in vitro FL culture that mimics steady-state DC 

development (Naik et al., 2005). This framework, for the first time, allowed high-

throughput and systematic characterization of clonal developmental dynamics of early 

HSPCs during DC development. In addition to the experimental setup, two novel 

computational approach were developed or adapted to analyse this barcoding data. First, 

‘DiSNE movies’ were conceived to visualize this complex and dynamic process in an 

intuitive way. Second, a density-based algorithm was applied to classify the spectrum of 

HSPC clonal fate and allowed for systematic categorisation and measurement of 

reproducibility. As a result, Chapter 3 helped define the key features of single HSPC 

clonal contribution during DC development, including features of which DCs (clone fate), 

how many DCs (clone size), and when DCs (clone timing) are generated. Collectively, 

these distinct properties contribute to what I defined as a clone’s ‘cellular trajectory’.  

 

Although individual clones follow distinct clonal trajectories, major patterns can be 

revealed when large numbers of clones are tracked. After profiling cellular trajectories of 
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thousands of HSPC clones, three main classes were identified in Chapter 3. These 

included clones that can generate both cDCs and pDCs, and clones with biased output 

towards either cDCs or pDCs (Chapter 3; Figure 4). These findings indicate that a 

proportion of HSPCs have already committed to cDC and pDC development, while others 

are still uncommitted. This potentially helps reconcile conflicting models of DC 

development that stipulate either early (Dress et al., 2019; Helft et al., 2017; Lee et al., 

2017; Rodrigues et al., 2018), or late separation of DC subtype fate (Naik et al., 2007; 

Onai et al., 2007). Future works can employ the framework described here to 

systematically compare the DC developmental trajectories from the different early and 

late DC progenitor populations described in the literature. Importantly, within each of the 

three major classes, HSPC clones can be further separated by their timing of DC 

contribution (Chapter 3; Figure 4). Collectively, the results presented in Chapter 3 are 

consistent with the most recently proposed revised models of haematopoiesis, which 

imply the organization of HSPCs on a continuous developmental landscape (Guilliams et 

al., 2018; Haas et al., 2018; Laurenti and Göttgens, 2018; Velten et al., 2017b). 

 

Most importantly, when cellular trajectories of sister sub-clones derived from the same 

founder clone were compared using a clone-splitting approach, I observed significant 

conservation of all features of clonal fate, size and timing (Chapter 3; Figure 5). This 

supports the notion that the properties of clonal cellular trajectories are largely intrinsic 

within individual HSPC clones. This key finding opens the possibility of probing several 

fundamental questions regarding clonal DC development in the future. One example is to 

combine clone-splitting and single cell RNA-sequencing to examine the molecular 

determinants of each aspect (clonal fate, size and timing) of cellular trajectories, similar 

to SIS-seq (Tian et al., 2018). Another example could be to investigate the changes in DC 

trajectories between steady-state and perturbed conditions on sister sub-clones. For 

example  stimuli known to differentially affect DC subtype generation at a population 

level, such as M-CSF and TPO (Onai et al., 2013), could be added to one arm of the 

clone-splitting experiment while normal culture condition is maintained in the other arm. 

 

The results from Chapter 3, together with evidence presented from other single cell 

studies regarding the development of DCs (Helft et al., 2017; Lee et al., 2017; Naik et al., 

2013) or other haematopoietic lineages (Dykstra et al., 2007; Notta et al., 2016b; Velten 

et al., 2017b; Yamamoto et al., 2013), strongly support the notion that the majority of 
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single early HSPCs in the steady-state are already primed for distinct lineage fates. This 

raises a key question – how stable is such priming?  For example, how do single HSPCs 

change in response to environmental cues such as elevated cytokines during infection or 

clinical intervention (‘emergency haematopoiesis’)? Such conditions are known to skew 

lineage production with, for example, increased numbers of cell type A and decreased 

numbers of cell type B. Theoretically, this could be due to an instructive role of the 

emergency cues, leading to lineage conversion of HSPC clones primed for cell type B to 

develop into cell type A, indicative of fate plasticity of these HSPCs. Alternatively, 

lineage priming is stably established in single HSPCs and cannot be easily diverged by 

emergency cues. Instead, these cues could enhance clonal expansion of pre-existing 

HSPCs primed for cell type A, leading to skewing in lineage production. To test the clonal 

parameters that change in order to account for these observations, we examined an in vivo 

model of emergency DC development induced by supra-physiological levels of FL 

stimulation in Chapter 4.  

 

This model was chosen based on a few important considerations. First, unlike other 

haematopoietic cytokines, the receptor for FL (Flt3) is already expressed on the majority 

of early HSPCs. In particular, LMPPs are defined by their high levels of Flt3 (Adolfsson 

et al., 2005; Naik et al., 2013). In addition, most haematopoietic populations, including 

both myeloid and lymphoid lineages, develop through a Flt3-expressing stage (Boyer et 

al., 2011; Buza-Vidas et al., 2011). Therefore, early HSPCs are capable of responding to 

exogenous administration of FL. Second, despite the potential to influence the 

development of most haematopoietic lineages, supra-physiological levels of FL are 

known to preferentially expand DCs, particularly cDC1s, but not other lineages 

(Maraskovsky, 1996; O'Keeffe et al., 2002). Third, while FL is known to be an essential 

regulator of DC development, its role during early stages of DC development is 

controversial (Sitnicka et al., 2007; Tsapogas et al., 2014; Waskow et al., 2008). Fourth, 

increased cDC1 production via exogenous administration of FL is beneficial in 

controlling pathogenic infections and cancers (Guermonprez et al., 2013; Salmon et al., 

2016), and has been shown to be safe and well tolerated in humans (Anandasabapathy et 

al., 2015). Therefore, a better understanding of the clonal aetiology of this process would 

not only provide insights into fundamental questions regarding ‘fate plasticity’ and the 

regulation of DC development, but also has implications regarding the potential utility 

and optimization of FL therapy. 
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Herein, I provided evidence of an active and possibly predominant contribution from 

early HSPCs to emergency DC generation in response to supra-physiological levels of 

FL (Chapter 4; Figure 1 & 2). My findings do not exclude a role for FL in expanding 

CDPs and mature DCs (Waskow et al., 2008) – indeed this may be a contributing factor 

in such progenitors derived from early HSPCs at a later stage in the 14-day cytokine 

exposure protocol. However, my results do clearly demonstrate that FL plays a role in 

expanding DCs from the earliest HSPCs. 

 

Based on this finding, cellular barcoding was then used to tag individual early HSPCs 

and trace their lineage output in vivo, with or without exogeneous FL stimulation. 

Barcoded HSPCs were classified based on their distinct fate bias, followed by systematic 

comparison of barcode distribution and contribution to DC generation. I first examined 

the possibility of recruitment of HSPCs upon exogenous FL stimulation that were primed 

for lineages other than DCs, and found little evidence for this. Instead, there was a global 

increase in the expansion of pre-existing DC-primed HSPCs, particularly those HSPC 

clones with multi-lineage potentials (Chapter 4; Figure 3 & 4). Consistently, most early 

HSPCs were found to divide faster during the early phase of FL-mediated emergency 

haematopoiesis (Chapter 4; Figure 5), leading to enrichment of two groups of DC-

primed progenitors. The first group represents a relatively mature cDC precursor 

population, while the second group contains early progenitors that are highly proliferative 

and exhibit molecular programs consistent with priming towards DC generation 

(Chapter 4; Figure 6 & 7). Collectively, these results demonstrate that FL-mediated 

emergency DC generation is predominantly driven by enhanced clonal expansion of a 

branch within individual HSPCs that already exhibit DC potential. 

 

How extrinsic signals such as cytokine stimulation influence lineage commitment has 

been a central debate in haematopoiesis. Haematopoietic cytokines can provide survival, 

proliferation and differentiation signals to progenitors. Two non-mutually exclusive 

models have been proposed (Endele et al., 2014). In a ‘permissive’ model, cytokines 

mainly act as survival and/or proliferation factors that allow selective expansion of 

HSPCs that are already lineage committed. Conversely, an ‘instructive’ model implies an 

active role of cytokines in dictating lineage choices within single multi-potential HSPCs 
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by inducing lineage-specific transcriptional programs with/without inhibition of 

alternative fate programs.  

 

Importantly, while some studies (Grover et al., 2014; Tsapogas et al., 2014) observe 

skewing in lineage production at the population level with different cytokine stimulation, 

this observation alone does not demonstrate an instructive role of cytokines in lineage 

determination. This is because changes in total cell numbers might not reflect changes at 

the clonal level; i.e. proliferation of some progenitors and simultaneous death of others 

can also result in skewing of lineage production. Therefore, it is crucial to follow the 

development of individual clones with or without stimulation to confirm an instructive 

role of extrinsic signals.  

 

One landmark study utilized long-term live cell imaging to continuously track the output 

of individual GMPs after exposure to either M-CSF or G-CSF in vitro and demonstrated 

almost exclusive generation of monocytes or granulocytes, respectively (Rieger et al., 

2009). Similarly, cytokines including M-CSF and TNF were demonstrated to directly 

induce up-regulation of transcription factor PU.1 and initiate myeloid fate in single HSCs 

using continuous live cell imaging (Etzrodt et al., 2019; Mossadegh-Keller et al., 2013). 

Together, these findings support the notion that cytokines can instruct lineage choice in 

single HSPCs. However, whether cytokine instruction represents the major source of fate 

determination in a more physiological relevant context remains to be determined.  

 

Based on the results presented in Chapter 4, a permissive role of FL seems to account 

for the majority of emergency DC generation. Unlike the primitive HSCs used in the 

aforementioned studies (Etzrodt et al., 2019; Mossadegh-Keller et al., 2013), the majority 

of HSPCs examined in this thesis already exhibit some degree of lineage priming 

(Adolfsson et al., 2005; Naik et al., 2013). When examining this HSPC compartment 

(CD11b–cKit+Sca1+), supra-physiological levels of FL do not seem to instruct DC 

development from HSPCs that are not DC-primed, but only affects those that already 

have pre-established DC potential. However, it is important to note that the majority of 

DCs are produced by HSPCs that have multi-lineage potential, rather than those with DC-

restricted output. Furthermore, although FL stimulation fails to initiate a DC fate program 

in other HSPCs, it can preferentially guide DC generation from multipotent HSPCs, 

without inhibiting the development of myeloid or lymphoid lineages from the same 
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clones. Therefore, one could argue that although FL stimulation does not ‘instruct’ DC 

fate establishment in these settings, it can ‘instruct’ preferential DC production in these 

multipotent HSPC clones. Together, these results suggest that once HSPCs establish a 

lineage program, it is relatively stable and cannot be easily switched by cytokine 

stimulation. 

 

Importantly, the results presented in this thesis do not exclude the possibility that FL can 

play an instructive role in DC fate determination within the most primitive HSCs that 

have not yet established any lineage bias. This question can potentially be addressed using 

long-term live cell imaging to follow DC development from primitive HSCs, once key 

technical challenges are overcome. One such challenge is the limitation regarding how 

long continuous imaging can be performed in DC cultures. One recent study attempted to 

image DC development from CDPs, and was able to follow individual clones for five 

days (Dursun et al., 2016). Importantly, most clones did not become fully differentiated 

during this period (Dursun et al., 2016). Therefore, it is currently not feasible to track DC 

development from an earlier HSC stage using continuous live cell imaging, as the time 

required for DC differentiation exceeds the maximal limit of the current technology. 

 

Although the study conducted in this thesis does not allow a definitive assessment of how 

DC fate establishment occur within single HSPCs, a few potential novel regulators and/or 

markers of emergency DC development may have been identified. These are genes that 

were up-regulated in the unique group of DC-primed early progenitors, which were 

enriched after FL stimulation (Chapter 4; Cluster 9 in Figure 6 & 7). Some interesting 

candidates include surface markers such as CD93 and transcription factors such as Irf8 

and Foxp1. Of those, Irf8 is a well-known regulator of DC development and its expression 

is recently shown to correlate with early DC fate priming in the LMPP population 

(Kurotaki et al., 2019b).  

 

In contrast, little has been reported regarding the potential relationships between DC 

development and CD93 or Foxp1. CD93 is primarily known as a marker for early B cell 

development (Chevrier et al., 2009), but is also widely expressed in a variety of other cell 

types such as monocytes and neutrophils (Bohlson et al., 2005). Interestingly, an early 

study has reported positive expression of CD93 on DC progenitors that are Flt3+CD11b+ 

(Hieronymus et al., 2005). However, whether CD93 expression on early HSPCs 
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demarcates progenitors with DC-biased fate, and whether this applies in steady-state 

and/or emergency situations, remains to be determined. 

 

On the other hand, the transcription factor Foxp1 is best known for its critical role in 

regulating brain development (Rocca et al., 2017). In the context of haematopoiesis, 

Foxp1 is shown to be essential in regulating the development of B cells (Hu et al., 2006), 

and it also appears to promote the expansion of early HSPCs (Naudin et al., 2017). 

Importantly, a recent study reports a potential role of Foxp1 in regulating DC maturation 

and function (Guo et al., 2019). However, whether Foxp1 differentially regulates DC 

development from early HSPCs is unknown. Together, future studies should determine 

whether CD93 or Foxp1 represents a novel regulator of DC development. 

 

Cells in this unique group of DC-primed early progenitors (cluster 9) are shown to 

originate from the most responsive HSPC clones to FL stimulation (Chapter 4; Figure 

6), and up-regulation of large numbers of cell cycle-related genes is observed (Chapter 

4; Figure 7). Of those, Ccnd1 is specifically expressed by DCs compared to other 

haematopoietic lineages (The Immunological Genome Project Consortium et al., 2008). 

Importantly, Ccnd1 encodes for the protein cyclin D1, which forms a complex with 

cyclin-dependent kinases CDK4 and CDK6 and regulates their functions (Musgrove et 

al., 2011). Interestingly, CDK6 is also highly expressed by these DC-primed early 

progenitors in cluster 9 (Chapter 4; Figure 7). While CDK6 is commonly known as a 

cell cycle kinase, it also plays a potential role in regulating transcription of genes 

including Flt3 (Uras et al., 2016). Therefore, taken together, this might suggest the 

existence of a potential feedback loop between Flt3, CDK6 and cyclin D1, which might 

play a critical role in regulating DC development. Furthermore, it is important to 

understand the interplay between these factors, because both Flt3 and CDK6 are clinical 

targets in the treatment of a variety of cancers. In particular, a CDK4/6 inhibitor called 

palbociclib is an approved anti-cancer agent (Finn et al., 2009). Therefore, future 

experiments should address the fundamental and clinical relevance of any potential 

interaction between Flt3, cyclin D1 and CDK6. 

 

In conclusion, this thesis examines clonal DC development during both the steady-state 

and emergency conditions. The findings presented here, together with other clonal 

studies, help to construct an alternative model of DC development (Figure 5.1). During 
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the steady-state, early HSPCs are not organized in a hierarchy as implied by traditional 

models of haematopoiesis, but are represented as a cloud of cells with different degrees 

of lineage priming. In particular, each HSPC clone may largely be programmed for their 

cellular trajectories, which include their lineage fate, clone size, and timing of 

contribution. During emergency conditions, such as in the case of FL-mediated 

emergency DC development, not all HSPCs are responsive despite harbouring the 

cytokine receptor for FL. Rather, only those with pre-established DC potential were 

amenable to expansion. These include clones that have multi-lineage potential as well as 

those with DC-restricted fate. Upon FL exposure, these clones become highly 

proliferative and selectively expand a DC-producing branch, leading to preferential 

generation of DCs. The findings presented in this thesis enhance our understanding of the 

clonal level control of HSPC fate, with implications for the maintenance or manipulation 

of DC numbers in health and disease. 
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Figure 5.1 A revised model of DC development during steady-state and FL-
mediated emergency condition. 

In the steady-state, the cellular trajectories (clone size, fate and timing) of individual 

HSPCs are largely programmed. Upon exposure to supra-physiological levels of FL 

stimulation, enhanced expansion occurs in HSPC clones that are primed with DC 

potential (red boxes), including those that are DC-restricted and those with multi-lineage 

potential. This leads to preferential emergency DC generation.  
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