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FOREWORD

The World Meteorological Organization (WMO) through its Members, recognizes that in
this era of Big Data, and of the increased complexity and diversity of observing
technologies, we must not forget that a weather datum is the result of measurements
and complex data processing, and that the traceability and understanding of
measurements are critical to ensuring that data is fit-for-purpose and that they support
the provision of environmental intelligence for government and business sector decision
makers.

The Commission for Instruments and Methods of Observation (CIMO), as one of the
eight Technical Commissions of WMO, focuses its work on ensuring the provision of
accurate weather and climate data by promoting and facilitating the international
standardization, compatibility, and sustainability of meteorological measurement
systems used by Members within the WMO Integrated Global Observing System, and the
traceability and consistency of their observations and data. CIMO plays a leadership role
in facilitating the evolution of measuring methods and equipment critical to Member’s
needs, by fostering innovation and engagements with meteorological instrument
manufacturers, the scientific community, and other developers, while remaining truthful
to the principles of traceability and understanding of observations.

To achieve its mission, CIMO supports and coordinates joint initiatives of Members with
respect to observing systems, to meet their critical needs in support of a broad range of
hydro-meteorological and climate applications. This is the only approach to ensure
results that exceed what each Member would achieve, alone, for ensuring the
consistency of data, across borders, at national, regional, and global level.

In the context of the increasing diversity of observing technologies, CIMO has organized
several intercomparisons of existing and emerging observing technologies, to inform
Members about the impact and opportunities offered by advances in technology. Their
results have been critical in ensuring the sustained reliability of observing instruments
and systems, addressing the need to align the technology developments with the
requirements of users of data, and the challenges of operational environments, across
the globe, as well as supporting the capability building in developing and least developed
countries, to close the technology and knowledge gap between them and the developed
countries.

Solid precipitation and snow on ground are among the most complex and challenging
parameters to observe, measure, and report on. The significant evolution of
measurement techniques over the last three decades, as well as the emergence of new
applications (for example, climate change, nowcasting, water supply budgets, avalanche
forecast and warnings, satellite ground validation) have increased the demand for
precipitation and snow data with increased temporal and spatial resolutions. Aligned with
its mission, CIMO assumed in 2010, the lead role in organizing an internationally
coordinate intercomparison for assessing the impact of automation on the measurement
of snowfall, snow depth and solid precipitation in cold climates, the WMO Solid
Precipitation Intercomparison Experiment (WMO SPICE).

SPICE has been one of most inclusive, most complex, and most internationally engaging
intercomparison of CIMO. Involving the participation of well over 100 experts from



sixteen countries from five continents, with the participation of more than twenty
instrument manufacturers, and with intercomparisons organized on twenty sites hosted
by diverse organizations (operational, research, private sector), SPICE has provided a
model for international collaboration and engagement.

The results of SPICE are impressive and cover a large range of topics. They provide
comprehensive insight on the impact of measurement techniques and the influence of
environmental factors, on the quality of precipitation and snow data. The results
documented in this report include the detailed characterization of current and emerging
measurement instruments, together with recommendations on how to address noted
limitations and biases, making them very relevant to the operational and research
programs of Members.

In addition to this SPICE report, as published by CIMO, a number of scientific papers
have been already published in reputable scientific journals, with specific results from
the SPICE intercomparison, thus offering a wealth of information and insight for all users
of instrumentation and solid precipitation and snow data. It is clear that more work
needs to be done to translate all recommendations made in applicable guidelines, on
improvements to instruments and systems, as well as on the harmonization of data. I
am confident that CIMO in collaboration with other Technical Commissions of WMO,
Members, and manufacturers, will continue working together to address these
recommendations, and ensure the expected sustainability and quality of solid
precipitation and snow data.

Perhaps, the most important legacy of SPICE is the investment in people made by all
those who contributed to this project. SPICE has fostered an incredibly closely knitted
global expert community, which has brought into its fold a large humber of young
scientists and instrument experts. This is the strongest assurance that the principles of
data quality, sustainability, standardization, and traceability will continue to be upheld,
as the technologies evolve and diversify and the demands for data increase.

I wish to express my sincere gratitude and that of the WMO Commission for Instruments
and Methods of Observation to all SPICE contributors both within WMO CIMO experts as
well as the private vendors community. In particular I want to congratulate Mrs Rodica
Nitu who has proven a wonderful leadership since 2010 for what has represented by far
one of the most challenging inter-comparison ever in CIMO. My gratitude goes also to M.
Yves-Alain Roulet for his significant involvement in the final drafting of the current report
as well as the WMO Instruments and Methods of Observation Unit staff for their
invaluable continuous support in SPICE.

(Prof. B. Calpini)
President

Commission for Instruments and Methods of Observation
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EXECUTIVE SUMMARY

The Solid Precipitation Intercomparison Experiment (SPICE) was conducted as an internationally
coordinated project, initiated and guided by the Commission for Instruments and Methods of
Observation (CIMO) of the World Meteorological Organization (WMO). The SPICE field experiments
took place between 2013 and 2015, with a preparatory stage during the winter of 2012/13.

SPICE was carried out as a major international effort, and has been remarkable for the diversity of
organizations which hosted SPICE tests, contributed with instruments, and were engaged in the data
analysis and the derivation of results. In addition to National Meteorological and Hydrological
Services, research organizations, academia, and the private sector played active roles and made
unique contributions. Field experiments were conducted at twenty sites located in fifteen countries,
on all continents except Africa and Antarctica, as outlined in Section 2 of this report. The instrument
manufacturing community made a significant contribution to SPICE, as more than twenty instrument
manufacturers provided instruments measuring precipitation amount, snow depth, and snow water
equivalent. Each instrument model was tested on one or more sites in different climate regimes and
over a large range of environmental conditions, providing a solid foundation for the results presented
in this report.

As presented in Section 1 of this report, the core objectives of SPICE focused on providing guidance
on the use of automatic instruments measuring and reporting solid precipitation, snow depth, and
snow water equivalent in cold climates, and on the related data aspects over various time periods
(i.e. minute, hour, day, season).

Due to changing circumstances at the local level, the tests on some sites were conducted only
partially. In spite of this outcome, the significant engagement provided an effective mechanism for
increasing the awareness of the complexity of measuring precipitation in cold regions, and has
facilitated building linkages between experts in different parts of the world, leading to the creation of
an informal but strong community of practice.

Reflective of the complexity of the intercomparison, this report has been structured to account for
the relevant new knowledge acquired through the Intercomparison. In preparation of this final
report, specific, topic-driven, results have been published, already, in peer reviewed journals. The
most notable is the Inter-Journal Special issue: “WMO-SPICE and its applications”, published in
Hydrology and Earth System Sciences and other relevant journals of the European Geosciences
Union, https://www.hydrol-earth-syst-sci.net/ special_issue400_78.html.

The results of the intercomparison allowed the team to address most of the project objectives. These
include the traceability and the configuration of field references using automatic instruments for the
unattended measurement of solid precipitation and snow on ground in cold climates. A second set of
results published in this report are focused on recommendations for adjustments that account for
the undercatch of solid precipitation due to gauge exposure, and are presented as a function of data
available at operational sites, such as wind and temperature.

A third set of results are focused on the instruments tested. For each instrument type and model, the
report includes individual Instrument Performance Reports (IPRs), provided in Annex 6. These include
specific assessments of individual instrument performance relative to a field reference, on the
configuration and use of the instrument, on notable operational aspects, as well as
recommendations for potential improvements.
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Specific operational challenges, such as the use of wind shields, the heating of instruments,
addressing snow capping, the detectability of light precipitation, and the challenges of measuring
snow on the ground, have been assessed throughout SPICE, and are documented in this report. This
documentation is reflective of the variety of climates where tests were conducted and the collective
experience of participants

Overall, the SPICE final report highlights three aspects which made SPICE possible, which are
important takeaways for any future initiative, and are recommended as foundational principles for
operational programmes supporting multiple applications, concurrently.

First is the fact that complex questions regarding Earth System observations can be addressed only
through international, multi-disciplinary, multi-stakeholder collaboration; as the environment knows
no borders, it is critical to ensure broad ownership of results and understanding of limitations of
observations, and to ensuring consistency and availability of information.

Secondly, the SPICE experience and outcomes demonstrate the critical role and the necessity of
standardization for generating and exchanging relevant and consistent data and results; this refers,
but is not limited to, instrument configuration, instrument siting and exposure, maintenance and
operations, and, of equal importance, the metadata vocabulary and semantics, and the data models
used.

The third aspect is related to the need for accessibility and distribution of information on methods,
the data traceability, and the accessibility to algorithms processing individual measurements in data
over various time scales; the value of data increases with its full understanding.

This report, however, does not provide a relative comparison of the instruments tested. As tests
were conducted on multiple sites, in a variety of climate conditions, the results have shown that the
environmental conditions, the instrument and site configurations, and the operational and
maintenance aspects play a critical role in the quality and consistency of data. The team felt that a
direct comparison of instruments under test would not be representative of the complexity of factors
influencing the measurements, and instead focused on reporting on individual performances and
provided instrument-based recommendations for addressing noted issues.

The findings of SPICE have allowed the team to put forward a comprehensive list of conclusions and
recommendations, as presented after this summary. These are addressed to a broad audience,
including manufacturers, operators of instruments, and users of data. The report outlines
recommendations for future work, inviting WMO and other interested parties to consider follow-up
initiatives to pilot the findings and the recommendations of this report, and ensure that they have a
real impact, in practice.

The project team (listed on the front page of the report and in the acknowledgment section above)
would like to thank their home organizations, which supported their engagement and the field tests,
the WMO, the instrument providers, and all participants for their significant support in carrying out
SPICE.
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CONCLUSIONS AND RECOMMENDATIONS

This chapter summarizes the outcomes and conclusions of SPICE and provides a list of
recommendations, including for future work to advance the understanding and use of solid
precipitation datasets. This summary is presented by reiterating the objectives of SPICE as defined at
the beginning of the project (identified by bold and italicized text below) and outlining the
corresponding progress and remaining gaps. More detailed results and recommendations are
disseminated throughout the report, typically at the end of each chapter. Based on experience
gained during SPICE, a set of recommendations for future WMO intercomparisons is also provided at
the conclusion of this chapter.

Overall, the individual national contributions to SPICE have enabled the development of significant
observational and data management infrastructure, specific to the operational configurations of each
contributing country. It is strongly recommended that SPICE sites, together with their data collection
and management capabilities and the expert capacity developed over the course of this project, are
maintained to facilitate the long term assessment of national precipitation and snow datasets. This
will allow for the assessment of changes in these datasets over time and the impact of changes in the
methods of observation or instrument configuration.

As SPICE was a demonstration project of the Global Cryosphere Watch (GCW), it is suggested that the
existing SPICE sites are integrated into the GCW Surface Observing Network as CryoNet stations. This
will facilitate the contribution of these stations to further development and testing of operational
best practices for the measurement of solid precipitation, and the implementation of many of the
recommendations from this report, as a joint effort of the international expert community. They
would provide excellent sites for global evaluation/validation of satellite products and model
outputs.

SPICE has fostered the development of a new generation of young experts in all contributing
countries, and it is strongly recommended that their engagement continues in relevant projects (e.g.
as part of the collaboration within the GCW framework) to support the building of expert capacity
and a community of practice, internationally.

Recommend appropriate automated field reference system(s) for the unattended
measurement of solid precipitation. Define and validate one or more field references using
automatic instruments for each parameter being investigated, over a range of temporal
resolutions (e.g. from daily to minutes).

This objective was achieved through the assessment and comparison of several field reference
configurations, with emphasis on the traceability of reference data and linkages with previous work,
notably the previous WMO solid precipitation measurement intercomparison (Goodison et al., 1998).
The following results were obtained, as presented in Section 3.2 of this report:

- Reference data for solid precipitation were derived from configurations using automatic
instruments as a composite, rather than as a single measurement dataset, incorporating
precipitation amount, precipitation type, and the environmental conditions over the
specified assessment interval. The duration of the assessment interval was found to be an
important factor impacting the reference dataset and subsequent analyses.

- Comparison between the manual bush gauge (RO) and DFIR (R1) at the Valdai SPICE site
showed that, on average, the bush gauge caught 5-6% more than the DFIR for snow and
mixed precipitation. This comparison was done on a daily scale, only.
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Comparison of automatic bush gauge (R0aG) and DFAR (R2G) configurations at Caribou Creek
showed that the mean catch of the DFAR exceeded that of the automatic bush gauge by 7%.
These results were derived using 60 minute event datasets for two winter seasons.

Comparison of DFAR (R2G) and DFIR (R1) measurements at the CARE SPICE site over three
winter seasons showed that the reported precipitation amount from the automatic
configuration (R2) was about 7% below the corresponding manual (R1, Tretyakov gauge)
value. The measurement interval used for this assessment was daily, similar to that used for
the comparison of RO and R1 reference configurations.

The impact of the type of automatic gauge used in the DFAR was assessed through the
comparison of parallel DFAR (R2) reference configurations at three SPICE sites: CARE
(Canada), Bratt’s Lake (Canada), and Gochang (Rep. of Korea). Each of these sites had both an
R2 configuration with a Geonor T-200B3 (R2G) and an R2 with an OTT Pluvio® (R2P),
reflecting the decision that each SPICE site could use either gauge type in their field
reference configuration. This assessment demonstrated similar performance for these two
reference systems, indicating that the reference data are not critically influenced by the
specific type of automatic weighing gauge used.

For the measurement of snow depth, the SPICE results demonstrated the feasibility of using
multiple automatic instruments to derive a composite reference dataset as an alternative to
manual measurements. This method is applicable over shorter time intervals than those
typically used for manual measurements (e.g. daily or twice per day). It was also shown that
large spatial variability in snow depth can often make instrument intercomparisons more
difficult to assess.

For the measurement of snow water equivalent, SWE, the results of SPICE show that more
work is required to define a reliable automated field reference for use in various climate
conditions.

The resulting recommendations are as follows:

Further assessments should be conducted for the field reference configurations
recommended by SPICE, including in other climate regimes and over longer periods. To
achieve this, it is recommended to set up “super sites”, with all references recommended in
this report collocated, to allow for further assessment and characterization of their relative
performance for different climate regimes, reporting intervals, operating conditions, and
field limitations. This would support the need for traceability of observations in the absence
of a primary standard.

For operational networks, operators are strongly encouraged to configure and maintain
continuously at least one comprehensive test site with high quality measurements, e.g. a
DFAR, and including precipitation detectors, where it would be possible to also operate their
national gauge(s) in the configuration(s) used operationally. This would enable networks to
characterize the measurement uncertainty of national gauge(s) and to provide
recommendations for long term network management based on solid precipitation data
quality.

Wind speed and direction measurements at gauge height and at 10 m, and air temperature
measurements at 2 m (to be used for discriminating snow, mixed and rain events), are
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recommended as the minimum standard ancillary measurements at operational sites where
solid precipitation is monitored. As the use of temperature for determining the precipitation
type has limitations, it is recommended that operational sites use precipitation type sensors
to enable the accurate identification of precipitation type, where possible. It is strongly
recommended that future work is undertaken to characterize the ability of these instruments
to determine precipitation type accurately, in all climate types, and that further
improvements are made to address the limitations of sensors outlined in this report.

The results in this report were based on site event datasets with a 30 minute event
definition. Operationally, different processing intervals are used for different applications.
Accordingly, further work is recommended to assess if the DFAR is a reasonable reference
configuration for other time scales, and to assess the impact of different processing intervals
on the quality and traceability of data.

The importance of a robust data quality control scheme has been demonstrated (see Section
3.3.2 for the description of the QC procedures developed for SPICE). It is recommended that,
for operational purposes, quality control protocols are developed based on the results in this
report, to ensure that operational data meet the same, or higher, quality standards.

For the measurement of snow depth, future work is recommended to further develop and
refine the derivation of reference datasets using multiple automatic instruments as new
technologies become available. Future work is also recommended on the use of camera
images for the semi-automatic derivation of snow depth data from snow stakes. Additionally,
further work is recommended to address the instrument specific improvements proposed in
the individual instrument performance reports (Annex 6).

Regarding the measurement of SWE, as no automatic measurement could be validated as a
reference, it is recommended to continue to use manual measurements as the reference for
instrument intercomparisons, recognizing the inherent errors and biases in the various
manual SWE measurement devices and techniques.

Assess/characterize automatic systems (both the hardware and the associated processing)
used in operational applications for the measurement of Solid Precipitation (i.e. gauges as
“black boxes”):

a. Assess the ability of operational automatic systems to robustly perform over a range of

operating conditions;

The sensors under test were evaluated in various climates and operational conditions. Instrument-
specific results and recommendations are presented in the instrument performance reports (see
Annex 6), which include considerations of operational performance and maintenance requirements
based on the experiences of site managers during the SPICE field campaign. Most of the instruments
tested were proven to be robust and reliable if operated within their recommended operating
conditions (as defined in user manuals).

b. Derive adjustments to be applied to measurements from operational automatic systems, as a

function of variables available at an operational site: e.g., wind, temp, RH;

Transfer functions were developed to adjust precipitation measurements from operational
automatic systems using only wind speed measurements, or both wind and temperature
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measurements. The methodology for the derivation and application of transfer functions is outlined
in Section 3.7 and peer-reviewed publications referenced in this chapter. The transfer functions
developed and tested using SPICE data showed promising results for most of the sites. It should be
noted that sites in mountainous regions with complex terrain, like Formigal and Weissfluhjoch, may
be subject to other phenomena such as turbulent flows due to increased surface roughness. This will
affect gauge catch efficiency, and the assumptions made in deriving the transfer functions will not be
fully applicable. Here is especially relevant, that the wind measurements very likely not represent the
conditions at the gauge due to the complexity of the landscape, thus introducing an error to the
transfer function caused by a less exact wind measurement.

Overall, the results presented in this report demonstrate the potential for the derivation of universal
transfer functions for a given precipitation gauge configuration that can be applied to measurements
in different climate regimes, while recognizing the limitations of their use for measurements
conducted in complex terrain.

It is recommended to apply the methods and results from the SPICE project to national and regional
precipitation data/measurements in various climatic regimes. Further work is needed to derive and
use tailored transfer functions for specific environments, e.g. mountainous regions. Additionally, it is
recommended that operational programs actively disseminate information on the availability of
adjustment procedures that could be applied to raw (uncorrected) operational measurements of
solid precipitation, and conduct targeted assessments of the impact of their application, as
recommended by SPICE.

c¢. Make recommendations on the required ancillary data to enable the derivation of adjustment
procedures to be applied to data from operational sites on a regular basis, potentially, in real-
time or near real-time;

See Il.b above. It is recommended that all solid precipitation measurement programs and projects
ensure that the required ancillary measurements used for the derivation of adjustment procedures
are available operationally and are disseminated with the precipitation data. As noted above, any
site reporting solid precipitation needs to include, at minimum, the measurement of wind speed at
gauge height or at 10 m and temperature at 1.5 to 2 m above ground, and to the extent feasible, an
indication of precipitation type. Note that the specific height of wind speed measurements will
impact the transfer function coefficients. Beyond additional instruments measuring ancillary data, it
is recommended that operating conditions for precipitation gauges (type of measurement method,
presence of a shield, presence/operation of a heating system) are made available together with the
raw data, in order to allow for sound application of adjustment techniques. Importantly, data
provided by operational systems should include information on whether or not they have been
adjusted.

d. Assess operational data processing and data quality management techniques;

The SPICE results are based on a standardized data processing approach that includes data quality
control, precipitation event selection, and data archival (see Sections 3.3 to 3.5). These results offer a
baseline for understanding the performance of different technologies used operationally, in different
countries.

It is recommended that additional activities are organized to apply these results to derive time series
solid precipitation data and products, for different time intervals, and for specific applications,
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testing different approaches for operational data processing and data quality management, including
the application of adjustments.

e. Assess the minimum practicable temporal resolution for reporting a valid solid precipitation
measurement (amount, snowfall, and snow depth on the ground);

Based on the SPICE assessment results, a 30 minute time interval is a reasonable minimum
practicable temporal resolution when using a 0.25 mm threshold for the detection of precipitation.

It is recommended that additional work is organized to assess the practicability of higher temporal
resolutions, and the linkages with specific applications (e.g. radar calibration). Higher temporal
resolutions are technically achievable, but may be limited in application by the signal-to-noise ratio
of the measuring device; this is applicable to both the measurement of solid precipitation and snow
depth.

f.  Evaluate the ability to detect and measure trace to light precipitation.

Light or trace precipitation (identified by minimum 0.1 mm reference gauge accumulation) has also
been studied; the results are presented in Section 4.2.5. For accumulation values below 0.1 mm, it is
difficult to distinguish between noise and precipitation (see Section 3.4.3). Specifically, the ability to
measure under various climate conditions (e.g. as a function of wind speed), with different
instruments, and in different configurations (with and without a wind shield) has been assessed. In
general, the weighing gauges showed good ability to detect light precipitation. The use of ancillary
data (further work is needed to identify which data and how to measure it) is, nevertheless, highly
recommended to identify blowing snow events that can confound the interpretation of results. The
assessment of the applicability of transfer functions has been extended to light precipitation events.
In general, good agreement was found between the adjusted data and the reference data (see
Section 4.2.5.1.3).

Further assessments are recommended in conjunction with the work recommended above (ll.a to
Il.e).

[} Provide recommendations on best practices and configurations for measurement systems in
operational environments:

The instruments assessed during SPICE were configured and operated as recommended by
manufacturers. This included the use of specific data outputs, including those for which the internal
algorithm is proprietary.

As the expertise of instrument users varies significantly, and as instruments are used for a wide range
of applications, the manufacturers are strongly urged to support these diverse communities by
providing access to both raw data (for advanced users) and derived data products (for general use),
along with detailed descriptions of the datasets available and the corresponding algorithms. As
demonstrated in SPICE, the measurement of solid precipitation and snow on the ground is complex,
due to the influence of environmental conditions, local topography, and characteristics of
precipitation. Further relevant improvements are possible only through collaboration between
manufacturers and instrument users.

a. On the exposure and siting specific to various types of instruments;

The siting classification from the WMO Guide to Meteorological Instruments and Methods of
Observation (WMO-No. 8, 2014), called the CIMO Guide in the rest of the document, (Part I, Chapter
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1, Annex 1.B) provides criteria for siting and exposure to optimize the quality of precipitation
measurements. Consistent results and conclusions can be drawn from the SPICE experiment and the
response obtained from the different sites. The exposure has a direct impact on the maximum wind
speed at the gauge location, and, hence, on the wind-induced error that can be expected. As an
example to illustrate this, Sodankyla (sheltered site in a forest clearing) showed wind speeds up to 4
m/s, whereas wind speeds over 10 m/s were common in Haukeliseter (very exposed site). The mean
catch ratio of a precipitation gauge against the reference is, accordingly, significantly lower for the
latter.

A sheltered location will foster accumulation of snow on gauges and surrounding infrastructure (i.e.
any snow accumulated will not be removed by wind), and, hence, increase the probability of capping
situations (see Section 4.2.1). More analysis is needed to understand this process (e.g. as a function
of precipitation type, the threshold for precipitation rate that can cause capping, etc.) and develop
ways to mitigate it in an operational context.

At present, there is no siting classification for non-catchment type instruments; however,
measurements from a shielded laser disdrometer (rectangular fence with metallic slats, provided by
the manufacturer) show lower accumulation than the same instrument without a wind shield (see
the IPRs for the Thies LPM in Annex 6). This suggests that the influence of wind on precipitation
measurements by optical disdrometers cannot be assessed and adjusted in the same way as for
weighing gauges. More work is needed to understand the impact of wind and other environmental
parameters on precipitation measurements using non-catchment type instruments.

Similarly, no siting classifications presently exist for snow depth and SWE sensors. Wind can affect
snow depth measurements by ultrasonic and laser sensors by impacting the spatial distribution of
snow (e.g. blowing and drifting snow), and hence, the spatial representativeness of the
measurement. In sheltered locations, snow accumulation on the sensor and sensor infrastructure
(mast, boom) may perturb the sensor’s field of view and impact it’s capability to make a snow depth
measurement (see Section 4.2.6).

It is recommended that for all instruments, the recommendations on siting and exposure made in
this report, and the influence of local conditions, are included in the CIMO Guide. This will ensure
that they are readily available for use by operational programs, leading to improvements to existing
siting classifications, or to new siting classification guidelines, where none are presently available.

For non-catchment type instruments, it is recommended that additional assessments should be
conducted to better understand the relationships between the reported precipitation amount and
the field configuration (e.g. with or without shields), the exposure, and wind speed.

b. On the optimal gauge and shield combination for each type of measurement, for different
collection conditions/climates (e.g., arctic, prairie, coastal snows, windy, mixed conditions);

In general, for weighing gauges and tipping bucket gauges, double-shields are recommended over
single-shields, and single-shields over unshielded configurations. The benefits of double-shields
relative to single-shields in terms of improving catch efficiency are not well demonstrated by the
present results, but have been reported elsewhere (Watson et al., 2008; Smith, 2009; Rasmussen et
al., 2012; Kochendorfer et al., 2017b). The influence of different climate regimes, which dictate the
characteristic snow type(s) and wind conditions, must be taken into account when designing
measurement sites. Summary results are presented in Table 4.5 in Section 4.1.1.3.3.1.3 and provide
an overview of relative performance in different shield configurations at sites in different climate
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regimes. While it is demonstrated clearly that the use of a shield (single or double) will increase the
catch efficiency, there are other consequences that must be taken into account, such as increased
vibration of the instrument due to wind (see Chapter 4.2.4 on measurements in high wind
conditions), noise of the metal slats, and enhanced risk of capping or blowing snow from
accumulation on the shield. Detailed results and recommendations can be found in Section 4.1.1 for
weighing gauges and Section 4.1.2 for tipping bucket gauges. Detailed results for each instrument
can also be found in the respective IPRs (Annex 6).

Transfer functions can be used to determine which sites could benefit most from the use of a shield,
provided the necessary ancillary measurements are available (i.e. assessing the influence of gauge
undercatch at characteristic wind speed and temperature conditions).

Based on the results documented in this report, it is recommended that the operational aspects
related to the use of shields are captured in best practices, distributed to operational programs, and
potentially included in the CIMO Guide.

Given the limited results available on the improvements from using double shields and their optimal
configuration, it is recommended to further evaluate their impact, as a function of the configurations
available.

¢. On instrument specific operational aspects, specific to cold conditions: use of heating, use of
antifreeze (evaluation based on its hygroscopic properties and composition to meet
operational requirements);

Heating is recommended for all types of measurements and sensors evaluated in SPICE in order to
increase the likelihood of continuous measurement, provided that sufficient power is available to
support the operation of heaters. Heating of weighing gauges and tipping bucket gauges will reduce
the risk of capping. In the case of tipping bucket gauges, heating is required to melt solid
precipitation and enable its measurement. Heating will also prevent the gauge from being
completely filled with snow, and depending on the specific heating configuration, can reduce the
time lag between snowfall and the measurement. However, there are potential drawbacks of heating
that require consideration when designing a measurement site. Overheating can lead to warm air
turbulence above the orifice of the gauge, which can reduce the catch efficiency (chimney effect, see
Section 3.1.3.4.4). In the case of tipping bucket gauges, it can also evaporate precipitation before it is
measured.

At low temperatures, the contents of the buckets of weighing gauges can freeze (partially), resulting
in inhomogeneity of the content, which will impact the weight measurement. To prevent this
process, the use of antifreeze is recommended (see Section 4.2.3). Generally, a mixture of either
ethylene glycol and methanol or propylene glycol and methanol is used. The specific antifreeze
solutions for different networks or countries vary depending on the range of temperatures
experienced and national regulations for the use and/or disposal of materials (see Annex 7). Since
the antifreeze mixture is hygroscopic, it needs to be saturated with water to prevent water
absorption from the environment. For gauges without embedded algorithms able to detect and filter
out evaporation episodes, an oil layer on top of the bucket content is recommended, in order to
prevent evaporation (see Annex 7). The oil layer also mitigates the evaporation of the antifreeze
solution.

Where applicable, improvements of gauge shape in order to prevent snow accumulation on the
shoulder/ring of instruments should be investigated, in collaboration with manufacturers.
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For automatic measurements of snow on the ground, heating can prevent snow accumulation on the
mounting infrastructure, and on the sensor itself, in cases of high snowfall rate and low wind speed.
Heating can also cause melting and subsequent formation of ice on or in the sensor, which can affect
the measurement.

It is recommended that these findings are included in the recommended practices for operational
programs (e.g. the CIMO Guide) and are distributed to instrument users.

d. On instruments and their power management requirements needed to provide valid
measurements in harsh environments;

In remote locations or harsh conditions there may be limited or no power availability, which may
limit the potential for the operation and/or heating of specific sensors. The total power requirements
for the optimal operation of sensors is a critical element to be included in the specifications for
purchasing instruments and for station configurations, and this may require some tradeoffs. For the
automatic measurement of snow depth, for example, optical sensors usually have higher power
requirements than acoustic sensors.

Instrument manufacturers are encouraged to address the recommendations made in this report
while optimizing the power consumption of instruments. Additionally, it is recommended that
manufacturers recommend integrated and efficient, autonomous power solutions to address their
instrument power needs, thus expanding the range of operation of these instruments. This would
enable their instruments to be used more reliably in remote conditions, and by users who may not
have the capability to develop complex power solutions, while maintaining the quality of
measurements and data provided. This is a critical need, as the instruments are expected to operate
unattended in remote conditions, and at low temperatures, often with reduced daylight at higher
latitudes, and at higher elevations, in both hemispheres.

As, increasingly, the users of instruments are more generalists, the technical solutions promoted and
offered by manufacturers of instruments and validated through intercomparisons become critical to
sustaining long term data quality when data is provided from diverse networks.

e. On the use of visibility to estimate snowfall intensity

No specific assessments of the feasibility of using visibility for estimating snowfall intensity were
conducted in SPICE. Nevertheless, past contributions can be found in the literature, e.g. work using
observational data from the the Marshal Field site in Boulder, Colorado, USA (Rasmussen et al.,
1999). The study include simultaneous liquid equivalent snowfall rate from a weighing gauge in a
DFAR, crystal types, and both automated and manual visibility measurements. Both the observations
and theory showed that the relationship between liquid equivalent snowfall rate and visibility
depends on the crystal type, the degree of riming, the degree of aggregation, and the degree of
wetness of the crystals, leading to a large variation in the relationship between visibility and snowfall
rate (varying from a factor 3 to 10, with a wide degree of scatter). The main cause for this scatter is
the large variation in cross-sectional area to mass ratio and terminal velocity for natural snow
particles.

Based on this study, presented in Section 4.4, it is not recommended that the liquid equivalent
snowfall rate be estimated using visibility.
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f.  On appropriate target(s) under snow depth measuring sensors;

During SPICE, several sites used and assessed the performance of prepared surface targets beneath
snow-depth sensors. In terms of properties, the targets should:

- Provide a level and stable surface upon which snow can accumulate and melt, as naturally as
possible;

- Provide a reflective surface for either a sonic pulse or an optical beam for increased reliability
of snow-depth measurements, particularly when the accumulated snow is minimal,
intermittent, or zero.

The impact of the target properties (e.g. color, size, and material, artificial or natural) on the
measurement of snow depth is presented in Section 4.2.6.2. As only one target type was tested at
each site, and each site experienced different environmental conditions, comparative results are not
available. Based on the results available, it appears that the sonic sensors are more susceptible to
noise related to natural grass targets, and that their measurements benefit from the use of targets,
while this is not as important for optical sensors.

It is recommended that the target surface is representative of the surface environment where the
measurement will take place (e.g. colour/reflectivity), both during the accumulation phase and
during melting. The user must take into account the potential drawbacks of using artificial targets,
which can lead to errors in data. Among the most important are:

- The freeze-thaw cycle in heavier soils, which can cause frost heave and affect the relative
distance between the sensor and the target, leading to zero-snow-depth drift (ZSD), as
documented in Section 4.2.6.3;

- The settling of ground under the target, which can create ZSD and impact the levelling of the
target;

- Differences in the absorption of solar radiation between the target and the surrounding
ground surface.

Ideally, the distance between the snow depth and the target should be the same at the end of the
accumulation season as it is at the beginning. A shift in this distance could be caused by a change in
the mounting infrastructure of the sensor, a settling or heaving of the target area relative to the
sensor, or both, and needs to be assessed at the beginning and end of each winter season. Details of
ZSD assessment and related adjustments are provided in Section 4.2.6.3.

g. Consideration will be given to the needs of remote locations, in particular those with power
and/or communications limitations.

Several SPICE sites were located in remote locations with power, communication, and access
limitations: New Zealand, Australia, and Forni Glacier (see site reports in Annex 9); Pyramid
Observatory (Nepal); and Tapado (Chile). While no formal intercomparisons were performed on any
of these sites (none were S1 or S2 sites), their participation in SPICE contributed valuable experience
and lessons learned regarding the operation of remote sites.

Key factors to consider in remote locations include how to address the power limitations and the
management of instrument operations and maintenance, data collection and communication, and, in
particular, instrument heating.
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When designing solutions for remote locations, the following elements must be considered:

- The choice of sensor technology to find the right balance between the performance of
measurements and unattended operation over extended periods with limited power (e.g.
sonic vs. optical sensors for snow depth measurements);

- The availability of (near) real-time data communication versus the need to store data locally
and retrieve it periodically;

- The availability of multiple sources of power for redundancy, with specific attention given to
stations at high latitude during periods with minimum or no sun, or in regions with extended
cloud coverage, for which solar power may be limited;

- While heating of instruments typically allows them to perform more effectively in cold
conditions, the limited power resources in remote locations necessitate careful selection of
the heating algorithm used;

- Specific instrument maintenance requirements also need to be taken into consideration. For
example, in the case of weighing gauges, the decision of use needs to take into account the
amount of precipitation on site (i.e. how often the bucket would fill, requiring it to be
manually emptied), the requirement for using antifreeze and oil, the frequency of visits to
the site for maintenance, and the environmental regulations regarding the handling of the
bucket contents.

Assess the achievable uncertainty of the measurement systems evaluated during SPICE and
their ability to effectively and accurately report solid precipitation.

a. Assess the sensitivity, uncertainty, bias, repeatability, and response time of operational and
emerging automatic systems;

The sensors under test have been assessed using methodology developed for each sensor type (see
Section 3.6). The results of the assessment for each sensor type tested and related recommendations
are available in the Instrument Performance Reports in Annex 6.

Overall, the results demonstrate that all available automatic instruments are able to detect and
report solid precipitation reliably over short intervals of 30 minutes, as assessed relative to the DFAR
reference configuration.

When applied consistently, the application of transfer functions developed in SPICE (Section 3.7) has
been shown to reduce the measurement bias, but not the uncertainty (Kochendorfer et al., 2017a-c,
2018).

Measurements of solid precipitation using heated tipping bucket gauges are subject to response
delays, resulting from evaporation and the time required to melt precipitation prior to its
measurement. Delay times vary depending upon the specific gauge and heating configuration (heater
location and power, algorithm) and environmental conditions, and can impact the timeliness of
gauge reports in operational settings. An extensive characterization of response times was
conducted for the gauges tested in SPICE; the results are reported in Section 4.1.2.

b. Assess and report on the sources and magnitude of errors including instrument (sensor),
exposure (shielding), environment (temperature, wind, microphysics, snow particle and
snowfall density), data collection and associated processing algorithms with respect to
sampling, averaging, filtering, and reporting.
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The results presented in this report, reflecting the performance at different sites testing the same
SUT in identical configurations, show that the environmental conditions (exposure, climate,
precipitation type, etc.) have a significant impact on the sensor performance — often more than the
choice of the sensor itself. The impact of the environment on measurements is illustrated in Figure
4.6 to Figure 4.14 in the weighing gauges results section 4.1.1.3.3.1.1, where the catch ratio is
presented for each gauge type and configuration installed at different SPICE sites.

While there are limitations of the measuring technologies, the understanding of how the physical
configuration of instruments interacts with the environment is critical to limiting the sources of
errors.

For weighing gauges and, to a certain degree, for the other instruments measuring solid
precipitation, wind shielding is a widely used means of mitigating precipitation measurement errors.
The individual IPRs provide specific information on the measurement limitations, by sensor type (see
Annex 6).

The non-catchment type instruments have the potential to address some of the limitations related to
measuring precipitation with catchment-type instruments; however, their use operationally would
only be possible with additional work to improve the representation of particle size distributions and
density for use in deriving precipitation accumulation from measurements.

The use of transfer functions is strongly recommended to address the limitations of solid
precipitation measurements, where available for the measurement technology used. The summary
of the development and use of universal transfer functions using SPICE datasets can be found in
Section 3.7. Additional peer reviewed contributions based on this methodology have already been
published (Kochendorfer et al. 2017a-c, 2018).

One major achievement of SPICE is the development of processing algorithms for QC and
precipitation event selection to produce the site event datasets (see Sections 3.3 and 3.4). These
provide a foundation for operational data quality control procedures. It is recommended that the
methods and results presented in this report are developed further and implemented operationally,
and that this methodology is adapted for time series datasets.

V. Evaluate new and emerging technology for the measurement of solid precipitation (e.g. non-
catchment type), and their potential for use in operational applications.

SPICE assessed the performance of non-catchment type instruments for the measurement of solid
precipitation. Instruments tested included disdrometers, present weather sensors, and evaporative
plates, currently rarely implemented in operational programs. Their performance and the related
operational considerations and recommendations are available in Annex 6, by instrument model. A
summary of findings is presented in Section 4.1.3.

In general, it was found that the catch ratio of optical sensors over longer periods (e.g. one winter
season) ranges between 0.8 and 1.3, but can vary on a much broader scale for individual
precipitation events (from undercatch to overcatch by a factor of two). This indicates that their use
for precipitation accumulation measurements over shorter time intervals (typically one hour) are
unreliable. The reason for this is that non-catchment instruments do not measure the mass of
snowflakes, but detect presence of hydrometeors and attribute mass based on the estimated size
and assumptions of particle shape (spherical) and density. Additional details are available in Section
4.1.3.
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The potential for the operational use of non-catchment type sensors has been recognized. They are,
for instance, less sensitive to high winds, which could make them more reliable for measurements at
more exposed sites. In order to reach this goal, it is recommended that additional work be conducted
to understand and improve the instrument specific internal algorithms, in a joint effort between
manufacturers and the user communities.

All of these instruments are systems applying proprietary algorithms, and users have no access to the
assumptions and decisions implemented in these algorithms for translating detected signals into
data. For this reason, it is strongly recommended that instrument manufacturers provide accurate
descriptions of the assumptions and processing applied internally to derive precipitation amounts
and other associated information from detected signals. Advanced understanding of the algorithms
used will enable users to select instruments according to the intended application of data, and for
specific operational conditions. At the same time, this will provide a sound base for feedback to
manufacturers, for further improvements, in the process of evolving these instruments for broader
operational use.

The operational use of these sensors requires specific considerations:

- The power requirements for maintaining the operation of instruments within their nominal
parameters;

- The orientation with respect to the prevailing wind direction, which can play a role during
precipitation events, depending on the physical configuration of the instrument;

- Whether shielding around the sensing volume is beneficial or not (e.g., see the Thies LPM IPR
in Annex 6);

- Understanding the data made available by the instruments (linked to the disclosure of the
internal processing algorithms), and how they could be used;

- Potential advantages of the non-catchment nature of these instruments for field operations
(e.g. they may require field intervention less frequently than weighing gauges, which require
the bucket to be emptied periodically);

- Potential risks to data continuity in the case of power interruptions (e.g. any precipitation
occurring during power interruptions will not be recorded).

Recognizing the high scatter in the catch ratio results, no effort has been made to try to develop
transfer functions for non-catchment type instruments.

For emerging technologies for the measurement of snow on the ground, no assessments in the field
were performed, but a literature review was conducted (see Section 4.1.4.5). These instruments
belong primarily to the research community; however, if such instruments are to be made available
to a broader user community, including operational networks, it would be highly desirable to carry
out extended testing of “packaged” versions of the instruments, involving not only research groups,
but also field testing sites operated by national operational organizations. This would help to
evaluate and improve system operation, allow for expeditious calibration of sensors and devices, and
encourage the development of new sensors and technologies that further the scientific goal of
understanding, measuring and modeling changes in the seasonal snowpack.
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VI.  Configure and collect a comprehensive data set for further data mining or for specific
applications (e.g., radar- and/or satellite-based snowfall estimation). Enable additional studies
on the homogenization of automatic/manual observations and the traceability of automated
measurements to manual measurements.

The data collected during SPICE have been centrally quality-controlled (see description of the
procedure in Section 3.3.2) and stored in a central database, hosted, at the time of the release of this
report, by NCAR. The dataset will be made available after the release of the report through WMO.

SPICE has produced a very valuable dataset, which will remain available for further analysis and data
mining by the community. This dataset from multiple sites (both Raw and QC’ed Data) constitutes an
important resource to be considered as a tool for the organization of short practical training courses
in the frame of the activities of the RTC’s network (WMO Regional Training Centers). The
dissemination of the methodologies for data quality control and data processing may be enhanced in
coordination with NMHS'’s and the WMO Education and Training Office.

To the extent possible, all SPICE sites are encouraged to continue operating, and to make data
available, together with all associated metadata (e.g. reflecting any modifications to the
configuration over time, etc.). This will allow for the establishment of long-term datasets, which will
open up additional avenues of research for meteorological, hydrological and climatological purposes.
The satellite and radar communities could use these datasets as accurate and quality-controlled
ground-truth information for verification and validation purposes.

It is recommended that additional work is undertaken to assess the impact of using corrected
datasets from operational stations (including for archived data) on specific applications (e.g. climate
studies) and for different time scales, and provide input to further refine the correction procedures,
as required. This work should be undertaken in collaboration with precipitation data centers, to
ensure a feasible uptake of recommended methodologies, and consistent application of results.

Recommendations for future intercomparisons:

Experience gained during the organization, coordination, and execution of SPICE provides the basis
for several recommendations for future WMO intercomparisons:

- Recognizing the complexity of the desired results, intercomparisons should be organized with
a much more targeted focus, to enable better management of outcomes and timelines.

- For intercomparisons as complex as SPICE, it is recommended that multiple goals are
managed through multiple standalone projects, delivered by fewer organizations, which
could mitigate more easily the changes in resources and expertise available over the
durations of projects.

- Availability of resources for intercomparisons need to be clarified at the onset of the project
to give all parties a good understanding of the necessary commitment to be made.

- Intercomparisons should be time bound to ensure the availability of required resources over
their duration; longer term projects should be fully funded at the onset to mitigate impacts
of resource limitations, which can delay delivery of key objectives or necessitate reductions
in the scope of objectives to be delivered.

- Intercomparisons should be organized with a clear link to the users of data, and should
include data users when defining the expected results.
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- Intercomparisons should address the needs of developing countries and the transition to
automatic observations.

- Intercomparisons should include objectives for end-to-end solutions, covering all aspects
from sustained measurements to the delivery of data to data centres, at timescales
representative of their primary applications. These solutions are of particular interest for
remote areas, where resources and infrastructure may be limited.

- Instrument manufacturers should play an active role in providing solutions for end-to-end
systems, and use the opportunity of intercomparisons to validate the operation of these
solutions.

Recognizing the need to protect the intellectual property of instrument manufacturers, it is
recommended that the processing of measurements be well described, to enable users to select the
appropriate data output for their application and to integrate data from multiple instruments,
operated by different networks and agencies. The latter would represent an important step toward
the goal of achieving a fully global, integrated observing system.
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1. MOTIVATION AND INTERCOMPARISON PRINCIPLES

1.1 Definition of the objectives

Solid precipitation is both complex and challenging to observe and measure (Rasmussen et al. 2012).
Since the first intercomparison of solid precipitation measurements organized by the World
Meteorological Organization (WMO) between 1989 and 1993 (WMO/TD-No. 872, 1998), significant
advancements have been made in automatic instrumentation for measuring solid precipitation and
snow on the ground (SoG). In addition to these advancements, and linked to the introduction of
digital electronic components and signal processing, new applications have also emerged that
require precipitation data with increased temporal and spatial resolutions. These applications include
climate change, nowcasting, water supply budgets, avalanche forecasts and warnings, and satellite
ground validation.

These are important data. Snow on the ground and snowfall data are used widely by weather and
hydrologic forecasters, climate researchers, water resource managers, construction engineers,
snowplow operators, airport managers, winter resort managers, farmers, and many others.

New instruments that measure precipitation without capturing it (non-catchment-type instruments)
are increasingly used operationally and are based on the principles of light scattering, microwave
backscatter, and mass and heat transfer, among others. In parallel, the more traditional catchment-
type instruments, tipping bucket and weighing gauges, have been developed further to include new
features (e.g. heating, on-board digital signal processing, temperature and wind-impact
compensation, software corrections) that expand the range of operating conditions and data
products available.

The measurement of precipitation globally, in different climates and with different site exposures,
instruments, and configurations, is beset with spatial and temporal inhomogeneity that has serious
consequences for the accuracy and consistency of local and global precipitation time series (Sevruk,
1994). The results of the 2008 CIMO survey on national summaries of methods and instruments for
solid precipitation measurement at automatic weather stations (Nitu and Wong, 2010) indicates that
a variety of automatic instruments are being used worldwide for measuring solid precipitation, with
multiple instrument types being used even within the same country. This variety exceeds by far that
of manual standard precipitation gauges used previously (Goodison et al., 1998).

The WMOQO'’s Commission for Instruments and Methods of Observation (CIMO) agreed in 2010 to
organize an intercomparison for assessing the impact of automation on the measurement of
snowfall, snow depth, and solid precipitation in cold climates. The organization of the WMO Solid
Precipitation Intercomparison Experiment (WMO-SPICE') was endorsed at the Sixteenth Congress of
WMO and the work commenced in 2011. Building on results and recommendations from previous
studies and intercomparisons, the SPICE objectives focus on the use of automatic instruments for
measuring and reporting:

- Precipitation amount over various time periods (i.e. minute, hour, day, season) as a function
of the precipitation phase, with a focus on solid precipitation

- Snow on the ground (snow depth). As snow-depth measurements are closely tied to snowfall
measurements, the intercomparison investigated the linkages between them.

' The terms “WMO-SPICE,” “SPICE,” and “CIMO/WMO SPICE” refer to the same project; the term “SPICE” will
be used in the report.
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SPICE provides guidance on the use of modern automated systems for measuring precipitation
amount and snow depth, and recommends appropriate automated field reference system(s) for the
unattended measurement of solid precipitation in cold climates. Differences between various
automated instruments under test and the field working reference systems (FWRSs) established for
the intercomparison are documented and used to assess the performance of instruments. Where
available, the results include comparisons of automatic and manual measurements of solid
precipitation.

Recommendations for adjustments that account for the undercatch of solid precipitation due to
gauge exposure are presented as a function of variables available and recommended for an
operational site, such as wind, temperature, and precipitation type. Additionally, the sources and
magnitude of errors due to instrument characteristics, field exposure, shielding, environmental
conditions, and data processing methods are investigated.

The objectives of SPICE were developed through consultations with stakeholders from the National
Meteorological Services, the WMO Technical Commission for Hydrology (CHy), the WMO Technical
Commission for Climatology (CCL), the World Climate Research Program — Working Group on
Nowcasting, the WMO Executive Council for Polar Observations, Research, and Services (EC-PORS),
the Global Cryosphere Watch (GCW, for which SPICE has been used as a demonstration project), and
the Global Climate Observing System (GCOS).

A detailed description of the SPICE objectives and deliverables is provided in Annex 1.

1.2 Intercomparison principles

SPICE was led by an International Organizing Committee (IOC) with representatives from Canada,
China, Germany, Italy, New Zealand, Russia, Switzerland, and the USA. The SPICE experiment was
conducted across multiple test sites in both hemispheres. The goals were twofold: to address the
complexity of measuring solid precipitation in various climate regimes and to assess impacts of both
the environment and site configuration on the measurements and analysis of results.

The SPICE tests started informally in the winter of 2011/12, building on existing capacity in Canada,
Germany, Finland, Italy, Norway, Switzerland, and the USA. The formal intercomparison started in
December 2012, and it concluded in 2015 at the end of the winter season in the Southern
Hemisphere.

The I0C recognized the need for a flexible approach for the configuration of the field references. It
was necessary for results to be linked to the previous intercomparison (Goodison et al., 1998) while
providing a working field reference with increased temporal resolution, and to ensure the
transferability of the results from participating sites while also recognizing the physical limitations on
some of the sites.

Taking into account these expectations, the following three configurations of the SPICE Field Working
Reference System (FWRS) were endorsed (see Section 3.1.3.2 for a detailed description):

- R1: Double Fence Intercomparison Reference (DFIR) + Tretyakov gauge (manual collector) +
Tretyakov shield, designated in the 1989-1993 intercomparison as a secondary field
reference (WMO/TD No. 872, 1998)

- R2: DFIR + automatic weighing gauge (AWG) + shield. The model and the configuration of the
AWG and its shield were specified at the end of the 2011/12 pre-SPICE experiment (see
Section 3.1.3.2).
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- R3: A combination of automatic weighing gauge(s) and windshields with sufficient
characterization and history to have a degree of confidence for the purpose of meeting
specific objectives, as agreed between the host country and the IOC. The characterization of
R3 systems must be done in relation to the R1 and R2 systems. This is a pragmatic approach
for sites contributing to meeting the SPICE objectives, but where the installation of a DFIR is
not feasible (e.g. complex terrain with heavy wet snow).

Given these proposed configurations, the possible test site designations were as follows:

- S1: Sites where references of type R1, R2, and R3 are available. The presence of R3(s) allows
for its (their) characterization against the R1 and R2.

- S2: Sites where references of type R2 and R3 are available (no manual measurements being
made). The presence of the R3(s) allows for its (their) characterization against the R2.

- S3:Sites where, due to the site limitations, only field references of type R3 are feasible.

- S4: S3 sites, which enabled the investigation of specific issues, such as the operability of
gauges in certain environments (e.g. high and/or remote mountain environments), their data
was not used for the derivation of transfer functions.

The presence of the R3 configuration on S1 and S2 sites enables the transferability of results
between the participating sites by enabling the characterization of the R3 as a function of the R1 and
R2 configurations.

This site and reference terminology has been introduced to allow for easy differentiation among the
different configurations, but is not intended to be a classification mechanism. A more extensive
description of the different reference types and their traceability can be found in Section 3.2.

Twenty sites in sixteen countries expressed interest in participating in the WMO-SPICE initiative and
met the criteria for one of the reference site categories. (See Figure 1.1.) The participating sites were
in Australia (Guthega Dam); Canada (Egbert (hereafter called CARE), Bratt’s Lake, Caribou Creek),
Chile (Tapado); France (Col de Porte); Finland (Sodankyld); Italy (Forni Glacier); Japan (Rikubetsu,
Joetsu); Nepal (Pyramid Observatory); New Zealand (Mueller Hut); Norway (Haukeliseter); Poland
(Hala Gasienicowa); Republic of Korea (Gochang); Russian Federation (Valdai, Voljskaya); Switzerland
(Weissfluhjoch); Spain (ARAMON-Formigal); and the United States of America (Marshall).
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1. Caribou Creek, Saskatchewan, Canada 11 Haukeliseter. Norway

2. Bratt's Lake, Saskatchewan, Canada 12. FMI/Sodankyla Arctic Research Centre, Finland
3 Marshall Site, Colorado, USA 13. Valdai, State Hydrological Institute, Russia

4. CARE, Ontario, Canada 14. Voljskaya Obsemvatory, Gorodec, Russia

L Tapado AWS. Regidn de Coquimbo. Chile 15. Pyramid Observatory. Nepal

6. Formigal. Spain 16. Gochang, Korea

¥ Col de Porte, France 17. Joetsu, Japan

8. Weissfluhjoch, Davos, Switzerland 18 Rikubetu, Hokkaido. Japan

9 Forni Glacier, Italy 19. Guthega Dam, New South Wales, Australia

10. Hala Gasienicowa Station, Poland 20. Mueller Hut Weather Station, New Zealand

Figure 1.1. Locations of participating sites.

The configuration of each participating site is provided in the corresponding commissioning reports,
available at:

http://www.wmo.int/pages/prog/www/IMOP/intercomparisons/SPICE/SPICE.html

All participating sites had one or more FWRS as detailed in Section 3.1.3.3 of this report. Also, each
site had one or more sensor under test (SUT). All instruments tested in SPICE were provided either by
the host organizations, or by instrument providers (i.e. manufacturer, distributor, or instrument user
not operating a SPICE test site).

The principles agreed upon by the 10C to determine the allocation of the instruments were as follows
(I0C-2 Final Report, Boulder, 2012):

1. In response to the second and third letters of invitation issued by the WMO for participation in
SPICE, members and manufacturers indicated interest in providing instruments for inclusion in
the experiment. Once included, these instruments complemented the suite of instruments
proposed by the site hosts and already available for the intercomparison. In this report, a WMO
member (not hosting a SPICE intercomparison site) or a manufacturer proposing instruments for
inclusion is generically recognized as an instrument provider.
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The instrument providers proposed a wide range of instruments for the measurement of
precipitation amount, SoG, and snow water equivalent reflecting the operating principles
currently used for operational and scientific applications.

The I0C decided to allocate instruments principally to S1 and S2 sites to ensure fairness for the
proponents and ensure the most relevant results, as the transfer functions were to be derived
from those sites. Given the available capacity of the sites and the interest to test the instruments
in a variety of climatological conditions, the IOC contacted the instrument providers that
proposed more than one instrument of the same model, seeking their agreement for installing all
proposed instruments at the start of the intercomparison, without keeping any spares. In
addition, the 10C sought their cooperation in dealing with instrument failures, when and if
needed over the course of the experiment.

The 10C assessed the submissions made by the instrument providers and all instruments
proposed were accepted for participation in SPICE. The allocation of instruments to the
participating sites took into account site capacity, project objectives, site climatology, and site
objectives.

The I0C decided that the primary focus of the Marshall Site (USA) would be the assessment of
instruments measuring precipitation amount. For that reason, at least one unit of each of the
proposed models of weighing gauges was installed and tested on this site. Additionally, based on
the site capacity, one unit of most of the tipping-bucket-type gauges selected was also assigned
to this site. The second unit of the available weighing gauges and the balance of the tipping-
bucket-type gauges were distributed between the following sites: CARE and Bratt’'s Lake
(Canada), Sodankyla (Finland), Haukeliseter (Norway), Weissfluhjoch (Switzerland), Guthega Dam
(Australia), and Mueller Hut (New Zealand).

For the assessment of the snow-depth/SoG instruments and snow-water-equivalent (SWE)
instruments, the sites of Sodankyla (Finland) and Hala Gasienicowa (Poland) were designated as
primary sites, and the instruments proposed by manufacturers for these types of measurements
were allocated here. Additional instruments proposed by manufacturers were deployed at
Caribou Creek (Canada), Col de Porte (France), and Formigal (Spain). Additionally, tests for the
assessment of snow-depth measurements and their relationship to snowfall were organized on
most of the participating sites, including CARE (Canada), using instruments owned and operated
by the site proponents.

The non-catchment-type instruments proposed by the instrument providers were distributed to
several sites, taking advantage of their range of climatological conditions and complementing the
availability of similar sensors proposed by the site proponents. Most of the submitted non-
catchment-type instruments were located at the Marshall site to allow for their assessment
alongside the represented weighing-type gauges and tipping buckets. The focus was on the
measurement of precipitation amount.

Following the principles defined earlier, a summary of the instruments included in the

intercomparison and their allocation to the different SPICE sites can be found in Annex 5 (by

instrument model and by site).

Calibration and installation of the instruments contributed by instrument providers were done

according to the manufacturers’ requirements (as specified in the corresponding instrument

manuals). For the reference instruments in R2 and R3 configurations, the configuration was defined

by the I0C to ensure consistent set-up across the sites (heating, antifreeze and oil, data sampling,

etc., see Section 3.1.3.4.2 for a detailed explanation).
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Data collected during SPICE were archived and quality controlled at a central location hosted by the
National Center for Atmospheric Research (NCAR), Boulder, CO, USA. A data protocol was developed
to regulate the use of SPICE data during and after the completion of the project and all stakeholders
were asked to adhere to it. (See Annex 3.)

A standard methodology was developed to derive a common final precipitation data set for the
analysis, as detailed in Section 3.4. The basic principle was to select precipitation events with a high
level of confidence. Following automatic and manual Quality Assurance/Quality Control (QA/QC),
three separate data sets were produced for each site:

1) Site Event Data Set (SEDS): events with precipitation

2) Site Non-Event Data Set (SNEDS): events with no precipitation

3) Site Light Event Data Set (SLEDS): events with light precipitation (do not meet criteria for
SEDS, but precipitation was observed)

The threshold and decision algorithms to classify events within these three categories are described
in Section 3.4. Similarly, a standard methodology for the quality control of the SoG data was
developed, although independent of the NCAR archive. This methodology is also described in Section
3.4,

The methodology and associated algorithms developed within SPICE and presented in the following
sections of this report do not reflect those of specific members, but were based on best practices
related to the project and its objectives. Each user (WMO members) must decide whether those
algorithms should be applied to their data and, if so, to what extent, assessing how a change of
algorithm may affect the data.
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2. SITE DESCRIPTIONS
Author: Francesco Sabatini

The first call for expressions of interest in SPICE participation was issued to WMO members and
Association of Hydro-Meteorological Equipment Industry (HMEI) members in 2011.

A second letter of invitation was issued by the WMO in 2012. The letter was accompanied by two
qguestionnaires, developed to gather detailed information on proposed sites and on the proposed
instruments (see Annex 2.)

Proposals for potential test sites and participating instruments were received at different stages. The
I0C reviewed all submissions, selected participating sites and instruments, and allocated instruments
to the respective sites. Sixteen countries and 20 field sites (see also Figure 1.1) were selected in the
following climate zones:

- Alpine climate: Australia, Chile, France, Italy, Nepal, New Zealand, Norway, Switzerland,
Spain

- Northern Boreal: Finland

- Continental climate: Canada, USA, Russian Federation

- Maritime climate: Republic of Korea, Japan

The location and climate characterization of each site is given in Table 2.1, together with the site
type, corresponding to its configuration. Site position and elevation are also provided, along with the
climate zone according to the Koppen climate classification (e.g. Peel et al., 2007). Specific climate
zones noted in Table 2.1 include oceanic (Cfb), humid continental (Dfb), cold semi-arid (BSk),
subarctic (Dfc), humid subtropical (Cfa), and subtropical highland (Cwb).

The site proposals included information on the configuration of references for measuring
precipitation amount and/or snow on the ground. Additionally, the site proponents proposed
instruments for the intercomparison as SUT. These instruments and their configurations reflected
either current national standards for the measurement of solid precipitation or were of specific
interest to the proponent. Given the interest in increasing understanding of the national methods of
measurement, the 10C acceptance of a site for participation in SPICE was an implicit an acceptance of
the proposed configurations and instruments for inclusion in the experiment.

Each site manager was responsible for configuration of the experiment on their site. Prior to the
official start of the experiment, the site configuration was commissioned following a procedure
developed and approved by the IOC. The 10C reviewed the commissioning reports and proposed any
required amendments, prior to formal acceptance. For each site, an initial testing phase was required
to ensure that all instruments and equipment worked correctly, and to identify possible errors or
malfunctions of instruments and/or equipment.
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Table 2.1. Location, type, and climate zone (using the Képpen climate classification) of each SPICE
test site. Note: in the report, Sodankyla is refered to as Northern boreal since its characteristics are
not representative for an arctic or sub-arctic climate.

COUNTRY

AUSTRALIA

CANADA
CANADA
CANADA

CHILE

FINLAND
FRANCE

ITALY

JAPAN

JAPAN

KOREA, REP. OF
NEPAL

NEW ZEALAND

NORWAY

POLAND

RUSSIAN FED.
RUSSIAN FED.
SPAIN

SWITZERLAND

USA

Site

Guthega Dam

Bratt's Lake
CARE
Caribou Creek

Tapado

Sodankyla

Col de Port
Forni Glacier
Joetsu
Rikubetsu
Gochang
Pyramid Nepal

Mueller Hut

Haukeliseter

Hala
Gasienicowa

Valdai

Volga
Formigal
Weissfluhjoch

Marshall

Type

S3

S2
S1
SOa

S4

s2
s3
sS4
s2
s2
s2
s4

S4

S2

S4

SO
S1
S2
S2

S1

Lat
[’
36.38
50.20
44.23

53.94

30?16
67.37
45.30
46.40
37.12
43.48
35.35

27.96

43.72
59.81

49.24

57.98
56.68
42.76
46.83

39.95

Lon
[°]

148.37

-104.71
-79.78
-104.65

-69.91

26.63
5.77
10.59
138.27
143.76
126.60
86.81

170.06

7.21

20.00

33.25

43.42
-0.39
9.81

-105.20

Elevation

[m asl]

1586

585
251
519

4318

179
1325
2631

11

217

52
5050

1818

991

1520

194
100
1800
2537

1742

Climate Zone

Cfb

Dfb
Dfb, subject to lake effect
Dfb

BSk, Glacier Plateau

Dfc
Cfb
Cfb
Cfa
Dfb
Cfa
Cwb

Cfb

Cfb

Dfb

Dfb
Dfb
Cfb, with Atlantic influence
Cfb

BSk

The climatology of each site in terms of temperature, wind, and precipitation is presented in Table

2.2. Readers can link their own site with a SPICE site according to the characteristic environmental

conditions.

A detailed description of each SPICE site is available in Annex 4. This includes site location, layout

(with pictures), and instrument list.
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Table 2.2. Climatology of SPICE sites, with T,,c..: daily average mean air temperature [°C], Trax:
daily average maximum air temperature [°C], Tnin: daily average minimum air temperature [°C],
Total SFL: Average total snowfall [cm], Total PRP: total precipitation [mm], WS,,,: daily average
wind speed [m/s], WS,,..: daily average maximum wind speed [m/s].

COUNTRY Site Tmean Tmax Tmin Total Total WS.g | WSmax Ref. Obs.
SFL PRP Winter Period
[°C] [°C] [°C] [m/s] | [m/s] period
[em] [mm)]

AUSTRALIA | Guthega Dam 1.6° 6.5 -2.6 280 1024 4.3 8.2 May-Sep 2006-15
CANADA Bratt’s Lake -2.1 3.9 -8.1 106 206 5.3 24 Sept-May
CANADA CARE -0.9 3.6 -5.4 157 430 3.7 n/a Oct-Apr
CANADA Caribou Creek -4.5 1.1 -10.0 138 252 2.6 10.9 Sept-May
CHILE Tapado -6.0 -1.9 -11.7 329 -- 4.3 16.5 May-Sep
FINLAND Sodankyla -0.4 4.1 -5.0 181 527 2.7 4.2 Oct-Apr 1981-2010
FRANCE Col de Porte -0.1 3.1 -3.4 557 794 1.4 10.4 Dec-Apr 1960-61 -

2011/12
ITALY Forni Glacier -1.4 4.0 -5.3 77 1562 5.0 20.5 Jan-Dec
JAPAN Joetsu 3.9 8.0 0.3 618 1298 2.5 -- Dec-Mar 1981-2010
JAPAN Rikubetsu -1.4 5.8 -8.8 420 388 1.6 - Dec-Mar
KOREA, Gochang 0.8 5.4 -3.6 80 99 29 6.9 Dec-Feb 2010-15
REP. OF
NEPAL Pyramid Nepal -2.3 6.0 -18.1 - 306 2.18 8.94 Jan-Dec 2004-2013
NEW Mueller Hut - - - - - - - May-Sep
ZEALAND
NORWAY Haukeliseter -2.0 0.9 -4.4 -- 594 - - Nov-Mar
POLAND Hala - - - - - - - Nov-Mar

Gasienicowa

RUSSIAN Valdai 0.1 3.0 -4.4 125 509 3.4 18 Sept-May
FED.
RUSSIAN Volga - - - - - - -- Nov-Apr
FED.
SPAIN Formigal -2.1 0.2 -6.1 374 403 - - Nov-Mar
SWITZER- Weissfluhjoch -4.4 12.1 -23.6 740 586 2.2 12.6 Oct-Apr 1999-2015
LAND
USA Marshall 4.0 11.5 -3.5 194 229 - - Oct - Apr
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3. APPROACH AND METHODS

Given the complexity of this project, a standardized approach was needed that would make use of
robust and broadly applicable methods for investigation and analysis. Outcomes from the previous
intercomparison and existing standards (e.g. from the CIMO Guide) were used as guideposts. The
definition and implementation of standardized reference configurations is an important component
of this approach. The descriptions of reference configurations for both solid precipitation and SoG
measurements are presented in detail in Section 0. For solid precipitation measurements, the DFIR-
shield was used as part of the reference system (see Section 3.1.3). Since SPICE is assessing
automatic instruments, the use of a DFIR-shield with a shielded automatic gauge inside was defined
as a DFAR? (double fence automatic reference) to avoid confusion when relating the automatic
measurement to the manual reference (see Section 3.2.1). For the SoG reference, a composite of
available instruments was used, including manual measurements of snow depth (via snow stakes),
SWE (using snow tubes), and a mean of available automated instruments (where available, see
Section 3.1.4).

An important consideration when dealing with different reference systems is to ensure traceability,
as briefly described in Section 1. Significant effort was taken to interrelate reference types. The
results of this work are presented in Section 3.2.

Detailed descriptions of data acquisition and management were crucial to understand the
differences and similarities in data from different sites. All data were processed to a common time
resolution to facilitate intercomparison. As well, data produced during the SPICE campaign were
centralized in one database, hosted by NCAR (see Section 3.3). From the raw data archived in this
database, standardized data sets were produced for all analyses. This ensures consistency among the
different datasets considered in each component of the analysis. The methodology used to produce
these data sets is presented in Section 3.4.

Each instrument type submitted by instrument providers has been analyzed and evaluated against
the reference measurement. The methodology used to assess the performance of each instrument is
presented in Section 3.6. To ensure that users will have comparable information, and to reduce risks
of presenting results biased towards one type of technology, great care has been taken to present
the performance of instruments using different technologies and principles through common
templates. These results are presented in the instrument performance reports (IPRs) in Annex 6. It is
noted, however, that some aspects of the analysis are specific to particular technologies, and hence,
some differences exist among the IPR content.

Another key objective of SPICE was to assess the possibility of deriving transfer functions to account
for (and, ideally, to correct) wind-induced error in solid precipitation measurement. The concept of
“universal” transfer functions, which can be applied to data from instruments with a specific
configuration in different climate conditions, was investigated. The methodology and results relevant
to this objective are presented in Section 3.7.

% In this report, both the terms “DFIR-fence” (referring to the wooden double fence) and “DFAR” (referring to
the system composed of an automatic gauge within a DFIR-fence) are used.
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3.1 Description of the reference configurations
Authors: Rodica Nitu, Paul Joe

3.1.1 The issue of field references

The WMO Guide to Meteorological Instruments and Methods of Observation (WMO-No.8, 2014),
states that “Intercomparisons of instruments and observing systems, together with agreed quality-
control procedures, are essential for the establishment of compatible data sets.”

However, the guide notes that many meteorological quantities cannot be directly compared with
metrological standards. As a result, there are no absolute references for such variables as visibility,
cloud-base height, and precipitation. Intercomparisons are invaluable here. The guide recommends
that host countries include at least one reference instrument in the intercomparison, and if no
recognized standard or reference exists for the variable(s) to be measured, a method to determine a
reference for the intercomparison should be identified.

Where no reference instrument exists, the guide states, instruments should be compared against a
relative reference selected from the instruments under test. Of course, care must be taken to
exclude unrepresentative values from the selected data subset.

The measurement of precipitation and SoG cannot be traced directly to absolute references given
the difficulty in defining the “true” amount of precipitation falling or already fallen relative to the
amount measured at any single point. For SPICE, pragmatic and feasible FWRSs have been defined to
enable the compatibility and reproducibility of results among the participating sites. The approach is
similar to that applied for the WMO solid precipitation intercomparison conducted between 1986
and 1993 (WMO/TD No. 872, 1998).

To enable a broad understanding of SPICE’s approach, the foundational principles governing the
measurements and reporting of results from this project complement those defined in the
International Vocabulary of Metrology (VIM) — Basic and general concepts and associated terms
(JCGM, 2008). According to VIM, a reference “can be a measurement unit, a measurement
procedure, a reference material, or a combination of such” (VIM 1.1, Note 2). A reference
measurement procedure is “accepted as providing measurement results fit for their intended use in
assessing measurement trueness of measured quantity values obtained from other measurement
procedures for quantities of the same kind” (VIM 2.7). VIM also defines the metrological
comparability of measurement results as those “that are metrologically traceable to the same
reference” (VIM 2.46) and reference data as the “data related to ... a system of components of
known composition or structure, obtained from an identified source, critically evaluated, and verified
for accuracy” (VIM 5.16).

The FWRS data are considered to be the SPICE reference data, defined by VIM 5.18 as the “quantity
value used as a basis for comparison with values of quantities of the same kind”.

3.1.2 Criteria for WMO-SPICE field working reference systems
To achieve relevant results, SPICE requires that the field working reference systems are well
understood and accepted. The FWRSs for SPICE have been selected to meet specific criteria relevant
to measurement type. For the assessment of automatic instruments, references using automatic
instruments are required to provide similar sampling or reporting frequency. It is not feasible to
make manual measurements over shorter temporal scales (e.g. minutely) due to both the effort
required and the measurement resolution of the manual methods (e.g. manual precipitation
measurement by weight or volume).

40



SPICE Final Report

The FWRS systems for SPICE need to:

- Berobust (produce data in a variety of conditions continuously)

- Be consistent and repeatable (produce the same value under the same conditions)

- Have sources of error that are understood in terms of biases, variances, and correlations;
ensure confounding factors are identified, measured, and understood

- Be feasible to implement

- Collect, generally, the most solid precipitation relative to other test configurations on a given
site, particularly in strong winds.

Each of these characteristics is described in greater detail below.

Robustness: The reference data need to be available at all times and under all conditions. This refers
to the stability of the physical setup of the instruments (e.g. resistant to high winds, snow, and ice
storms); the reference operates continuously (e.g. continues to measure in heavy wet snow); and
data are collected, recorded, and transmitted without loss. This applies to all sensors needed as
components of the reference system, including those for ancillary measurements.

Reliability: The key characteristic for a reference is that it produces the same value under the same
conditions. This, pragmatically, requires that two or more identical co-located sensors produce (or
nearly produce) the same values (precision); there is low variance in data when the conditions are
steady; the bias is known; and bias-free values are produced in controlled, ideal conditions
(calibration).

Understanding: The WMO Intercomparison on Solid Precipitation, 1986-1993 (WMO/TD - No. 872,
1998) identified that the mean wind speed was the major environmental factor that impacted the
catchment efficiency of instruments tested. Particle aerodynamics have been demonstrated to be a
significant factor in this reduction of catch efficiency. Noise and artifacts due to external influences
(e.g. diurnal temperature variations) can also impact significantly the data from automated gauges.
Measurements of these confounding factors are needed to understand the errors. Lack of these
measurements would result in unexplained variance in the analysis phase.

Implementable: For the intercomparison, there are many sites with instruments installed in remote
locations and with limited space. A range of field reference systems are needed to enable tests at all
participating sites, and to allow for the development of transfer functions between various levels of
reference systems from various sites.

3.1.3 SPICE FWRS configuration for falling precipitation
3.1.3.1 Historical perspective

3.1.3.1.1 Double Fence Intercomparison Reference

The first WMO intercomparison on solid precipitation (WMO/TD - No. 872, 1998) recommended a
field reference for the measurement of solid precipitation based on the experience and
instrumentation available at that time. This field reference was referred to as the DFIR and
recognized as the secondary field reference for the measurement of solid precipitation (the primary
field reference being the bush gauge, as described in WMO/TD - No. 872, 1998). As described in the
intercomparison report (WMO/TD - No. 872, 1998), the DFIR is an “octagonal vertical double-fence
inscribed into circles of 12 m and 4 m in diameter, with the outer fence 3.5 m high and the inner
fence 3.0 m high surrounding a Tretyakov precipitation gauge mounted at a height of 3.0 m. In the
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outer fence there is a gap of 2.0 m and in the inner fence of 1.5 m between the ground and the
bottom of the fences.” (Figure 3.1).

DFIR - DOUBLE FENCE INTERCOMPARISON REFERENCE

30m MANUAL COLLECTOR
TRETYAKOV SHIELD AND TRETYAKOV SHIELD
MANUAL COLLECTOR HEIGHT
INNER FENCE
OUTER FENCE—  INNER FENCE —OUTER FENCE

T

Figure 3.1. Cross-section of WMO Double Fence Intercomparison Reference (DFIR) (Drawing by J.
Hoover, Environment and Climate Change Canada).

m————-

3.1.3.1.2 Tretyakov gauge

The Tretyakov precipitation gauge (Figure 3.2) at the center of the DFIR is a tin cylinder with an
opening of approximately 200 cm?, surrounded by a fixed-slat shield, known as a Tretyakov shield. It
was introduced in the former Union of Soviet Socialist Republics (USSR) at the end of the 1950s. As
the Tretyakov precipitation gauge/collector was used broadly at the time of the WMO
intercomparison of 1986-1993 and had the most complete documentation of its performance for a
wide range of climatic conditions, it was designated as the working network reference gauge for that
intercomparison.
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Figure 3.2. Tretyakov gauge and shield (CARE, Canada).

3.1.3.1.3 History of the DFIR

According to the report of the previous WMO intercomparison (WMO/TD-No. 872, 1998), the use of
fences to protect precipitation gauges from the wind are attributed to Swiss meteorologist Heinrich
Wild in the second half of the 19" century and to the Russian scientist G.I. Orlov in the early 20™
century. The fence installed around a gauge collecting snow by Wild in Russia was a single square of 5
x5 m, 2.5 m high. The gauge orifice was at 1 m above ground. Considerably more snow was reported
by this gauge relative to a similar collector gauge, which was used unshielded (Wild, 1885). The use
of a double-fence can be attributed to Orlov (1946), likely used for the first time in 1936 in Russia.
This was an octagonal double-fence 2.5 m high, with an inner fence 4 m in diameter and an outer
fence 12 m in diameter. The height of the gauge orifice was 1.7 m above ground.

As reported in Golubev (1986), three different types of double fences were tested at the Valdai
experimental site (Russian Federation) between 1965 and 1972. The so called "bush gauge" was used
as the reference configuration, comprising a standard snow gauge installed in a wooded area of
about 100 x 100 m. The gauge was surrounded by bush cut to the level of the gauge orifice. In the
experiments on this site, the catch ratios of the gauges in the double fences, defined as the ratio of
the precipitation accumulation reported by each test gauge relative to that of the reference bush
gauge over a set period of time, varied from 92% to 96%. Similar results were obtained during the
1986-1993 WMO intercomparison (Figure 3.3).
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Figure 3.3. Catch ratio of the bush gauge vs. DFIR measurements as a function of wind speed and
the associated transfer function (curve fitting) derived for Valdai Experimental Station, former
USSR (WMO/TD - No. 872, 1998).

3.1.3.1.4 References in 1986-1993 WMO solid precipitation intercomparison
In preparation for the WMO Intercomparison on Solid Precipitation, 1986-1993, the Organizing
Committee examined a range of previously recommended configurations. These were:

- Bush-shield: bush encircling the gauge and cut-off regularly to the level of the gauge orifice

- Double-fence: large octagonal or 12-sided, vertical or inclined lath fences encircling the
gauge. The diameter of the outer fence is 6-12 m and that of the inner fence 3-4 m.

- Forest clearing: distance from trees to the gauge roughly equals the height of the trees.

- Snow board measurement: taking into account the melting and evaporation of snow during
periods when no snow drifting or blowing occurs

- Dual-gauge approach: two adjacent gauges, one shielded and one unshielded

Recalling previous results, it was acknowledged that a gauge situated in a natural bush shelter would
provide the best estimate of “ground true” precipitation (i.e. the highest amount) and was
considered as the primary standard. The hydrological station at Valdai was and has remained the
only site where DFIR measurements were assessed against measurements from gauges surrounded
by bush (maintained at gauge height).

3.1.3.2 Configuration and operation of the SPICE field working reference systems

The experience of the WMO Solid precipitation Intercomparison of 1986-1993 has played a significant
role in the definition of the references for SPICE. Additionally, in preparation for SPICE, the criteria
have been refined through experiments conducted during the winter of 2011/12 in Canada, Germany,
Finland, Italy, Norway, Switzerland, and the USA.

For the configuration of the WMO SPICE references, the 10C adopted the octagonal double fence as
defined by WMO/TD - No. 872, 1998 and used automatic gauges in place of the manual Tretyakov
gauge.

To clearly differentiate the octagonal double fence from the complete FWRS, the 10C decided to use
the term DFIR-fence when referring only to the octagonal double fence. Furthermore, the 10C
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decided (I0C-2 Final Report, Boulder, 2012) to refer to the configuration consisting of a DFIR-fence
with a shielded automatic instrument in the center as the double fence automatic reference (DFAR),
as presented in Figure 3.4. Since 1985, DFIRs have been operated for research purposes, at many
locations around the world. Theriault et al. 2015 has shown that the orientation of the wind to the
octagonal double fence may impact the refence amount collected by the DFAR system.

DFAR - DOUBLE FENCE AUTOMATIC REFERENCE

0.02 m ALTER SHIELD AUTOMATIC GAUGE
ABOVE GAUGE ORIFICE ALTER SHIELD

3.0 m ALTER SHIELD HEIGHT INNER FENCE
OUTER FENCE INNER FENCE OUTER FENCE

|

Figure 3.4. DFAR Cross-section (Drawing by J. Hoover, Environment and Climate Change Canada).

The first meeting of the IOC recommended the FWRS configurations for SPICE and the nomenclature
for the intercomparison sites (I0C-1 Final Report, Geneva, 2011).

The I0C decided that the participating sites are responsible for purchasing the instruments for their
own reference systems and that data from the gauges used as references would not be shared with
the instrument providers during the duration of SPICE.

Additionally, the I0C recommended that the clearance below the outer fence of the DFIR-fence
should be 1.5 m above the 30-year-average maximum snow height (IOC-2 Final Report, Boulder,
2012) at the site.

Several levels of reference systems have been defined to allow for the organization of tests on sites
with various conditions and facing different capacity limitations. These levels are outlined in the
following sections. A list of sites and corresponding reference levels can be found in Table 2.1.

3.1.3.2.1 Field working reference system type RO

The FWRS type RO, the bush gauge, comprises multiple manual Tretyakov gauges, each with a
Tretyakov shield, surrounded by a uniform bush growth of the same height as the gauges (WMO/TD-
No. 872, 1998). One of these gauges is also surrounded by a wooden fence, as shown in Figure 3.5.
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The only site with this configuration continues to be the Hydrological Station at Valdai (Russian
Federation), also one of the SPICE sites.

A site hosting an RO reference is designated as an SO type SPICE site.

Figure 3.5. Field working reference system type RO (the bush gauge) as configured at the Valdai
SPICE site, Russian Federation.

3.1.3.2.2 Field working reference system type ROa

To reflect the need to characterize a field reference for increased temporal resolutions, the 10C
defined the ROa FWRS. This configuration is effectively an RO system in which the manual Tretyakov
gauges have been replaced by one or more single-Alter (SA) shielded automatic gauges. (See
technical specifications of the single-Alter shield used in this FWRS in Figure 3.4.)

A site hosting an R0Oa reference is designated as an SO type SPICE site.
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Figure 3.6. Field working reference system type R0Oa, Caribou Creek SPICE site, Canada. Note the
two different automatic gauges in similar configurations.
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3.1.3.2.3 Field working reference system type R1
The FWRS type R1 is the secondary field reference established by the WMO solid precipitation

intercomparison of 1986-1993 (WMO/TD - No. 872, 1998). It comprises a DFIR-fence with a manual
Tretyakov gauge and a Tretyakov shield. (See Figure 3.7.)

A site hosting an R1 reference is designated as an S1 type SPICE site.

2 —

R
, Lb WLLLILL

X

Figure 3.7. Field working reference system type R1, as configured on the CARE SPICE site, Canada.
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3.1.3.2.4  Field working reference system type R2

The FWRS type R2 consists of a SA-shielded automatic weighing gauge within a DFIR-fence, as shown
in Figure 3.8. A precipitation detector is located between the inner fence of the DFIR-fence and the
SA shield. (See Figure 3.13.)

A site hosting an R2 reference is designated as an S2 type SPICE site.

Figure 3.8. Field working reference system R2, as configured on the Sodankyla SPICE site, Finland.
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3.1.3.2.5 Field working reference system type R3

The FWRS type R3 consists of a pair of identical automatic weighing gauges, one unshielded and the
other single Alter (SA)-shielded, together with a precipitation detector located in close vicinity to the
weighing gauges. (See Figure 3.9.)

A site operating only an R3 reference is designated as an S3 type SPICE site.

At sites where an R2 reference is also available, the type of gauges used for the R2 and R3
configurations are identical.

Figure 3.9. Field working reference system R3, as configured on the CARE SPICE site, Canada.

For the R3 FWRS, a minimum orifice height above ground of 2 m (orifice height may be higher,
depending on the expected amount of snow) was adopted. It is expected that the gauge orifice will
be located 1.5 m above the maximum height of the snow pack, as identified from the 30-year climate
normal.

The upper rim of the single-Alter shield must be 2 cm above the gauge orifice (I0C-2 Final Report,
Boulder, 2012).

The concept for the R3 reference used in SPICE was first introduced by Hamon (Hamon, 1973), who
computed actual precipitation from data collected with one shielded and one unshielded gauge.
Using what is known as the dual-gauge procedure, Hamon could account for precipitation losses due
to the influence of wind.

Further assessments of this configuration as a field reference for the measurement of solid
precipitation were conducted by Hanson (Hanson, 2004).

The configuration of shielded and unshielded gauges in the R3 FWRS is representative of the
operational configurations used worldwide, as documented in the WMO-CIMO survey conducted in
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2008 (Nitu and Wong, 2008). The rationale related to the representation of operational
configurations was also applied during the previous WMO solid precipitation intercomparison.

3.1.3.3 Configuration of references on participating sites

The 10C decided that all sites hosting SPICE experiments and focusing on measuring precipitation
amount should have at least an R3-type reference. This establishes a baseline for traceability to the
R2 and R1 reference systems (present at some, but not all sites) and, ideally, the correlation of
results from the participating sites.

It was recognized, however, that at some sites, it was not possible to install a reference
configuration. As these sites presented value for the project in terms of enabling the investigation of
specific issues, such as the operability of gauges in certain environments (e.g. high and/or remote
mountain environments), these were included in the experiment with the expectation of reporting
on those specific topics, and their data was not used for the derivation of transfer functions. These
sites are designated as S4 type sites.

3.1.3.4 Details of field reference configurations

3.1.3.4.1  Manual measurements perspective

The 1986-1993 WMO intercomparison focused on manual measurements, and the data analysis was
conducted for measuring intervals of 24, 12, or 6 hours (synoptic scales). Automated gauges with 15-
minute sampling were also included, but they were not the primary focus of the study. The
automated gauges were compared with references reporting over 24-, 12- or 6-hour intervals, which
were then the standard reporting intervals.

For this intercomparison, sources of error assessed included wind effects affecting catchment
efficiency, wetting losses, evaporation, rising snowpack resulting in changes in the physical setup
over the season, and lack of uniform snowfall over the sample period.

With manual measurements, the sampling and the measurement are physically separated. The
precipitation collector samples the precipitation at its location (e.g. within the DFIR). Then the
collector is removed from its perch, taken inside a shelter, weighed or melted, and the volume
measured. The measurement is, therefore, made in relatively steady conditions, in a uniform
environment, and temperature, wind, or other effects on the weight scale or graduated cylinder are
non-existent or minimal. Also, the measurement is stable (no noise), being made with long sampling
times and the minimum measurable snowfall rate is determined by the smallest value (resolution) of
the snow accumulated in the collector that can be measured with a weighing scale or by the
graduated cylinder over the sampling period (generally, of several hours).

Additionally, the measuring interval and the response time of instruments used are not factors in the
measurement, as the human observer would normally wait for the measuring device to stabilize
before recording the reported value. The manual measurements were made at uniform intervals,
and implicitly, the measurements could be interpreted as interval averages for snowfall rate.

The wind measurements corresponding to the manual precipitation measurements were averaged
over the sampling interval. The wind conditions during precipitation events within sampling intervals
were not identified, and correlations between the wind speed and precipitation occurrence within
the sampling intervals were not considered. The winds may vary significantly within the sampling
intervals from a period with precipitation to a period with clear conditions, and so the average wind
speed over the entire sampling interval may not appropriately represent the wind conditions when it
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is precipitating. In turn, any adjustment functions derived from the catch efficiency-wind-speed
relationship may not be representative of the conditions under which the precipitation was collected
(cf. description of the procedure for manual observation in Annex 7).

3.1.3.4.2 Automatic gauges for the SPICE FWRS
The automatic instruments for the FWRSs of SPICE were selected using principles similar to those

used for the selection of reference gauges in the 1986-1993 WMO intercomparison. The instruments
selected were those with the broadest operational use and with good documentation of their
performance.

The 2008 WMO CIMO survey (Nitu and Wong, 2008) showed that of the instruments used
operationally for the point measurement of precipitation amount, about 18% were automatic, and
practically all were of catchment-type (tipping bucket-type and weighing gauges). A catchment-type
gauge measures and reports only the quantity collected in its bucket(s) as detected by its
transducer(s), scale, or tipping element.

Although the tipping-type gauges are more prevalent, as noted in the CIMO Guide, Part 1, Chapter 6,
Measurement of Precipitation, “only the weighing-type (gauge) is satisfactory for measuring all kinds
of precipitation, the use of the tipping bucket-type of precipitation gauges being for the most part
limited to the measurement of rainfall.” About 16% of respondents to the 2008 CIMO survey noted
the use of automatic weighing-type precipitation gauges for measuring and reporting the amount of
precipitation, primarily in North America and Europe.

An automatic weighing gauge weighs the precipitation collected in its bucket and calculates the
precipitation amounts based on the detected mass changes of the content of the bucket or of the
load. Its measurement capabilities could be characterized reasonably well under controlled
conditions, relative to measurement standards (e.g. laboratory calibration of sensing elements,
traceable to the gram, in the International System of Units).

The ability of weighing gauges to accurately report the amount of falling precipitation in the
outdoors, however, is significantly influenced by the environment and the characteristics of
precipitation.

Two gauges with wide operational use have been accepted for use in the SPICE FWRS. These are the
Geonor T-200B3 gauge with three transducers and the OTT Pluvio? gauge. Given the models currently
in use, the 10C agreed that Geonor gauges with 600 mm and 1000 mm capacities and the Pluvio?
gauge with 200 cm” inlet opening were suitable for use as part of the SPICE FWRS. The decision for
using either one of these gauges was based on their comparably broad use operationally (Figure
3.10) and their similar performance in the 2011/12 winter studies, which were organized in
preparation of the formal launch of SPICE.
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Figure 3.10. Weighing-type gauges used operationally (2008 CIMO Survey, Nitu and Wong, 2010).

Emerging technologies using heat and mass transfer (the hot plate), particle scattering (light
systems), or radar (POSS, PLUDEX) were not considered as primary instruments for the SPICE
reference due to lack of history, widespread experience, and full characterization. Some of these new
technologies may be much more sensitive than the traditional catchment systems; however,
depending on the principle of measurement, there are known limitations to their performances. For
example, the laser systems are very sensitive, but are also limited in the capability to measure a large
dynamic snowfall intensity range due to attenuation or saturation of the receiver.

Weather radar systems are also very sensitive, as demonstrated by the results in Figure 3.11, and
allow to detect lower snowfall rates than typical weighing gauges. Nevertheless, the snowfall rates
are then measured at altitude and not at the surface, and assumptions are required to estimate the
snowfall density.
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Figure 3.11. Data from a typical C band weather radar during snowfall. The vertical dashed line is
set at 0.5 mm/h snowfall water equivalent, with the coloured curves various lines representing
data from different locations (latitude and longitude are indicated within the brackets).
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3.1.3.4.3 Calibration of weighing gauges used in the FWRS

The automatic weighing gauges used in the FWRS were calibrated at the beginning of the
intercomparison using gauge-specific methods. For the OTT Pluvio?, the calibration procedure from
the user’s manual was used. For the Geonor, a specific field verification procedure was developed.
(See Annex 7) Additional calibrations were performed following each season of experiments,
following procedures recommended by the manufacturer.

Over the course of the intercomparison, no adjustments in transducer-specific coefficients for
Geonor gauges and no updates to the firmware version for Pluvio® gauges were performed. The
firmware version of Pluvio® gauges used in the FWRS was 1.30.1, as available at the onset of the
intercomparison.

3.1.3.4.4 Heating of weighing gauges used in the FWRS

Based on the operational practices of several participating countries (e.g. Rasmussen et al. 2001,
USA) and results obtained prior to the formal start of SPICE tests, all gauges used as part of the FWRS
were heated.

Heating of the gauge inlet is typically a tradeoff. Heated gauges provide a more timely response to
snowfall events. The risk of capping of the gauge, in which snow accumulation on the gauge leads to
partial or complete blockage of the orifice, is reduced. These benefits likely outweigh the
disadvantages which include a possible “chimney effect” (in which buoyant, warm air disrupts the
flow field above the gauge orifice) or evaporation/sublimation of precipitation from the inside rim
before it is collected and measured, impacting the collection and measurement of precipitation.
Details of heating are provided Section 4.2.1. The potential negative impacts of heating the DFAR are
examined briefly in Section 3.2.2.3.4.6 and may warrant more study.

For the Geonor gauges, the heating algorithm and physical configuration of heaters is based on the
method used operationally in the Climate Reference Network (CRN) of the US National
Oceanographic and Atmospheric Administration (NOAA), and on NCAR’s previous work for the
United States Federal Aviation Administration (FAA) at the Marshall site. This algorithm attempts to
maintain the temperature of the orifice rim at 2 °C while the ambient temperature is between 2 °C
and -5 °C. Additionally, for temperatures below -5 °C, the heaters are activated once every 24 hours.

The heating of Pluvio” gauges used in the FWRS was implemented using the built-in heaters and on-
board commands, and applying the same algorithm defined above for the Geonor gauges.

The Geonor inlet was heated over its entire length using two heaters, while the Pluvio® gauges had
heat applied to the rim only, as designed by the manufacturer.

Following the 2012/13 season, there was concern from some colder and windier sites (e.g.
Haukeliseter, Norway) regarding the value of the ambient temperature at which the heaters should
be turned off. Based on the experience of some sites, capping had been observed at temperatures
well below -5 °C. As a result, at the 10C-4 meeting (IOC-4 Final Report, Davos, 2013), it was decided
that the temperature heaters was to be maintained, to ensure a rim temperature at +2 °C to +3 °C,
for ambient temperatures of +2 °C and below, for both Pluvio® and Geonor gauges used in the
reference.

3.1.3.4.5 Use of antifreeze and oil for weighing gauges in the FWRS
The I0C agreed that antifreeze and oil “charges” were mandatory for the gauges in the reference
systems, in order to prevent the freezing of the bucket contents and to limit evaporation. Given the
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wealth of knowledge of the national regulations and context, each participating team was asked to
identify the compositions and quantities of antifreeze used for the experiment on each site,
reflecting the national procedures and experience.

The I0C requested that an oil film be used for all reference gauges to prevent evaporation and also
to mechanically minimize the hygroscopic effect of the antifreeze (powercool or propylene
glycol/water mixture). Careful handling and disposing of the waste was mandatory.

Given the previous experience of several members, it was recommended that the Geonor gauges
used as FWRS should never be left empty, as this could lead to a measurement error. These gauges
should always be filled to at least 25% capacity.

Further considerations, including experiences and recommendations, can be found in Section 4.2.3. A
site report on tests performed in a cold chamber to investigate different types of oil and antifreeze is
available in Annex 7.

3.1.3.4.6 Alter-shield configuration

The weighing gauges in the DFIR-fence (R2 reference system) and one of the gauges in the R3
reference system were installed with Alter-type windshields. The same type of Alter shield was used
in all R2 and R3 reference configurations, as well as for any other configurations included in the
intercomparison where a single-Alter shield was used. (See Figure 3.12.)

The SPICE-recommended single-Alter shield configuration is provided in Annex 7.

Figure 3.12. Single-Alter shield (Bratt's Lake SPICE site, Canada).

3.1.3.5 Use of precipitation detectors in the SPICE FWRS

To help minimize false reports of falling precipitation and to increase the reliability of the reference,
the binary output (Yes/No) of a precipitation detector was used as an additional information for
deriving the reference data.
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At the 10C-2 meeting (IOC-2 Final Report, Boulder, 2012), the use of a capacitive precipitation
detector was recommended. At the same time, the I0C recognized that optical precipitation
detectors are more sensitive by one order of magnitude or more, and encouraged the participating
sites to add them, where possible.

During the 10C-4 meeting (I0C-4 Final Report, Davos, 2013), the committee revised its 2012 decision
on the use of capacitive precipitation detectors based on findings from the 2012/13 SPICE season. It
recommended that all sites use an optical precipitation detector for the FWRS, replacing the
capacitive precipitation detector. The I0C strongly encouraged all sites, but in particular those
operating an R2 reference, to use a laser-disdrometer-type instrument as the precipitation detector
(e.g. Thies Laser Precipitation Monitor or OTT Parsivel?) and, where possible, to collect the data on
size and fall velocity distribution of the particles.

For an R2 reference, the location of the precipitation detector and/or the disdrometer-type sensor is
within the inner fence of the DFIR-fence, equidistant from the Alter shield and the inner fence. The
sensor was positioned 75 cm below the gauge orifice (corresponding to halfway down the inner
fence) and perpendicular to the prevailing wind direction. (See Figure 3.13.) If possible, a second
sensor was mounted on the experimental field to account for different wind directions.

At sites without a DFIR-fence, the precipitation detector was mounted in a wind-sheltered location or
was suitably shielded.

Configuration 1: One main wind direction

Detector

Other position
possibility

Alter shield
DFIR

|

Configuration 2 : Two main wind directions | ‘ d rain wind direction

e

Q[:] e [ Detector 1
./'/' B Detector 2

&1 Other positions
‘1st main wind direction ‘ O B possibility
- [ ] Gauge
Alter shield
DFIR

Figure 3.13. Location of the precipitation detector within the DFIR-fence in the R2 FWRS.
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0T

Figure 3.14. Thies LPM inside a DFIR-fence in R2 FWRS (CARE, Canada).
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3.1.3.6  Configuration of SPICE FWRS by site
All participating sites configured their FWRS(s) as summarized in Table 3.1, below.

Table 3.1. Configuration of SPICE FWRS by site. “P” refers to reference systems using OTT Pluvio?
gauges; “G” refers to reference systems using Geonor T-200B3 gauges.

Site RO ROa R1 | R2 R3 Site
designation

Guthega Bay, Australia R3G S3
Bratt’s Lake, Canada R2G | R3G S2
CARE, Canada R1 | R2G | R3G,P | S1
Caribou Creek, Canada R0aG,P R2G | R3G SO
Tapado, Chile R3G S3
Sodankyl3, Finland R2P | R3P S2
Col de Porte, France R3G S3
Joetsu, Japan R2G | R3G S2
Rikubetsu, Japan R2G | R3G S2
Gochang, Rep. of Korea R2G | R3G S2
Mueller Hut, New R3G S3
Zealand
Haukeliseter, Norway R2G | R3G S2
Valday, Russian RO R1 R2P | R3P SO
Federation
Volga, Russian R1
Federation
Weissfluhjoch, R2P | R3P S2
Switzerland
Marshall, USA R1 EZG, R3G,P | S1

3.1.3.7 Data-sampling strategy for SPICE FWRS
The intercomparison results are based on datasets tailored to specific objectives. One-minute

datasets are the baseline for the SPICE analysis and were used to derive additional datasets. Of
particular consideration is the derivation of precipitation event datasets. The data-derivation
strategies are outlined in subsequent sections.
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At its second meeting, the IOC recommended a data sampling and reporting interval of 6 seconds for
all reference gauges, to the extent feasible (IOC-2 Final Report, Boulder, 2012). It determined that
the "rawest" data and the "highest" temporal rate should be collected and be used in order to
understand the signal and data processing performed by the gauge firmware. Generally, accessing
the signal data is not possible, as these data are not available and/or proprietary.

Where the data collection is not feasible at 6-s frequency, one-minute intervals are acceptable.
Similar sampling strategies are used for instruments under test and for ancillary data.

3.1.3.7.1 Comparison of Geonor and Pluvio® data output
The two gauges selected for use in the SPICE FWRSs, the Geonor T-200B3 and OTT Pluvio?, operate

on different principles and use different sensing elements, data collection, and processing. These
differences are summarized in Table 3.2 below.

Table 3.2. Comparison of gauge characteristics and operation for Geonor T-200B3 and OTT Pluvio®
weighing gauges.

Gauge Geonor T-200B3 OTT Pluvio?
characteristic Reference: Geonor T-200B Reference: Operating instructions
Precipitation Gauge User Manual, Precipitation Gauge Pluvio?
Rev: GU 20030829 and Bakkehgi et
al, 1985
Operating The bucket content is measured with a | The bucket content is weighed using a
principle high-tension vibrating-wire (VW) high-precision stainless steel load cell,
transducer. Under load, the wire hermetically sealed against
vibration frequency is related to the environmental influences.

weight detected (P) based on a

quadratic relation:

_ o Through internal processing
PRt < B (1) (proprietary algorithm), the
Where: precipitation gauge determines the
weight of the bucket and its content
every 6 seconds with a resolution of
f = frequency reading (Hz) 0.01 mm. The difference between this
measurement and the base weight of
the empty bucket gives the current
B = Calibration constant, given bucket content.

P = precipitation (in cm)

A = Calibration constant, given

fO = frequency with empty bucket at
calibration (Hz), given

Number of SPICE FWRS requires that three One load cell per instrument in the
sensing transducers are used per gauge. FWRS.

elements per

instrument
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Data The signal from a transducer is The gauge includes its own onboard
sampling amplified into a measurable quantity processing capabilities.
read with an external data logger.
:[I'he data Iog_ger pamplcsitic In the letter to IOC, dated August 23,
ransducer signal by means of a user- o
. - 2012, OTT Hydromet indicated that
defined strategy and logger-specific “the Real-Time (RT) Bucket Weight
functions. The measured parameter is B . 9
a frequency. (referred_to as “Bucket RT” in the
manual) is computed as the 6 seconds
The sampling of the transducer signal arithmetic mean of the load cell
is, generally, not continuous. measurements sampled with a rate of
125 Hz, with static temperature
correction and conversion from weight
For a 600 mm gauge, the empty gauge | to precipitation in mm with appropriate
frequency is about 1000 Hz, while a scaling factor depending on the Pluvio?
full gauge output is about 3000 Hz. version. It has to be noted that Bucket
RT data are not stated as precipitation
output data.”
Temperature | The temperature of transducers is not | An integrated temperature sensor
dependency monitored. monitors the load cell temperature and
Experjmental wor!( demonstrated th.at ?hnel?et(rar:gzlr:tlggtwg nc;c;r;ui)r?rtﬁ:tes for
there is a correlation between the air b
alance system.
temperature and the transducer
response, and experimental In the letter to the IOC, dated August
temperature coefficients have been 23, 2012, OTT Hydromet indicated
proposed, but not widely implemented | that, “The temperature correction is
auge specific and is obtained as a
(Duchon, 2004, 2008). ?esu%t ofpa static laboratory calibration
of each instrument over the entire
temperature compensation range. The
relevant temperature for this correction
is measured by an internal
temperature sensor and the
temperature correction factors are
stored in the non-volatile memory of
each instrument.”
Data An external data logger processes the | The on-board gauge hardware
processing transducer output into a precipitation processes the high-frequency data

amount using a user defined program
and transducer calibration constants
provided in the calibration certificate.

Data from a Geonor gauge is obtained
from a system that includes the gauge,
a datalogger, and user-defined
processing (datalogger program).

samples into several data products
(see ** below). These incorporate
temperature corrections (static and
dynamic), evaporation corrections,
wind-pumping filtering, noise filtering,
and other proprietary processing.
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Data output
interval

The gauge signal is continuous. The
data logger samples and
records/reports the output as defined
by the user. (See * below).

The gauge sends a preconfigured
message in response to a poll
command.

The minimum interval at which a new
message is available is 6 seconds.

Every 6 seconds the Pluvio? calculates
the bucket content using multiple raw
values. Special filter algorithms are
used (wind, temperature, evaporation).

*In cases where the Geonor T-200B3 was connected to a Campbell Scientific CR3000 data logger (the
case for most sites using the Geonor T-200B3 as the reference gauge), the CR3000 offers the
following two methods for measuring Geonor T-200B transducers:

1.

PeriodAvg: This command calculates the sensor’s average frequency over a specified number of

cycles within a defined interval. The CR3000 permits a maximum interval of 1 second for this
measurement and is user defined. The number of cycles set to be read, and how often they are
read, can vary from user to user. For example, the CARE SPICE site uses a sampling strategy that
consists of reading 250 cycles every 6 seconds for each Geonor transducer; an associated
measurement timeout of 300 milliseconds is used. The time associated with the reading of the
250 cycles is converted to frequency by the logger.

PulseCount: This command calculates the sensor’s frequency by counting the number of pulses

over a specified time period. The CR3000 does not restrict the time period for this measurement.
The number of pulses counted over the given interval is converted to frequency.

Comparison:

counter channel for other functions.

several seconds to minutes (Duchon, 2004).

PeriodAvg and PulseCount methods are comparable in terms of accuracy.
PeriodAvg is preferable for fast measurements (less than 1 sec) and freeing the CR3000 pulse

PulseCount is preferable for continuous measurements over a longer time period, from

** OTT Pluvio’ data products (note that RT indicates ‘real-time’ outputs and NRT indicates ‘non-real-

time’ outputs, as detailed further below):

Bucket RT

Intensity RT (fixed-update interval: 1 minute)

Accumulated total NRT (since the last reset)

Bucket NRT
Temperature load cell
Status Pluvio® (since the last measurement sample)

Accumulated RT/NRT (since the last measurement sample)
Accumulated NRT (since the last measurement sample)

The data are available as real-time and non-real-time values. For real-time outputs, the

measurement is available within 1 minute of the precipitation event occurring. For non-real-time
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outputs (NRT), the Pluvio® outputs the measurement with a 5 minute delay. If very light precipitation
is involved (< 0.1 mm/min), the output delay is up to 65 minutes.

The I0C recommended that for Geonor gauges, the preferred method of frequency measurement
using CR3000 data loggers is the period-averaging method, because of the increased temporal
resolution (IOC-2 Final Report, Boulder, 2012).

As the Pluvio® gauges use a proprietary algorithm to collect and process the gauge measurements,
the I0C agreed to poll the gauges every 6 seconds, as much as feasible, to maximize the availability of
gauge data. Longer intervals are acceptable, depending on site capabilities. Additionally, the 10C
asked OTT Hydromet for information on the derivation of the Bucket RT data; the information
provided is included in Table 3.2.

3.1.4 Configuration of field references for the measurement of snow on the ground
Authors: Craig Smith, Rodica Nitu, Samuel Morin

3.1.4.1  Overview

The measurement and reporting of snow depth and its linkage with snowfall are key deliverables of
SPICE. SPICE recommends appropriate automated field reference system(s) for attended and
unattended measurements of snow depth, and provides guidance on the performance of modern
automated systems used operationally.

Additionally, the objectives of SPICE included the assessment of the capabilities of automated
sensors to determine the SWE of accumulated or freshly fallen snow, linking these measurements to
the site reference gauge precipitation measurements and snow depth measurements (where
possible).The 2009 International Classification for Seasonal Snow on the Ground prepared by the
International Association of Cryospheric Sciences (IACS) Working Group on Snow Classification (Fierz
et al., 2009) defines the parameters related to snow accumulated on the ground and their standard
methods of measurement. These have been used as guidance by the IOC in defining the
configuration of field reference systems for each of these parameters. They are:

(2.3) Height of snowpack, snow depth (HS)

Snow depth denotes the total height of the snowpack, i.e., the vertical distance in centimeters from
base to snow surface. Unless otherwise specified snow depth is related to a single location at a given
time. Thus, manual snow-depth measurements are often made with one or more fixed snow stakes.
On the other hand, portable snow depth probes allow for measurements along snow courses and
transects. Automated measurements of either snow depth or snow thickness are possible with
ultrasonic and other fixed and portable snow-depth sensors.

(2.4) Height of new snow, depth of snowfall (HN)

Height of new snow is the depth in centimeters of freshly fallen snow that accumulated on a snow
board during a standard observing period of 24 hours. Additional observation intervals can be used,
but should be specified. Height of new snow is traditionally measured with a ruler. After the
measurement, the snow is cleared from the board and the board is placed flush with the snow
surface to provide an accurate measurement at the end of the next interval.

(2.5) Snow water equivalent (SWE)

Snow water equivalent is the depth of water that would result if the mass of snow melted
completely. It can represent the snow cover over a given region or a confined snow sample over the
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corresponding area. The snow water equivalent is the product of the snow height in meters and the
vertically-integrated density in kilograms per cubic meter (Goodison et al., 1981, p. 224). It is typically
expressed in millimeters of water equivalent, which is equivalent to kilograms per square meter or
liters per square meter, thus referring to the unit surface area of the considered snow sample.

A key factor influencing the measurement of snow on ground and snowfall is the challenge due to
drifting snow conditions and the associated challenge in obtaining a representative “mean” value of
snow depth or height of new snow, using a point measurement. When the snow depth is measured
by an observer, the observer’s judgment and the availability of multiple measurements over a
representative area would likely ensure the accuracy of measurement (Goodison et al., 1981, p. 192).
This becomes a significant challenge when the point measurements are taken at sites where only
automatic instruments are available. In SPICE, only a handful of sites were able to organize and
sustain reference measurements taken by human observers at standard intervals. Given this
limitation, as well as the fact that SPICE assesses the reporting of snow on ground and snowfall over
much shorter intervals (hours, minutes) than are typical of manual measurements, other methods
have been implemented to provide the reference observations for the assessment, as described in
the following sub-sections.

3.1.4.2 Definition of SPICE field references for the measurement of SoG
The field references for the measurement of SoG were defined during the 10C-4 meeting (I0C-4 Final
Report, Davos, 2013).

3.1.4.2.1 Total snow depth
Recognizing that all sites did not have the same resources for making manual snow-depth

measurements, the SPICE reference measurement for total snow depth, referred to as the snow total
reference (STR), is divided into four classifications:

STRO: Two or more ruler-based manual measurements at the periphery of the footprint, outside the
field of view (FOV) of each automatic sensor, conducted at least once per day, at the same time, with
minimum disturbances of the snow pack under and around the sensor. An observer is required.
Although this is the Level 0 reference, it creates site disturbance (snow-pack modification), which
needs to be considered.

STROa: Manual observation of four graduated stakes at the corners of the automated snow-depth-
sensor footprints at least once per day. An observer is required. Graduated stakes should have cm
graduations and be observed as close as possible to the level snow pack to the nearest half
centimeter. The stakes should be placed 40 cm outside of the sensor FOV to avoid impacting the
snow characteristics within the sensor FOV.

STROb: Hourly camera observations of four graduated stakes at the corners of the automated snow-
depth-sensor footprints. Where possible, small LED lights should be installed to enable nocturnal
observations. No observer is required, although extracting the snow depth valuess from the photos is
typically a manual exercise.

STR1: Manual snow-depth transect of a minimum of 10 points (preferably at fixed points or using
graduated stakes at fixed intervals of 3-10 meters), conducted at least once per day near the
automatic snow-depth-sensor array to assess the variability of snow depth over the observing site.
An observer is required, and it should be recognized that the integrity of the snow pack in the
observation field needs to be preserved.
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3.1.4.2.2 Snow water equivalent

The reference measurement for SWE is designated SWRO and is a manual measurement conducted
biweekly near each automatic snow-depth sensor, just outside the FOV, following procedures
described in the WMO Guide to Hydrological Practices, Volume 1 (WMO-No. 168). Samples should
not be taken within 30 cm of a previous sample, and the core can be used to partially refill the
sample hole. Known snow-sampler biases/errors need to be considered (Farnes et al., 1983). Snow-
pit measurements require a larger distance between observation locations and will be farther away
from the SWE sensors by necessity. A precise description of equipment and procedures used at each
site is required. This manual measurement requires an observer.

The reference measurements used at each site are described in greater detail in subsequent sections
and summarized in the instrument performance reports for each SoG instrument. (See Annex 6).

3.1.4.3 SoG reference methods

A consistent reference configuration for all sites was desired; however, differences in local conditions
and availability of resources (e.g. human observers) led to a degree of variability among the SPICE
sites examining the performance of instruments reporting SoG. Table 3.4 summarizes, by site, the
snow depth and SWE reference measurements used for the intercomparison analysis.

Table 3.3. List of primary reference techniques for SPICE SoG sites.

SPICE Site Manned (M) Type of Primary Reference Technique

reference
Unmanned
(V)

CARE M STROa, Daily visual snow stake observations
STR1

Caribou Creek U SWRO, Bi-weekly snow surveys, hourly web-cam
STROb photos of snow stakes (when available)

Col de Porte M STROD, Weekly snow ruler and snow profiles, hourly
SWRO web-cam photos of snow stakes (when

available)

Forni Glacier U STROb Hourly photos of snow stakes

Gochang M STROa, Hourly web-cam photos of snow stakes
STROb

Pyramid M STROa Daily visual snow stake observations

Observatory

Sodankyla M STROa, Bi-weekly snow surveys, hourly web-cam
SWRO photos of snow stakes

Weissfluhjoch M STROa, Daily visual snow stake observations, daily
SWRO snow board (new snow) observations, bi-weekly

snow profiles
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The primary (non-sensor) reference techniques outlined in Table 3.4 do not involve the use of
automated sensors. An alternative means of obtaining a reference measurement is to use a mean
value obtained from all of the automated sensors in the intercomparison, according to the principles
outlined in Section 3.6.2.2. By averaging multiple sensors and sensor types, systematic and random
biases related to independent sensors should average to zero. This method is also detailed below.

3.1.4.31 CARE

The primary (non-sensor) snow-depth reference measurement for SoG at the CARE site is the daily
visual observation of 62 graduated snow stakes that are distributed throughout the instrument field.
Stakes are distributed across the site (see site layout in Annex 4) for an assessment of the spatial
variability of snow depth. This measurement serves as the STR1 reference. Some stakes are placed in
proximity to the snow-depth instrumentation, just outside the sensor FOV, as shown in Figure 3.15.
This serves as the STROa reference for the CARE site. The entire transect serves as the STR1 reference
for the site.

The daily visual observation of the snow stakes occurs between 1000 and 1500 UTC, with the snow
depth measured to the nearest 0.5 cm. The start and end time of the observation circuit is recorded
and takes approximately 25 minutes. Some stakes are photographed by the observer to record
events of interest.

The focus of the snow-depth sensor intercomparison at CARE are the sensors installed on pedestals
12A, 20, and 11A; each pedestal is configured with 3 snow-depth targets and 4 snow-depth sensors.
For the intercomparison, the reference measurement is generally either a mean of the stake
observations at the four corners of the target under the SUT or the mean of all 12 stake observations
at each pedestal. Because of the spatial variability in snow depth at this site, it is not advisable to use
the mean observations of all 36 stakes at the 3 pedestals as the reference measurement.

The automated sensor reference for CARE is the mean measurement of all 4 SUT at each pedestal
(SR50A, SHM30, SL300, and USH-8) at a resolution of 1 minute. As with the manual measurements, it
is unadvisable to use the mean of sensors on all pedestals as the automated reference.

There are no SWE reference measurements made at the CARE site.
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Figure 3.15. Configuration of the STROa reference configuration at CARE, with snow stakes at the
four corners of the surface target, just outside the FOV of each automated sensor.

3.1.4.3.2 Caribou Creek

Caribou Creek is an unstaffed site, but hosts a SWE sensor provided by a manufacturer and several
snow-depth sensors provided by the site host. Reference SWE measurements are made via a five-
point snow-survey transect that runs north-south across the measurement clearing, perpendicular to
the prevailing wind direction. This serves as both the SWR0 and SWR1 references for this site. Of the
five SWE samples, two are taken in the bush south of the measurement clearing, two are taken in the
clearing, and one measurement is taken on the north edge of the clearing. (See the site layout in
Annex 4). The SWE sample points are 10 m apart with additional snow depths observed at 2-m
intervals between SWE sample points. Although point 3 in the snow course is close to the SWE
sensor, an additional sample is taken in proximity to the SWE sensors just outside of the instrument
FOV.

Snow surveys are conducted at the site approximately every two weeks during the accumulation
period (i.e. the winter period dominated by snowfall events prior to the start of significant seasonal
melting) with the frequency increasing to weekly during the seasonal melt period (i.e. after maximum
accumulation when snow is ablating through melt processes). SWE measurements are performed
using an ESC-30 snow tube that obtains a bulk-density sample of a 30-cm? surface area. Samples are
individually bagged and weighed.

Because the Caribou Creek site is unstaffed, daily snow-depth measurements are not possible.
Therefore, there is no STROa reference at this site. However, a web camera has been set up at the
site to take hourly photos of the instruments in the clearing. These photos include at least one snow-
depth stake installed in the site clearing (Figure 3.16) that could function as a STROb reference.
Artificial lighting allows for photos to be taken over the entire day.
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There are too few automated snow-depth and automated SWE sensors at this site to derive an
automated reference measurement for either snow depth or SWE.

Figure 3.16. Example of hourly photos of the snow stakes at Caribou Creek during the day (left) and
night (right).

3.1.4.3.3 Col de Porte

Col de Porte performs manual snow-ruler and snow-pit measurements (i.e. vertical profile of the
physical properties of the snow pack including layer density, depth, temperature, and crystal
structure) on a weekly basis during the winter. Snow-depth measurements are made at three snow
stakes installed in the intercomparison field. Two of these stakes (labeled “North” and “South”) are
closer to the automated sensor than the third stake, and the preference is to use the average of
these two closer stakes as the manual reference snow-depth measurement (STROa) for
intercomparison. The stakes are approximately 17 m from the mast where the automated
measurements are made in the NE corner of the site. (See Annex 4.) The weekly manual
measurements are made around noon, local time. For the 2014/15 season, additional manual snow
stakes were installed closer to the automated instruments to be photographed with a web camera
on an hourly basis and served as the STROb reference.

The automated sensors for the intercomparison are located in the NE corner of the site and all
measure the same relatively small area under the installation. A total of five sensors (SHM30, SR50A
x 2, Dimetix, and Apical) are averaged to produce an automated reference measurement at a 1-min
resolution.

3.1.4.3.4 Forni Glacier

The Forni Glacier site is unstaffed, but hosts several snow-depth and SWE instruments. The site has a
time-lapse camera that takes hourly photos of four snow stakes installed at the corners of a weighing
gauge; the stake observations serve as the STROb reference. Snow depth (and possibly precipitation
type) can be extracted from the hourly images.

3.1.4.3.5 Gochang
The Gochang site is staffed and includes several snow-depth instruments installed along the east side
of the instrumentation compound. (See Annex 4.) Snow-depth reference measurements are made
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using three fixed snow stakes located between the instruments. Observations of the stakes are made
hourly using web cameras. These serve as the STROb reference.

3.1.4.3.6  Sodankylé
The Sodankyla site is staffed and hosts several snow-depth and SWE instruments. Snow depth at the

site is spatially very consistent across the instrument field. In Sodankyld, the manual snow-depth
reference comprises four wooden snow stakes installed around the site (locations 22:40, 44:66,
65:57 and 65:37). (See Annex 4 for details of locations.) An automated web camera takes photos of
all stakes two or three times a day. These serve as the STROb reference for snow depth. Because
there is very little sunlight in the midwinter, no fixed measurement time was set, and the daily snow
depth was interpreted from the best photos available, typically around noon. The snow stakes are
outside the FOV of the snow-depth sensors, but within 8.5 m of the sensors. Figure 3.18 shows some
examples of the photographed stakes, and some of the challenges for manually extracting the depth
information from the photographs are discussed below.

When required, maintenance personnel were sent to clean the stakes of snow using a special tool
(Figure 3.17). The stakes were cleaned in this way at least once a month, and sometimes daily.

A, T

Figure 3.17. Leveling a mound around a snow stake at Sodankyla during site maintenance.

A weekly bulk-density sample is taken to measure SWE just outside the FOV of the SWE instrument
at location 40:62. This measurement is made using a Finnish Meteorological Institute (FMI) snow
sampler (typically plastic, height 70 cm, and diameter 10 cm) and mechanical balance showing
directly SWE (Figure 3.19). This serves as the SWRO reference for SWE.

The automated reference at this site is taken as the mean value reported by six instruments
(SR50ATH x2, USH-8 x2, SHM30, and SL300) at 1-min resolution. The snow-depth instruments are
clustered on the east side of the intercomparison field.
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ne 2015-04-23 12:06:16

Figure 3.18. Photographs of the snow stakes in the Sodankyla intercomparison field.
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Figure 3.19. Bulk-density SWE measurement using a Finnish Korhonen-Melander snow sampler.

3.1.4.3.7 Weissfluhjoch

Daily manual measurements are made at the Weissfluhjoch site by the Swiss Institute for Snow and
Avalanche Research (SLF). The daily measurement program includes a snow-depth and SWE
measurement of new snow using a weighed 1000 cm” sample taken from a snow board located on
the southwest boundary of the instrument field. (See site layout in Annex 4.) The snow board is then
cleaned and placed on top of the existing snow pack (Figure 3.20). This measurement is taken at least
twice, and the results are averaged. This is not a SWRO reference measurement, but could provide
useful information for SoG analysis. Daily snow depths are also obtained via visual observation of a
snow stake located approximately 17 m from the snow depth SUT, and this serves as the STROa
reference. The daily observation is made at approximately 0800 UTC. A bi-weekly snow-profile
measurement is made to obtain further snow-condition information. Since there were only two
automated measurements at this site, no automated reference is available for intercomparison.

70



SPICE Final Report

Figure 3.20. SWE measurement at the Weissfluhjoch site using a snow board, sampling cylinder,
and scale.

3.1.4.3.8 Hala Gasienicowa

The snow-depth reference at Hala Gasienicowa comprised two snow stakes installed within the
measurement compound, but outside the FOV of the snow-depth sensors. (See site layout in Annex
4.) The stakes were observed daily.

3.1.4.3.9 Challenges impacting the reference method for snow depth
There are challenges faced when making reference measurements for snow depth at sites for the
SPICE intercomparison. Specific challenges faced at the CARE and Sodankyla sites are outlined below.

At CARE, the manual snow stake measurements are made at each corner of the artificial target, the
middle of which is being measured by an automatic snow depth sensor. Following sections in this
report show the intercomparison between the manual reference measurements (a mean of the four
snow stakes on each target) and the corresponding measurement from the automatic sensor. The
intercomparison shows that the manual measurement is systematically lower than the automatic
measurement. This could be caused by two mechanisms. First, due to the installation of the snow
stakes at the corner of the targets (Figure 3.21), snow is trapped in the middle of the target, resulting
in mounding and higher snow depths in the middle of the target as compared to the corners. Second,
frost heave of the target can decrease the relative height of the target as compared to the sensor.
This is a known problem at CARE, and it is illustrated in Section 4.2.6.3 by the zero-snow-depth drift
analysis. Figure 3.21 shows the result of frost heave on a target that was originally installed flush with
the ground surface. Because the snow stakes can float with the target, the snow-depth measurement
will always be made relative to the target surface and will be equally impacted by frost heave. This
increases the relative difference between the snow stake measurement and the sensor
measurement.
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Figure 3.21. Photo of the artificial snow-depth target at CARE and the manually observed snow
stake on one corner. The snow targets were originally installed flush with the ground, but frost
heave eventually pushes the target out of the ground and closer to the sensor.

At Sodankyla, the snow stake measurements are taken via web camera photos as described earlier.
There are several challenges associated with the methodology. The first is obtaining photographs
during the arctic winter, when daylight is quite limited. Without artificial lighting, this often limits
photographic measurements to one per day. This challenge, of course, could potentially be
eliminated with the lighting of the snow stakes, enabling photographs to be taken each hour.

A more significant challenge is the actual extraction of the snow depth from the stake by interpreting
the depth as seen in the photo (Figure 3.18). The interpreted snow depth is the average snow depth
around the stake. During snowfall, snow often mounds around the stake, making it difficult for a user
to visually see the stake depth, which is level with the surface of the surrounding snow. After
snowfall, the snow stake often alters the radiation budget around the stake causing snow to melt or
settle, resulting in a well. The challenge for the user is to interpret what the snow depth would be in
the absence of this well. In either case, an on-site observer would examine the stake from a
viewpoint level with the surrounding snow and visually interpret the depth as marked on the
graduated stake. This is, of course, much more difficult to do when the observation is made via a
photograph, which is usually taken at an angle from well above the level of the snow. Given the
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quality of the web cam photos from Sodankyld and the observed issues with mounding and welling
around the stake, it is estimated that the snow depth can be extracted with an uncertainty of +/- 1
cm.

Based on the experience at Sodankyl3, the following should be considered when using web cameras
as an observation method for snow stakes:

- Artificial light sources are recommended for good quality photos 24 hours a day, especially at
high latitudes where there is very little sunlight available in the winter.

- The photographs should be interpreted or at least checked daily (preferably), so that
problems related to mounds of snow around the stakes or camera malfunctions are noticed
and addressed with minimal delay.

- Maintenance personnel are required to level the snow around the snow stakes regularly.

- Positioning of the camera and the stakes should be considered carefully in order to maximize
the accuracy of snow-depth estimations from the photos.

3.2 Reference traceability

As noted in Section 3.1, a DFIR-fence with an automatic gauge in the center has been selected as the
SPICE R2 reference configuration. Since using the DFIR with an automatic gauge as a field reference is
relatively new, one goal of SPICE has been to characterize this configuration.

Systematic errors in solid precipitation measurements have been evaluated previously, including
intercomparisons organized by WMO/CIMO, such as the Solid Precipitation Measurement
Intercomparison study during 1986 to 1993 (WMO/TD - No. 872, 1998). The selection of an
appropriate field reference configuration is critical to assessments in which the true value of the
parameter being measured, in this case precipitation amount, is unknown.

This section documents the relationships among the different levels of field references, as defined in
Section 3.1, and configured on the sites participating in SPICE.

3.2.1 Assessment of DFIR vs. bush gauge (RO vs. R1)
Authors: Daging Yang, Craig Smith

3.2.1.1 Background

The DFIR has a long documented history, in particular from experiments conducted at the Valdai
hydrologic research station in Russia, where the DFIR was tested against the bush gauge from 1970
onwards. Through the WMO-SPICE collaboration, long-term intercomparison data from 1991 to 2010
at Valdai have been made available. As outlined in Section 0, the bush gauge configuration at Valdai
is a three-hectare area with shrubs surrounding two shielded Tretyakov gauges. The shrubs were
maintained at the gauge height of 2 m. The bush gauge is comparable to a pit gauge, a gauge in a pit
with its orifice at the ground level to reduce wind effect (WMO, 1991).

Results published by Golubev (1989) and Yang et al. (1993) using data from the Valdai station
collected from 1970 to 1990 concluded that that the bush gauge measurements were systematically
higher than those of the DFIR. On average, the bush gauge caught 6%, 8%, and 10% more than the
DFIR for rain, mixed precipitation, and snow, respectively (Yang et al., 1993). Golubev (1989)
developed an equation for adjusting the DFIR measurements using wind speed, atmospheric
pressure, mean air temperature, and humidity. Further analysis showed that the effects of
atmospheric pressure and humidity were negligible, and the equation could be simplified further to
include only the air temperature and wind speed (Metcalfe and Goodison, 1992). Yang et al. (1993)
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derived a strong linear relationship between the two gauges, except during blowing snow events.
The intercomparison organized by WMO in 1989-1993 confirmed the earlier results and
recommended adjustments to be applied to DIFR measurements to obtain more accurate snowfall
amounts (WMO/TD - No. 872, 1998).

In the context of SPICE, and to further examine the relationship between a bush gauge configuration
(SPICE RO reference) and a DFAR (SPICE R2 reference), the Caribou Creek site organized an
intercomparison between two single-Alter-shielded automatic gauges (a Geonor T-200B3 and and
OTT Pluvio?) installed inside an area of young Jack Pine trees, trimmed approximately to gauge
height, and an R2 reference with a Geonor gauge installed in a clearing. The distance between the
two configurations was about 125 m. Even though the site was not windy, this configuration allowed
the intercomparison between the SPICE R2 reference and what is deemed to be an automated
configuration of a bush gauge, denoted as ROA.

3.2.1.2 Data and methods

For the analysis of results from Valdai, the precipitation type was classified as dry snow, wet snow,
mixed precipitation, or rain by site observers at the times of observations (i.e. by examining the
content in the gauge bucket). Drifting or blowing-snow events were also observed and reported. The
following summary of results focuses on snow and mixed precipitation data, including wet, dry and
blowing snow. Specific data analyses include calculations of total snow and mixed precipitation
amounts over the study period and determination of the mean catch ratios (bush gauge/DFIR and
Tretyakov gauge/DFIR), mean air temperature, and wind speed for all days with snow, blowing snow,
and mixed precipitation. The statistical tools used, such as the regression and correlation analyses of
gauge catch ratios as a function of wind speed, were recommended and tested in the previous WMO
intercomparison (WMO/TD - No. 872, 1998).

The Caribou Creek SPICE intercomparison was completed for the 2012/13 and 2013/14 winter
seasons. The data from the precipitation gauges used in this analysis, the bush-shielded SA Geonor
(ROG) and Pluvio® (ROP) and the Geonor in the DFIR-fence (R2G), were collected minutely. The data
were then subjected to a manual and automated quality control process, and used to produce both a
30-minute and 60-minute Site Event Data Set (SEDS; see Section 3.4). To produce a consistent time
series for intercomparison, the unfiltered bucket weight data were smoothed using a Savitzy-Golay
filter followed by a noise balancing technique called the “brute force filter” (Pan et al., 2016), which
results in a clean time series of accumulated precipitation for each gauge, for both winter seasons.
Although the SEDS methodology is universal for much of the SPICE analysis, the second technique
noted here is only used for developing comparative time series at Caribou Creek.

3.2.1.3 Results

3.2.1.3.1 Assessment of the bush gauge vs. DFIR at Valdai (1991-2010)

For the period from 1991 through 2010, data were collected from Tretyakov gauges installed in the
bush gauge, a DFIR, and in a standard configuration (Tretyakov collector and Tretyakov shield) in an
open area of the Valdai site. Over this period, 1486 observations were recorded and were classified
as dry snow, wet snow, mixed precipitation, and blowing snow. Statistical analyses of the data show
that the mean temperatures were -6 °C for dry snow, -3 °C for wet snow, -5 °C for blowing snow, and
1 °C for mixed precipitation. The average wind speeds at 3 m height were about 3.8-3.9 m/s for wet
and dry snow, and 5.7 m/s for blowing snow. The bush gauge measurements were generally higher
than those of the DFIR for all precipitation types. On average, the bush gauge caught 5%-6% more
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than the DFIR for snow and mixed precipitation, and 12% more for blowing snow, respectively. The
difference in mean catch ratios between snow and blowing-snow events suggests potential blowing-
snow impacts on gauge observations at this site.

Figure 3.22 presents a scatter plot of the dry and wet snow catch ratio (bush gauge/DFIR) for mean 3
m wind speeds up to 8 m/s. The catch ratios are within about 90% to 120% for lower winds (below 3
m/s), and generally increase to 90% to 150% for higher wind speeds (6 to 7 m/s), suggesting that
scatter in the relationship increases at higher wind speeds. The relationship shown by the regression
lines in Figure 3.22are statistically significant at the 95% confidence limit, and indicate that the DFIR
catch is very close to true snowfall for lower mean wind speeds, and measures, on average, about
93% of "true” snowfall for wind speeds up to 6 to 7 m/s. The results for wet snow are very similar to
those for dry snow. This is an important point because it supports the use of the DFIR as a reference,
given its consistency relative to the bush gauge. For blowing snow (not shown), which occurred only
when the 12-hour average wind speeds were greater than 3 m/s, the catch ratios were generally
quite similar to other snow types, but showed more outliers, with catch ratios as high as 180% due to
snow blowing into the bush gauge. As recommended by Yang et al. (1993) and WMO/TD - No. 872
(1998), it is not practical to correct the DFIR data for blowing-snow cases because the bush gauge is
not reliable for the measurement of true snowfall in these conditions.
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Figure 3.22. Scatter plot of the catch ratio for dry snow (red markers) and wet snow (blue markers)
as a function of mean wind-speed measured at 3 m above the ground, Valdai site.

The regression equations derived from the analysis based on the 1971-1990 data are shown in Yang
et al. (1993). More data were collected at the Valdai site from 1991-2010, and a similar analysis was
performed by Yang (2014). Figure 3.23 compares the curves of bush gauge/DFIR catch ratios as a
function of mean wind speed for snow events at Valdai for both the 1971-1990 and the 1991-2010
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(shown as “this study”) datasets. There are differences and similarities between the two studies. For
dry snow, the bush gauge/DFIR ratios from 2014 are systematically lower than those from 1993; the
differences are 2 to 4% for wind ranges of 2 to 8 m/s (Figure 3.23a). For wet snow, the ratio
differences vary from 3 to 8% for wind speeds of 4 to 8 m/s (Figure 3.23b).
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Figure 3.23. Comparison of the regression equations of bush gauge/DFIR catch ratios as a function
of mean wind-speed measured at 3 m above ground, for (a) dry snow and (b) wet snow using
Valdai site data from 1971-1990 (red) and from 1990-2010 (blue). The differences between the two
datasets are 2 to 4% for wind speeds of 2 to 8 m/s for dry snow, and 3 to 8% for wind speeds of 4
to 8 m/s for wet snow.

3.2.1.3.2 Automatic bush gauge vs. DFAR at Caribou Creek

Figure 3.24 shows the cumulative precipitation of various automatic gauges tested at Caribou Creek
for the 2013/14 and 2014/15 winter seasons. Total snow accumulation was about 120-150 mm and
50-70 mm, respectively, for the two winters. Comparing the seasonal totals for all configurations, the
catch for both the Geonor T-200B3 and OTT Pluvio® gauges in the bush are very similar (less than 1%
difference), but both bush gauges caught less precipitation than the Geonor in the DFIR-fence
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(DFAR), even though wind speeds during precipitation events were generally higher in the clearing
near the DFIR fence (Figure 3.25). The DFAR exceeded the average catch of the bush gauges by 6.8%
and 7.8% for the two respective seasons, in contrast with the results from Valdai. Note that the DFAR
configuration is denoted as ‘DFIR’ in all plots in this section, in reference to the DFIR-fence
configuration.

Table 3.4. Seasonal accumulated total precipitation for automatic gauge configurations at the
Caribou Creek SPICE site, 2013/14 and 2014/15.

Accumulated Total

Season Gauge Configuration R
g 9 Precipitation [mm)]
Geonor-Bush 156.9
. 2
2013/14 Pluvio®-Bush 158.3
Geonor-DFAR 168.3
Geonor-Bush 67.3
.2
2014/15 Pluvio®-Bush 68.2
Geonor-DFAR 731
Precipitation Intercomparison - Caribou Creek Precipitation Intercomparison - Caribou Creek
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Figure 3.24. Cumulative precipitation reported by automatic gauges tested at Caribou Creek over
the 2013/14 (left) and 2014/15 (right) winter seasons.
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Caribou Creek 1-hour Average Wind Speeds During DFIR Precip > 0.5mm, Nov-2013 - March-2014
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Figure 3.25. Wind-speed histogram comparing the average wind speed at 3 m in the clearing to the
average wind speed at 2 m in the bush during winter 2013/14 precipitation events, Caribou Creek.

Figure 3.26 shows scatter plots of the bush gauge vs. DFAR 30-minute SEDS data for the two winter
seasons. For the 2013/14 winter, the snowfall events ranged from 0.25 mm to 3 mm, and on
average, the DFAR reported 11% more snowfall than the bush gauges. There is a close correlation
between the two gauges with R? = 0.85. The results for the 2014/15 winter are similar, with the event
snowfall ranging from 0.25 mm to 2 mm, the mean catch of the DFAR exceeding that of the bush
gauge by 7%, and with a close correlation (R” = 0.73) between the two gauges.
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Figure 3.26. Scatter plots of the bush gauge vs. DFAR, using 30-minute SEDS data, winter 2013/14
(left) and winter 2014/15 (right), Caribou Creek.
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Generally, because of the cold continental climate of this region, snowfall rates and liquid-water
equivalents are lower at this site than at most of the other SPICE sites. For this reason, it is useful to
compare the results for longer accumulation periods. For this purpose, a 60-minute SEDS was
produced for Caribou Creek. The longer accumulation interval allows for a longer period for
precipitation to accumulate and, in theory, increases the signal-to-noise ratio of the precipitation
data. Figure 3.27 presents the scatter plots of the bush gauge vs. DFAR 60-minute SEDS data for the
two winter seasons. The 60-minute snowfall event accumulations were larger than those for the 30-
minute events, with accumulations that ranged from 0.25 mm to 5 mm for the 2013/14 winter. For
most cases, the DFAR measured more snowfall than the bush gauge and, on average, reported 9%
more snowfall than the bush gauge. The results for the 2014/15 winter were similar; event
accumulations ranged from 0.25 mm to 3 mm, and the mean catch of the DFAR exceeded that of the
bush gauge by 7%. Correlations between the two gauges were higher for the 60-minute
accumulations (R?=0.97 and R?=0.87 for the two respective seasons) than for the 30-minute
accumulations. The linear relationship, statistically significant at 90-95% confidence, may be
considered as a transfer function between these gauges for this location and other regions with
similar climatic conditions.
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Figure 3.27. Scatter plots of the bush gauge vs. DFAR, using 60-minute SEDS data, winter 2013/14
(left) and winter 2014/15 (right), Caribou Creek.

Figure 3.28 displays the catch ratio (DFAR/bush gauge) as a function of mean wind speed at 3 m
height for both the 30-minute SEDS (top, for gauge precip > 0.25 mm) and the 60-minute SEDS
(bottom, for gauge precip > 0.5 mm). The catch ratios of 30-minute SEDS data vary between 0.5 to
2.5 for mean wind speeds up to 5 m/s. The scatter is higher for data collected in winter 2013/14, and
it seems to increase slightly with the wind speed. The catch ratios for the 60-minute SEDS data vary
from 0.7 to 1.8. As expected, this range of catch variation is much smaller relative to the 30-minute
data because of reduced noise for the longer accumulation periods. The results are generally similar
between the two winters, with some outliers in both. There might be a very slight tendency of
increasing DFAR catch with wind speed, particularly for the 2014/15 winter, but generally the catch
efficiency does not change appreciably with mean wind speed. Again, the results appear to be
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contradictory to those of the Valdai intercomparison, where the bush gauge measured more than
the DFIR by 3 to 8% (for wind speed between 4 and 8 m/s).
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Figure 3.28. The scatter plots of catch ratio (DFAR/bush gauge) as a function of wind speed at 3 m
height, for 30-minute and 60-minute SEDS data, Caribou Creek.

3.2.1.3.3 Discussion

Uncertainties exist in data collection and analyses for precipitation gauge intercomparison
experiments. For Valdai, the observers did the classification of precipitation types at the time of the
observations. Some misclassifications are likely, particularly for mixed-precipitation and blowing-
snow events. Air temperature is useful to check or estimate precipitation type. At Valdai, wind speed
and air temperature are the 12-hour mean values and do not represent well the weather conditions
during precipitating periods. The use of 12-hour mean wind speed is one of the reasons for the
higher variability in catch ratios. Data collection and analyses for shorter timescales, such as every
hour or every six hours, are expected to produce better results, since wind speeds vary
throughout the day. Automatic sensors (such as an optical precipitation detector or other
precipitation-type sensor) could provide a better indication of the precipitation type(s) during a given
assessment period.

Many blowing-snow events were recorded at Valdai at the time of observations; however, no
additional information was reported in terms of blowing-snow duration and intensity, which are
critical to quantify blowing-snow flux. As recommended by the previous WMO intercomparison
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(WMO/TD - No. 872, 1998), the identification and separation of blowing-snow events are necessary
because they represent a special circumstance when adjusting gauge data. During blowing-snow
events, the bush gauge (at 2 m) caught, on average, 12% more snow than the DFIR (at 3 m height),
while the average ratio of bush gauge to DFIR is only 105-106% for snow conditions. Because of the
uncertainty in gauge performance in high-wind conditions, adjustments of the DFIR data when
blowing snow is reported are not recommended (WMO/TD - No. 872, 1998). Since wind speeds are
generally greater during blowing-snow events, the adjustment applied for undercatch during these
events could be higher than warranted. This problem becomes most severe for gauges mounted
close to the ground and susceptible to catching more blowing snow.

The results from the Caribou Creek intercomparison were not expected given the results from Valdai.
The wind-speed histograms in Figure 3.25 show that the 3 m wind speeds in the clearing with the
Geonor-DFIR are higher than wind speeds at 2 m inside the bush area with the Geonor-Bush and
Pluvio®-Bush gauges. Overall, wind speeds at the site are relatively low, below 4 m/s at gauge height
during precipitation events. It is conceivable that undercatch of the bush gauges may occur at wind
speeds less than 2 m/s in the bush area, while the DFIR-shield is more effective at reducing
undercatch than the bush shielding at the wind-speeds experienced in the clearing.

3.2.1.3.4 Summary

The bush gauge at Valdai systematically catches more snow and mixed precipitation than the DFIR,
which is attributed to the influence of wind speed during precipitation events. For instance, the bush
gauge measures 20%-50% more snow over a 12-hour period than the DFIR for wind speeds of 6 m/s-
7 m/s. Therefore, the adjustment of the DFIR for wind-induced loss is necessary to more accurately
represent “true” precipitation. It is important to point out that this error changes with wind speed
and precipitation type. In comparison to previous analyses (Yang et al., 1993; WMO/TD - No. 872,
1998), the more recent analysis produces similar but more reasonable results, suggesting lower snow
undercatch by the DFIR relative to the bush gauge by 3%-6%. This means that the DFIR performance
is better than previously documented in the past WMO intercomparison (WMO/TD - No. 872, 1998)
and will influence the evaluation of national precipitation gauges against the DFIR. More effort is
needed to quantify the impact through field data collection and additional data analyses at selected
WMO test sites. See for example the work of Theriault et al. (2015).

Since the intercomparison data between the bush and DFIR gauges came from only the Valdai station
in Russia, it is important to compare bush-shielded gauges to DFIR-shielded gauges elsewhere and
using automated instrumentation. The results from the Caribou Creek site suggest that the Geonor in
the DFIR-fence measured, on average, 7%-11% more snow than the bush gauge and that the catch
ratio (DFAR/bush gauge) did not change appreciably with wind speed up to 5 m/s. These results are
very different from those reported at Valdai. The differences in results between Valdai and Caribou
Creek may be due to: a) a difference in the bush growth and structure between the sites and b) a
difference in wind regimes and blowing-snow impact on gauge observations. It is important to
remember that at Valdai all gauges were manual, whereas all gauges used for the Caribou Creek
experiments were automatic. While there is no direct intercomparison between manual and
automated bush-shielded gauges, the higher catch of the Geonor inside the DFIR-fence relative to
the automated bush gauges supports the use of the DFAR as an automated reference under these
conditions. However, further analysis is recommended to compare the automatic gauge data from
both sites. Tests at the Caribou Creek site are continuing beyond the period used for the results
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outlined in this report to better assess both reference configurations for future intercomparison
studies.

3.2.2 Assessment of DFAR vs. DFIR (R2 vs. R1)
Authors: Kai Wong, Rodica Nitu, Craig Smith

3.2.2.1 Overview
This section outlines the results of the characterization of the DFAR R2 field working reference

system relative to the DFIR R1 secondary field reference system, as defined in Section 0. This
assessment is based on historical results from previous intercomparisons and on results derived from
new data collected at the CARE (Canada) SPICE site.

3.2.2.2 Historical perspective

3.2.2.21 R1vs R2 at Jokioinen, Finland

An early representation of a field reference system using an automatic gauge installed in a DFIR-
fence (R2-type configuration) was used on the Jokioinen site in Finland during the 1986-1993 WMO
Intercomparison. At the time, Jokioinen hosted a manually observed DFIR (which served as the site
reference) and a second DFIR-fence with a Geonor T-200B3 gauge, as presented in Annex 3.D of
Goodison et al. (1998). The data were made available after the completion of the intercomparison
and not included in the final report.

Manual observations of the DFIR were made at the Jokioinen site by the Finnish Meteorological
Institute from December 1988 through April 1993, twice daily at approximately 10:00 and 22:00 UTC.
Present weather observations were also made at the time of observations to identify precipitation
type. Air temperature and 2 m wind speed and direction were recorded and averaged over the
period corresponding with each manual observation. Minimum and maximum temperatures were
also reported over the same period. Figure 3.29 shows the scatter plots of the manual observations
from the DFIR and the accumulated precipitation in the Geonor gauge in the DFIR-fence, for those
periods when both gauges measured at least 1 mm and the maximum temperature during the period
did not exceed -2 °C (threshold intended to limit the assessment to solid precipitation periods).

Jokioinen Precip Intercomparison, R2 vs R1, Precip > 1mm, Temp < -2 deg C
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Figure 3.29. Comparison between accumulation reports from the Geonor T-200B3 gauge in DFIR-
fence and the DFIR, with a 1:1 relationship overlaid. Datapoints represent daily measurements of
snowfall greater than 1 mm during periods when the temperature did not exceed -2 °C.
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The total reported precipitation amounts from the manual DFIR and Geonor in DFIR-fence for the 23
events shown in Figure 3.30 were 106.5 mm and 104.7 mm, respectively, with an average catch
efficiency of 0.99. Overall, these results indicate that for wind speeds below 6 m/s, the specific gauge
type (manual or automated (Geonor)) has minimal impact on the amount of snowfall collected.

Jokioinen Geonor-DF Catch Efficiency vs Wind Speed, Precip > 1mm, Temp < -2 deg C
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Figure 3.30. Catch efficiency — wind-speed relationship for the Jokioinen double-fence Geonor
(DFAR) compared to the DFIR for daily precipitation amounts greater than 1 mm where
temperatures did not exceed -2 °C. The DFIR is adjusted for wetting loss but not wind bias.

3.2.2.22 Rf1vs. R2 at Bratt’s Lake, Canada

In November 2003, Environment Canada began gauge/shield configuration intercomparisons at the
Bratt’s Lake test facility. The site hosted a twice-daily-observed manual DFIR and a second DFIR-
shield to house a Geonor T-200B3 gauge (DFAR). Intercomparisons continued with these
configurations until 2011. Manual observations, including present weather, were typically made at
1400 and 2300 UTC, and generally only on weekdays. As with the Jokioinen observations, the
manual DFIR measurements were made volumetrically with a wetting-loss adjustment applied
(Goodison et al.,, 1998). Automated Geonor observations were accumulated over the manual
observation periods, with wind speed and temperature averaged over the same periods. Previously
published results from this intercomparison (Smith, 2009, 2010) include a wind adjustment of the
DFIR based on Yang et al. (1993) and show decreasing catch efficiency with increasing wind speed.
As an example, Figure 3.31 presents a revision of the relationship shown by Smith (2009).
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CE - Wind Speed Relationship for the Bratt's Lake R2, Precip > 1mm, Temp < -2 deg C
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Figure 3.31. Catch efficiency — wind-speed relationship for the Bratt’s Lake double-fence Geonor
(R2) compared to the DFIR (R1) for daily precipitation amounts greater than 1 mm where
temperatures did not exceed -2 °C.

The relationship in Figure 3.31 suggests that the catch efficiency of the Geonor gauge in the DFIR-
fence begins to decrease substantially at wind speeds greater than 5-6 m/s; however, this trend is
attributed primarily to the wind adjustment of the DFIR (Yang et al, 1993). To be consistent with the
prior Jokioinen re-analysis and additional work conducted during SPICE, the Bratt’s Lake data were
re-examined without the DFIR wind adjustment. In addition, the re-examined dataset was subject to
the following changes: more stringent filtering of blowing-snow events, as reported by the human
observer, and an experimentally derived wetting-loss adjustment of 0.13 mm per observation, which
is necessary because the DFIR observations were made using a volumetric flask.

Figure 3.32 shows the comparison between the double-fence Geonor (Geonor-DF) and the DFIR for
the re-examined dataset, with the black line representing the 1:1 relationship. It appears that the
catch of the Geonor in the DFIR-fence is lower than the catch of the DFIR. For the 45 events shown,
the total catch of the DFIR and Geonor-DF are 117.8 mm and 106.1 mm, respectively, with an
average Geonor-DF catch efficiency of 0.93. The catch efficiency-wind-speed relationship for the
updated dataset is illustrated in Figure 3.33.
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DFIR vs Geonor-DF, Bratt's Lake, Precip > 1mm, Temp <-2 deg C
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Figure 3.32. Comparison between the Geonor-DF and the DFIR, with a 1:1 relationship overlaid.
Data is for daily measurements of snowfall greater than 1 mm during periods when the
temperature did not exceed -2 °C.

CE-Wind Speed Relationship for the R2 at Bratt's Lake, Precip > 1mm, Temp <-2 deg C
I

1.2+

CE (R2/R1)
o o o -
= 5 & &

o
N
T

0.0

w -

4 5 6
2m Wind Speed (m/s)

7 8 9

10 1

Figure 3.33. Catch efficiency — wind-speed relationship for the Bratt’s Lake double-fence Geonor
compared to the DFIR for daily precipitation amounts greater than 1 mm where temperatures did
not exceed -2 °C. DFIR is adjusted for wetting loss but not wind bias.
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3.2.2.3 WMO-SPICE: R1 vs. R2 Intercomparison at CARE

This section focuses on the results from the intercomparison of the R2 and R1 field reference systems
at the CARE SPICE site. These results are relevant for providing an assessment on the performance of
the R2 reference configurations installed at SPICE sites.

3.2.2.3.1 Equipment

The R1 reference system at CARE is described in Section 0, and consists of an octagonal vertical
double-fence shield with a manual Tretyakov collector and shield at the centre. The collecting area of
the Tretyakov gauge/collector is 200 cm?. The R2 reference configuration has a similar DFIR-fence
and a single-Alter-shielded Geonor T-200B3 automatic gauge at the centre, as shown in Figure 3.34.
The Geonor gauge is equipped with three transducers. The gauge is heated following the approach of
the US Climate Research Network, as adjusted for SPICE (I0C-2 Final Report, Boulder, 2012 and |0C-4
Final Report, Davos, 2013; It should be noted that the Geonor gauges in the Jokioinen and Bratt’s
Lake studies, summarized previously, were not heated. The gauge has a collecting area of 200 cm?
and a capacity of 600 mm.

“h. .

/,I I/I 0% i

I||l|l|l|

. q

N

Figure 3.34. Geonor T-200B3 gauge in R2 reference configuration at the CARE site.

Wind speed was measured at 2 m and 3 m above ground using two Vaisala NWS425 ultrasonic wind
sensors. The air temperature was monitored on site using a Yellow Springs International Model
44212 thermistor in a Stevenson Screen. Three present weather sensors, comprising an OTT Parsivel®
disdrometer, a Vaisala PWD22 present weather detector, and a POSS present weather sensor, were
used for the identification of precipitation type.
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The CARE site layout is shown in the site commissioning report and in the site description. (See
Annex 4). The distance between the R1 and R2 reference configurations is about 36 m.

3.2.2.3.2 Data

The data used for analysis in this section were quality controlled using filters to remove any outliers.
For the R2 precipitation amounts, a Gaussian filter was used to filter out some of the high-frequency
noise. Details of the SPICE QC procedure are presented in Section 3.4.

The observations of the R1 precipitation amount were made in accordance with the manual
observation procedures (Earle, 2013). It should be noted that the procedures differ from those used
for Jokioinen and Bratt’s Lake results reported above, as the weight, instead of the volume of the
collected precipitation, was measured using a calibrated scale. The scale was an Ohaus Explorer
analytical and precision balance, with calibration error below 0.1 g and readability, repeatability, and
linearity of measurements within 0.1 g.

The snow water equivalent in millimetres was computed from the weight of the precipitation
collected using the density of water and the dimensions of the collector, as follows:

M M
SWE = p_ =1 /e X 200 o = (0.005cm/g) x M = (0.05mm/g) x M

where p is the density of water and is assumed to be constant and equal to 1 g/cm?, A is the
collecting area and is assumed to be 200 cm?, and M is the weight of the precipitation collected in
grams.

At the CARE site, the calculated accumulated precipitation amount is reported to the hundredth of
one millimetre. Assuming the uncertainty of the scale to be 0.1 g, as one standard deviation, and the
collecting area to be exactly 200 cm? (ignoring any uncertainty), it can be derived that the laboratory
uncertainty of SWE is 0.01 mm.

The R1 observations analyzed in this section of the report were made between December 8, 2012,
and April 9, 2013, between December 4, 2013, and April 1, 2014, and between December 2, 2014,
and March 11, 2015. The observation periods have a minimum of about six hours and a maximum of
246 hours (10 days). The average period is about 28 hours and the median is 24 hours. Only the R1
observations with periods less than 48 hours are selected for analysis.

3.2.2.3.3 Analysis technique

The R2 Geonor gauge amount is taken as the average of the three transducer precipitation amounts,
quality controlled using the SPICE QC procedure (Section 3.3.2).The R2 increments were calculated
over the R1 observation periods as the difference of the R2 gauge-reported amounts between the
end and start of the R1 observation period. There was no additional filtering of R1 precipitation
amounts.

The catch efficiency (CE), the ratio of R2 accumulation to R1 accumulation over the same observation
period, was then computed and analyzed for different accumulation thresholds. The dependence of
CE on wind speed was investigated. Following the approach used by Smith (2008 and 2009) the
maximum temperature over the observation period was used to select solid precipitation events, i.e.
events for which the maximum temperature over the observation period was < -2 °C were selected
as solid precipitation events.
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Egbert from 08-Dec-2012 to 10-Apr-2013 R2 Geonor MaxMin and Jump QC Amounts
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Figure 3.35. 2012/13 winter R2 transducer precipitation amounts filtered with the max-min and
jump filter of the SPICE QC procedure, their average, and manual observations. Note: In the plots
in this section, Egbert is used interchangeably with CARE, as Egbert (Ontario, Canada) is the closest
town to the CARE site.
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Egbert from 04-Dec-2013 to 01-Apr-2014 R2 Geonor MaxMin and Jump QC Amounts
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Figure 3.36. 2013/14 winter R2 transducer precipitation amounts filtered with the max-min and
jump filter of the SPICE QC procedure, their average, and manual observations.
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- Egbert from 02-Dec-2014 to 11-Mar-2015 R2 Geonor MaxMin and Jump QC Amounts
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Figure 3.37. 2014/15 winter R2 transducer precipitation amounts filtered with the max-min and
jump filter of the SPICE QC procedure, their average, and manual observations.

3.2.2.3.4 Results

Figure 3.35,Figure 3.36, andFigure 3.37 show the filtered precipitation amounts from each of the
three transducers of the Geonor gauge in the R2 reference configuration, the three-wire average,
and the manual observations for the 2012/13, 2013/14, and 2014/2015 winter seasons, respectively.
For each season, it is apparent that the R1 configuration reports more accumulated precipitation
than the R2 configuration.

The influence of wind speed on the CE was analyzed; Figure 3.38 shows a plot of CE vs. mean wind
speed when the accumulation over the observation period exceeded 1 mm for both the R1 and R2
configurations. A 1 mm accumulation threshold was also used in Smith (2009). Figure 3.39 shows a
scatter plot of R2 accumulation vs. R1 accumulation for each observation period, or event. There
were a total of 33 events for which the accumulation reported by each configuration exceeded the 1
mm threshold: 10 events in 2012/13, 15 events in 2013/14, and 8 events in 2014/15.

Based on the average catch efficiency in Figure 3.38, the reported precipitation amount from the R2
reference configuration is about 7% below the corresponding R1 value. The potential causes of this
difference are examined in the following subsections.
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Egbert Winters in 08-Dec-2012 to 11-Mar-2015: Catch Efficiency with R1, R2 > 1 mm
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Figure 3.38. Catch efficiency vs. mean wind speed for events with accumulations of 1 mm or
greater. The mean and standard deviation of the CE are also included. A linear regression test on
the slope, at the 95% confidence level, showed that the slope is significantly different from zero.
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Egbert Winters in 08-Dec-2012 to 11-Mar-2015: R1 vs. R2
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Figure 3.39. Scatter plot of R2 vs. R1 precipitation accumulations when both increments are greater
than 1 mm. A linear regression test indicates that the slope of 0.912 is significantly different from 1
at the 5% significance level.

3.2.2.3.4.1 Impact of the Tretyakov gauge in R1
In a long-term intercomparison of six Tretyakov gauges conducted by Yang et al. (2013), the

measurement uncertainty was assessed by determining average catch ratios for each of five gauges
relative to the sixth. For snow, the average catch ratios were found to vary from 94% to 106%,
suggesting a measurement uncertainty of + 6% for Tretyakov gauges. This uncertainty provides one
potential explanation for the difference in results between the R1 and R2 reference configurations

observed in Section 3.2.2.

The laboratory uncertainty of the Tretyakov collector and calibration error of the scale used to weigh
the collector were both within 0.1 g, or about 0.01 mm snow water equivalent, assuming a density of
1000 kg/m® and a collector area of 200 cm’. These errors are not sufficient to explain the
approximately 7% difference between R1 and R2 accumulation reports, however. The uncertainty of
the collector is another avenue to consider. An error of about 3.7% in the radius of the collectors (ry)
would produce an offset of 7% in the computed precipitation amount; however, an error of this
magnitude is unlikely, as the radius of one of the collectors was within 0.3% of r,.
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3.2.2.3.4.2 Assessment of the accumulation of frost on R1 collector
Frost can form on the inside as well as the outside wall of the R1 collector and could introduce

additional errors in the measurements. As a standard practice, these instances are noted by the
observer and used in the interpretation of results. According to the measurement procedure, the
outside frost and any adhered precipitation is removed before the gauge is weighed (Earle, 2013).

On February 10, 2013, the observer noted that the collector was covered with frost on the outside
and, to a lesser extent, on the inside. After cleaning the outside, the collector weighed 1641.6 g. With
the inside also cleaned, and including the partial fin, the collector weighed 1638.6 g. The empty
collector weighs 1638.3 g. Without the removal of the frost accumulation, the measurement would
have been 0.05 mm/g x (1641.6 g — 1638.3 g) = 0.16 mm, likely not the result of a precipitation event.
A picture of the R1 manual gauge with frost is shown in Figure 3.40.

-

Figure 3.40. Frost on the R1 manual gauge at CARE. (Photo credit: P. Raczynski)

In this particular case, the observer noted that it was clear the day before, and there was a morning
fog on February 10. This observation was confirmed by the two weather sensors at the site. It was
strongly suspected that the increase in the collector weight was due to frost resulting from the fog.

For the 33 precipitation events during the study period (events with accumulations greater than 1
mm, maximum temperatures less than -2 °C, and durations less than 48 hours), frost was reported
for only two events; hence, the contribution of frost to the differences between R1 and R2
accumulation reports is not expected to be significant. An additional 18 frost events were reported
for which the accumulation was below the set threshold of 1 mm per event.
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3.2.2.3.4.3 Assessment of accumulation threshold and temperature limits for solid precipitation
events

An assessment of the impact of the value of the precipitation accumulation threshold selected for an
event was conducted. The threshold accumulation for both R1 and R2 configurations was varied
between 0.1 mm and 1.5 mm, while the maximum temperature limit for a solid-precipitation event
was maintained at -2 °C. The results are presented in Table 3.5, and show that the mean CE varies
between 92% and 96% over the range of accumulation thresholds tested, while the standard
deviation of CE increases as the threshold is decreased.

Table 3.5. Effects of different accumulation thresholds on the average catch efficiency and other
parameters for R1 and R2 reference configurations at CARE.

R1, R2 Number of Mean CE St. Dev. of Slope of Linear R?
threshold Events CE Regression of CE

[mm] vs. Wind Speed

1.5 25 0.919 0.048 0.00213 0.0033
1 33 0.928 0.049 -0.0048 0.017
0.8 38 0.936 0.057 -0.00536 0.014
0.5 44 0.93 0.077 0.0056 0.0079
0.3 58 0.947 0.099 0.0155 0.035
0.1 68 0.964 0.2 0.0159 0.008

Next, keeping the R1 and R2 event accumulation threshold at 1 mm, the temperature limit for a
solid-precipitation event was varied. The effects of this variation of the temperature limit are given in
Table 3.6. The results show an increase in the number of events and a decrease in the CE, with an
increase in the standard deviation of the CE as the maximum temperature was increased above -2 °C.
Opposing trends were observed when the temperature limit was reduced from -2 °C to -5 °C.
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Table 3.6. Effects of different temperature limits on the average catch efficiency and other
parameters for events with an accumulation > 1 mm for R1 and R2 configurations at CARE.

Temp Limit Number of Mean CE St. Dev. (CE) Slope of Linear R?
[°C] Events Regression of CE

vs. Wind Speed
-5 23 0.94 0.046 0.00112 0.001
-2 33 0.928 0.049 -0.0048 0.017
0 43 0.931 0.06 -0.00298 0.0034
2 56 0.913 0.084 -0.00838 0.015
5 71 0.909 0.093 -0.0106 0.018

3.2.2.3.4.4 Impact of the Geonor gauge in R2

The R2 Geonor gauge was assessed by a field verification in July 2013 (Mohamed et al., 2013). The
errors between the gauge amount (i.e. the average of the three transducer amounts) and the
reference amount generated by water weighed to 1 kg (i.e. 50 mm in depth) have a maximum of
0.15 mm, a minimum of -0.14 mm, an average of 0.03 mm, and a median of 0.01 mm. The
percentage errors between the gauge amount and the reference amount have a maximum of 0.29%,
a minimum of -0.28%, an average of 0.06%, and a median of 0.02%. Thus, the calibration of the
Geonor gauge in the R2 reference configuration is not likely the cause of the difference in CE
observed between the R1 and R2 configurations.

3.2.2.3.4.5 Impact of heating of the R2 gauge

The impact of heating the R2 Geonor gauge was examined within the context of the difference in CE
between the R1 and R2 accumulation reports. The inlet orifice of a Geonor gauge is a long tube
hanging above the weighing bucket. The R2 Geonor inlet orifice is equipped with upper and lower
heaters following the approach of the USCRN (C-SPICE — Precipitation Gauge Heating Summary,
2013). (Heaters (lower and upper rim) are turned on if the ambient temperature is between -5° and
+5 °Cinclusive and the corresponding rim temperature is below 2 °C.)

During its passage through the inlet, snow can adhere to the inner wall and will not reach the bucket
to be weighed and recorded. Heating the inlet helps to mitigate the influence of adhesion, but could
also lead to evaporation of some of the precipitation near or on the inlet wall. The Tretyakov
collector in the R1 configuration is not subject to these adhesion and evaporation losses, as the
collector is unheated and any adhered precipitation is weighed as part of the measurement.

Tests conducted at the NCAR Foothills snow machine laboratory using a Geonor T-200B3 gauge (Colli
et al., 2013) showed an underestimation of accumulated precipitation when the snowfall rates are
very low and the heater is active. On the other hand, no evidences of heated plumes or subsequent
upward airflows were detected by tracking the falling snow flakes trajectories with a video approach.
Therefore, the only source of uncertainty directly ascribable to the usage of the heater is the
evaporation of the melted snowflakes along the internal heated surfaces. This effect could impact
appreciably on the GEONOR T200B measurements since the size of its internal heated surface is
equal to 1655 cm?, more than four times the corresponding diameter of the OTT Pluvio® gauge (382

95



SPICE Final Report

cm?2). Colli et al., (2013) also observed that the wet surface of the inner collector wall could be
responsible for the retention and evaporation of snowflakes when the snowfall rate is low.

3.2.2.3.4.6 Assessment of the impact of Geonor rim heating

To investigate the impact of the Geonor rim heating, the behaviour of three Geonor T-200B3 gauges
in single-Alter-shields installed at the CARE site were considered, one with heaters (H6) and two
without (H1 and H8), for two periods in 2013/14 and 2014/15. The heating configurations of Geonor
H6 and Geonor R2 are similar, and the three Geonor gauges have the same physical and data
configuration (i.e. all have three transducers and are installed in single-Alter shields). For this
assessment, hourly increments were calculated for the three gauges. Precipitation events were
assessed when all three gauges reported amounts equal to or greater than 0.5 mm. These hourly
amounts were separated into two groups:

1. H6 Heater off: upper and lower heater status off over the hour
2. H6 Heater on: either of the heaters were on for at least 30% of the time in a given hour

Figure 3.41 shows a plot of the relative catch efficiencies for each gauge pair, H6/H1, H6/H8 and
H8/H1, for the period from December 1, 2013, to May 31, 2014. The plot shows that there is on
average about 7% difference in catch efficiency between the Geonor heater when it is on and when it
is off. The average catch efficiency of the two Geonor gauges without heater, H1 and H8, are close to
1, as shown in the third plot.
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Figure 3.41. Catch efficiency of H6/H1, H6/H8, and H8/H1 for the period from December 1, 2013, to
May 31, 2014.
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The catch efficiency of H6/H1, H6/H8, and H8/H1 for the observation period in 2014/15 is shown in
Figure 3.42. The catch efficiency differs markedly from that of 2013/14. In particular, there are
groups of datapoints when the H6 heater is off for which the catch efficiency either falls below 80%
or exceeds 120%.

Investigation of the specific events represented by the points in the yellow boxes (not shown)
indicated the potential for wind shadowing of H8 when the wind was from the north. This was
attributed to the presence of a new DFIR-fence that was installed north of H8 in November 2014 and,
hence, did not impact the 2013/14 data in Figure 3.41. The dataset was filtered to remove events
when the wind direction was from the north (from 20° to 320°); the filtered results are plotted in
Figure 3.43 and show that the difference in mean catch efficiency is again about 6% to 7% between
when the H6 heater is on and off.
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Figure 3.42. Catch efficiency of H6/H1, H6/H8, and H8/H1 for the period from December 1, 2014, to
May 31, 2015. The yellow boxes indicate events with catch efficiencies < 80% or = 120%.
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Figure 3.43. Catch efficiency of H6/H1, H6/H8, and H8/H1 for the period from December 1, 2014, to
May 31, 2015, following the filtering of events with North wind (from 20° to 320°).

The consolidated results for the 2013/14 and 2014/15 seasons, filtered to remove events affected by
wind shadowing, are shown in Figure 3.44. The difference in mean catch efficiency is again about 6%
to 7% between when the H6 heater is on and off. The yellow boxes in Figure 3.44 identify two
specific events with catch efficiencies > 120%. Case study analyses (not shown) indicated that these
higher-than-expected catch efficiencies likely resulted from precipitation freezing on the rim of
gauges H1 and H8 and not being collected in the respective buckets and reported. These cases serve
as an important reminder of the intent of rim heating, which is to prevent precipitation from
accumulating on the rim. A gauge with rim heating should catch more than one without rim heating
when precipitation does, in fact, accumulate on the rim. However, rim heating does have an
apparent side effect: it can result in lower-than-expected catch efficiencies on the order of 6% to 7%,

as shown in Figure 3.44.
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Egbert 01-Dec-2013 to 31-May-2015: Catch Efficiency of H6 over H1
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Figure 3.44. Catch efficiency of H6/H1, H6/H8, and H8/H1 for the period from December 1, 2013, to
May 31, 2015. The data have been filtered by wind direction to remove events impacted by wind

shadowing from the north. The yellow boxes indicate points with catch efficiencies > 120%.

Finally, the data in Figure 3.44 were replotted as a function of the average temperature over the
hour, rather than as a function of the average wind speed over the hour. (See Figure 3.45) Enhanced
dispersion of events is evident over the temperature range from -5 °C to +2 °C, when the H6 heating

is applied according to the USCRN approach.
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Egbert 01-Dec-2013 to 31-May-2015: Catch Efficiency of H6 over H1
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Figure 3.45. Catch efficiency of H6/H1, H6/HS8, and H8/H1 for the period from December 1, 2013, to
May 31, 2015, as a function of mean event temperature.

3.2.2.4 Summary
Data from a manual Tretyakov gauge and a Geonor T-200B3 automatic gauge, both inside DFIR

double fences at the CARE site, were analyzed for the winter seasons of 2012/13, 2013/14, and
2014/15. The analysis shows that the dependence of the catch efficiency on the mean wind speed is
not strong for the range of 1 to 6 m/s and that the automatic gauge catches about 7% less
precipitation than the manual gauge. The calibrations of the scale for weighing the precipitation from
the manual gauge and the transducers of the Geonor gauge were verified and associated
uncertainties presented. Other effects were also considered, such as the uncertainty and area of the
R1 collector, the influence of frost on the R1 observations, and the impact of the specific thresholds
(accumulated precipitation, temperature) used to identify the events considered in the analysis.

An investigation of data from three Geonor gauges in single-Alter shields at CARE, one heated and
two unheated, was conducted to assess the influence of heating on reported accumulation. It was
found that heating does increase gauge catch efficiency in some instances (when the potential exists
for precipitation freezing/accumulating on the rim), but generally results in lower catch efficiency,
perhaps due to evaporation on the rim caused by the heating. The difference is about 6% to 7%,
similar to the difference between the mean catch efficiencies of the R2 and R1 configurations. These
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results suggest that the heating of Geonor R2 may be the main reason for the 7% difference in catch
efficiency.

3.2.2.5 Comparison of previous intercomparison results

The results presented in Section 3.2.2 reflect three different experiments, organized on three sites in
different climates. An overall catch efficiency of about 93% between the DFAR and DFIR has been
reported for the CARE and Bratt’s Lake sites, while the catch efficiency reported for Jokioinen is 99%.
All three experiments used a Geonor gauge in the DFAR and a Tretyakov gauge in the DFIR. While the
experiments from Bratt’s Lake and Jokioinen used unheated Geonor gauges, the Egbert (CARE) DFAR
used a heated Geonor in the manner defined for the field working reference for SPICE.

This report examined several factors and their potential contribution to an assessed catch efficiency
of 93%. An investigation of the impacts of gauge heating performed at CARE indicated that a 6% to
7% undercatch could be attributed to the application of heat. This does not, however, explain the
undercatch observed for the unheated Geonor gauge in the R2 configuration at Bratt’s Lake.
Additional work is required, using data from other environments, to better understand the different
factors and their contributions, and to further assess the representativeness of the present catch
efficiency results within the broader context of the traceability of measurements from different
reference configurations.

3.2.3 Gauge-based comparison of R2 references: R2G (Geonor) vs. R2P (Pluvioz)
Authors: Soorok Ryu, GyuWon Lee, Rodica Nitu, Craig Smith

3.2.3.1 Introduction

For assessing automatic instruments and to address the need for high temporal sampling and
reporting frequency down to minutely scales, field references using automatic instruments were
used in SPICE. The automatic field working reference type R2 configured for SPICE is described in
Section 0. When available, data from a precipitation detector were integrated with the data from the
weighing gauge for the derivation of the R2 reference dataset.

Automatic weighing gauges were selected for the DFAR based on their breadth of operational use
and existing documentation of their performance, a principle similar to that used for the 1989-1993
WMO Solid Precipitation Measurement Intercomparison (Goodison et al., 1998). Two weighing-type
gauges were used as part of the SPICE R2 reference system; these were the Geonor T-200B3 gauge
(with 3 transducers) and the OTT Pluvio? (see Figure 3.46), both with heated rims. Each participating
site configured its R2 field reference with the weighing gauge most widely used in their respective
organization or program. Since both reference systems were used for SPICE intercomparisons, it is
important to quantify and understand any differences in their behaviour.

In this study, an R2 system employing a Geonor gauge is referred to as R2G, while an R2 system using
a Pluvio? gauge is referred to as R2P.
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Figure 3.46. Weighing gauges used in R2 reference configurations: (a) Geonor T-200B3, (b) OTT
Pluvio® (photos from CARE SPICE site).

3.2.3.2 R2 reference dataset

The SPICE reference dataset is, ideally, an unbiased, low variance, noise filtered, artifact-free data set
with great sensitivity, independent of the type of gauge used. The ability to relate either the R2G or
R2P reference datasets is critical for the interpretation of results for instruments tested at different
locations. This section summarizes the comparative results of the two reference systems using data
from three SPICE sites: CARE (Canada), Bratt’s Lake (Canada), and Gochang (Rep of Korea). Each site
was equipped with two DFARs, one R2G and one R2P.

The analysis was conducted using data from two winter seasons. At CARE, the periods were from
December 1, 2014 to April 30, 2015, and December 1, 2015 to March 31, 2016. At Bratt’s Lake, the
periods were from January 17, 2015 to May 20, 2015, and December 1, 2015 to March 28, 2016. At
Gochang, data for this analysis were from December 12, 2014 to February 28, 2015, and December 1,
2015 to January 26, 2016.

On the CARE site, a disdrometer-type Thies Laser Precipitation Monitor (LPM) was installed within
the R2G in 2013, and was used as a precipitation detector for the derivation of the reference dataset.
The gauges on the CARE and Bratt’s Lake sites were heated according to the USCRN approach. On the
Gochang site, the Pluvio® gauges used the rim heating algorithm provided by manufacturer, similar to
CARE and Bratt’s Lake, but all Geonor gauges were of 1000 mm capacity and were not equipped with
rim heating. Details on the configuration of each of these three sites are available in Section 2 and
Annex 4.

Data characteristics and sampling strategies for both gauges are described above in Section 3.1.3.7.1
and in Table 3.2. Several data products are included in the message output of the Pluvio®. The Bucket
RT is considered the lowest level data available from the gauge (considered for the purpose of this
analysis as “raw” data) and was used for this analysis. This helps to ensure the direct comparability of
the data from the two gauges, for the purpose of this analysis.
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3.2.3.3 Data and method

3.2.3.3.1 Derivation of precipitation data

This analysis is based on the one-minute accumulation data from the Pluvio® (R2P) and Geonor (R2G)
gauges, quality-controlled (QCed) by applying the SPICE QC methodology (see Section 3.3.2). For a
Geonor gauge, the QC process is applied to each of the three vibrating-wire transducers, and the
final Geonor minutely data is obtained by computing the average of the values from the three
transducers. When the data was collected with a 6 second temporal resolution (e.g. CARE), a 1-
minute value is obtained by aggregating (or mean averaging) the 6 second values for each 1 minute
interval. For a Pluvio® gauge, minutely data were calculated based on the Bucket RT output, either as
an average of the 6 second Bucket RT values, where available, or as the minutely data output
collected.

Table 3.7 summarizes the information on the heating of the R2 gauges, their sampling interval on
each site, and the respective ancillary measurements.

Table 3.7. Summary of ancillary measurements and temporal resolution of data, by site.

CARE Bratt’s Lake Gochang
Time resolutions of R2G and R2P | 6s 1min 6s
Rim heating All heated All heated R2G : not heated
Temperature Vaisala HMP155 | Campbell HMP45C | WS-T100G1
(height), T (1.5 m) (1.5m) (1.6 m)
Relative Humidity EE180
(height), RH (1.6 m)
Wind speed Vaisala NWS425 | RM Young 5103 JY-WS161B
(height), U (2 m) (2.2 m) (1m)

For the comparison of data from the two R2 references, R2G and R2P, a 30 minute sampling interval
was used to obtain the precipitation intensity. All comparisons were made when at least one value,
R2P or R2G, was positive, or all values were greater than or equal to a predefined threshold, PO.
Three values for the threshold PO were considered; these were 0.10 mm/h, 0.25 mm/h, and 0.50
mm/h. The horizontal wind speed U, air temperature T, relative temperature RH, and dew point
temperature T4 have been averaged over the same precipitation sampling interval of 30 min. The
dew point temperature is computed from RH and T using the formulation in Wagner et al. (2002).

In this work, the precipitation types were separated into snow, mixed precipitation, and rain, using
the following temperature conditions:

snow T <-2.0°C
precipitation type = {mixed precipitation —-2.0°C< T < 2.0°C
rain T>20°C
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The approach of using the air temperature as condition to separate precipitation type for bias
corrections is similar to that used in Yang et al. (1995, 1998).

Figure 3.47 shows the time series of one-minute accumulation data from R2G and R2P for each
measurement season, at all three sites. The blue line is the minutely Geonor reported accumulation
data and the red line is the minutely Pluvio® reported accumulation data.
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Figure 3.47. QCed accumulation data of R2G and R2P, and 1 min temperature at CARE (first row),
Bratt’s Lake (second row), and Gochang (third row) in (a) 2014/15 winter and (b) 2015/16 winter.

Figure 3.48 represents the time series of horizontal wind speed and relative humidity on all three
sites, for each measurement season. The notable point is that the maximum values of wind speed at
Gochang and Bratt’s Lake were marginally higher than those from CARE.
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Figure 3.48. Time series of QCed wind speed and relative humidity at CARE (first row), Bratt’s Lake
(second row), and Gochang (third row) in (a) 2014/15 winter. and (b) 2015/16 winter.

3.2.3.3.2 Method
The comparison analysis between the two reference systems, R2G and R2P, was performed by

examining the distribution of their differences and the ratios of the data from the two systems.

The ratio is calculated using concurrent values reported by the two systems, and the measurement of
R2G was used as the denominator. Quartile statistics and transfer functions were used to describe
the distributions of these ratios.

3.2.3.4 Results

3.2.3.4.1 Environmental conditions

Figure 3.49 shows the probability distribution function (PDF) of the number of precipitation events,
for an intensity threshold of PO = 0.25mm/h, stratified by precipitation rate, wind speed, air
temperature, and relative humidity. For all events, the peaks of frequency appear for wind speeds of

5-6 m/s, 2-4 m/s, and 1-3 m/s, for Bratt’s Lake, CARE, and Gochang site, respectively.
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Figure 3.49. Probability density functions (PDFs) of precipitation intensity, wind speed,
environmental temperature, and relative humidity for 30 minute intervals and PO =0.25 mm/h.

3.2.3.4.2 Comparison of sensitivity for different thresholds
The impact of the precipitation intensity threshold on the detection and measurement of

precipitation, and on the relative comparison of the R2G and R2P data, is assessed. When computing
precipitation rates from accumulated precipitation values reported by automatic weighing gauges, it
is important to find an optimal threshold to limit the noise, while avoiding the loss of “true” data.

Figure 3.50 shows the distributions of concurrent 30 min P2G and R2P values as a function of the
dew point temperature, Td, (x-axis), the air temperature, T (y-axis), as well as the threshold PO. The
blue circles represent the events when the R2G value is larger than the corresponding R2P value,
while the red dots represent the events when R2P>R2G>0. From this figure, it is observed that the
agreement between two gauges increases and the shape of their distribution narrows, as the
threshold PO increases. A higher R2P value is noted in the area below the diagonal 1:1 line, and for
lower PO values. This is interpreted as the R2P values being higher than the corresponding R2G

values in low relative humidity condition, and for lower PO values.
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Figure 3.50. Scatter plots of temperature (x-axis) and dew-point temperature (y-axis) when R2P
and R2G report different values, obtained by varying the threshold P0=0.1, 0.25, and 0.5 mm/h.
The red dots and blue circles represent the events when R2P>R2G and R2P < R2G, respectively.

3.2.3.4.3 Detectability of precipitation
To test the detectability of precipitation by the two gauges, a targeted assessment was conducted

using the data from the Thies LPM at the CARE site, for the period from December 1 2015 to
February 29 2016. The 30 min intensity data from the LPM were calculated as the 30 min average of
the one minute precipitation intensities reported by the sensor. Figure 3.51 shows the scattered
points when one gauge recorded a precipitation amount, whereas the other did not, for different
dewpoint temperatures (y-axis) and temperatures (x-axis), and for different threshold values, PO.

Similar to Figure 3.50, the red dots in Figure 3.51 represent the events when the R2P intensity is
larger than that reported by R2G, while the blue dots represent the events when values reported by
R2G are larger than those reported by R2P. Additionally, the cyan circles represent the events when
both the R2G and the LPM report positive intensities, but R2P reports no precipitation (i.e. below the
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imposed threshold), while the magenta circles represent the events when the R2P and the LPM
intensities are positive, and the R2G intensity is below the threshold. When P0=0.1 mm/h, the
number of datapoints represented is 175, which decreases significantly to 37 when the threshold is
increased to PO = 0.25 mm/h.

A remarkable result is that the use of the LPM as a second criterion for the identification of
precipitation is important when PO £ 0.1mm/h (Figure 3.51a), but its contribution is not noticeable
with a higher threshold (Figure 3.51b-c). Some red dots are observed below the diagonal line when
P0=0.1 mm/h, which indicates that in lower relative humidity conditions, signal is detected by the
R2P but not the R2G, which in fact could include some noise. Figure 3.51d presents the cases when
the R2P response appears noisy (non-zero values were determined), although the LPM reports no

accumulation of precipitation.
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Figure 3.51. Scatter plots of temperature (x-axis) and dew-point temperature (y-axis) when one of
R2P and P2G has detected precipitation but the other has not. Cyan dots and magenta dots
represent cases when the LPM also reports precipitation. The LPM is located within the DFIR-fence,
and the test period is from December 1, 2015 to March 23, 2016.
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3.2.3.44 Assessment of the R2P/R2G ratio

Figure 3.52 shows the distribution of the R2P/R2G catch ratio (CR), by site, by precipitation type, and
for the three PO threshold levels considered. The results show that as PO is increased, the two values,

R2P and R2G, approach each other for all three sites, and for all precipitation types.
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Figure 3.52. Box plots of ratio distributions using 30 min intensity data for different precipitation
types (a) rain, (b) mixed, (c) snow, and for different thresholds: PO= 0.1, 0.25, and 0.5 mm/h.

An assessment of results by precipitation type is summarized below, based on the results from Figure

3.52.
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3.2.3.4.4.1 Rain events

For the CARE results, the median CR is equal to 1.00 for all thresholds, indicating that no biases were
detected. For Gochang, while relatively constant, the CR values hovered around 0.95, indicating
slightly larger amounts reported by R2G. For Bratt’s Lake, the median CR varies between 0.88 and
0.97, depending on threshold, meaning that the R2P is slightly below the R2G value. For all PO values
used, the interquartile range (IQR) is at or below 14% for CARE and Gochang, and at or below 33% for
Bratt’s Lake. When P0=0.5 mm/h, the IQR at Bratt’s Lake is about 23%, which is larger than the 7%
and 8% values from the other two sites, indicating a greater spread in the data at Bratt’s Lake.

3.2.3.4.4.2 Mixed precipitation events

The results from CARE and Gochang appear to be quite similar. For CARE, R2P is slightly higher than
R2G, with median values of 104-105%, for all thresholds, while the IQR of about 8% is the smallest
among the three sites. At Gochang, R2P is slightly higher than R2G and the IQR decreases as the PO is
increased. The Bratt’s Lake results show medians of 91% for P0O=0.1 mm/h, increasing to 0.96 for
P0=0.5 mm/h; at the same time, the IQR varies from 32%, for P0=0.1 mm/h to 17% for P0=0.5 mm/h,
indicating marginally higher values from the R2G relative to the R2P.

3.2.3.4.4.3 Snow events

As noted previously, the R2G gauge at the Gochang site was not equipped with rim heating, which
led to large differences being noted between concurrent R2P and R2G values. This can be seen from
Figure 3.52c, as well, with a larger IQR than for the other sites. For CARE and Bratt’s Lake, the median
(Q2) varies between 0.95 to 0.98 for all PO at or above 0.1 mm/h. The IQR values for CARE and Bratt’s
Lake are about 11% and 10%, respectively, for fixed P0=0.5 mm/h.

3.2.3.5 Development of R2G-R2P transfer function

The results assessed show that the R2G/R2P catch ratio varies with the threshold PO, as well as the
air temperature T, and the relative humidity RH. In this section, for snow events, as well as for all
types of precipitation, linear transfer functions are developed using linear regression analysis. All
transfer functions are computed using the fixed threshold P0=0.50 mm/h, corresponding to the
threshold used for the SPICE analysis (see Event Selection details outlined in Section 3.4), and as a
function of temperature, relative humidity or wind speed.

3.2.3.5.1 Transfer functions for snow type
It is assumed that the catch ratio (CR) function is a linear function of first order of T, RH, and U, such
that:

CR(T,RH,U) = ag+ a,T + ay,RH + a3U

The coefficients of this linear equation were determined using regression analysis. In the above
equation, the coefficient for U is relatively small compared to those for T and RH. Leaving out the
wind speed U term, the R2G/R2P transfer function becomes:

CR = 1.5476 + 0.0107T — 0.0054RH (N = 260,R? = 0.9726)

Similarly, transfer functions were determined for all precipitation types by assuming the regression
equation is the following second order form:

CR(T,RH) = ay + a;T + a,T? + a3T X RH + a4,RH + agRH?
Using the data of CARE and Bratt’s Lake sites, the second order transform equation is:
CR = 1.4318 — 0.0176T — 0.0004T? + 0.0002T X RH — 0.0065RH — 0.0000RH?
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(N =595, R? = 0.9825)
When removing the T x RH and RH’ terms the equation for the same two sites is computed as:

CR = 1.2082 + 0.0010T — 0.0003T2 — 0.0021RH (N = 595,R? = 0.9829)

3.2.3.6 Conclusions

We observed that each reference dataset, R2G and R2P, as well as their difference are quite sensitive
to thresholds and, likely, the heating of the rim. The difference is reduced by increasing the threshold
for the reference data derived from the two references, as long as both gauges are heated.

The analysis of R2G/R2P catch ratios has shown that with an increase in the precipitation intensity
threshold (P0O), the scatter of the differences between concurrent values of the two reference
systems using either of the two gauges, decreases significantly. This is most likely due to different
levels of noise in each of the systems and at each of the sites which become less significant as PO was
increased.

For snow and for all precipitation types, transfer functions dependent on T, RH were developed using
linear regression analysis. These can be used to further adjust the results of similar instruments
tested on different sites against field references type R2, using different weighing gauges. Note that
these transfer functions were not used for the SPICE SUT intercomparisons.

Although there are noted differences between the catch of the R2P and R2G systems, partly due to
different gauge conception (see Table 3.2 for a comparison of each gauge characteristics), the overall
differences are generally small for all precipitation types, including snow. This justifies the use of
either configuration as the DFAR for SPICE intercomparisons.

3.2.4 Methodology for using an unshielded and single-Alter shielded weighing gauge (R3) to
estimate true snowfall amounts
Authors: Roy Rasmussen, Bruce Baker, John Kochendorfer, Bill Collins, Matteo Colli, Luca Lanza, Julie

Theriault

3.24.1 Background
A methodology is presented to estimate the true snowfall at a measurement site in which only

single-Alter-shielded and unshielded gauges are present. This would allow sites unable to install a
DFIR-shielded gauge measurement system with a means to estimate the true snowfall amount at
their site.

3.2.4.2 Assumptions and approach

The key assumption behind the two gauge-shield configuration references is that the transfer
function of an unshielded gauge is sufficiently different than that of an Alter-shielded gauge. This
difference can be used to determine the appropriate transfer function to a DFAR for each site.
Initially, it was thought that the difference of the slope of the transfer function from an Alter-
shielded gauge compared to that of an unshielded gauge (each relative to a DFAR) was sufficient to
characterize the various sites, but extensive analysis (not included here) showed this not to be the
case. It was shown that assuming a linear transfer function for both the shielded and unshielded
gauge produces a difference function that still depends on the wind speed, making it difficult to
calibrate the system of equations.

Another approach is to assume that both transfer functions are exponential following the approach
of Hamon (1973). In this case, a difference equation can be derived that does not depend on wind
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speed, providing an elegant solution to the problem. However, analysis of single-Alter-shielded and
unshielded gauge data reveals that while the unshielded gauge transfer function can be estimated by
an exponential function, the Alter-shielded gauge function usually requires a polynomial or other
type of equation.

For instance, Figure 3.53a provides an example of a transfer function for an unshielded Geonor T-
200B3 gauge at the NCAR Marshall site, while Figure 3.53b shows a plot of the catch efficiency data
for a single-Alter-shielded Geonor T-200B3 gauge from the same site during the same 4 year time
period. The accumulation period for each datapoint is 30 minutes, data are accumulated over 0.5
m/s wind-speed bins, and only snow conditions are considered. Note that the unshielded gauge
catch efficiency (CE) as a function of wind speed is well approximated by an exponential function
(concave down curve, CE=exp(-d*wspd)), while the single-Alter CE curve has a concave upwards
shape, which is well approximated by either a two term polynomial or an exponential growing curve
(CE = a+b*exp(c*wspd)); in these equations, wspd denotes the wind speed and a, b, ¢, and d are
coefficients. The different shapes of the unshielded gauge and the single-Alter gauge curvesare
supported by Lagrangian particle modeling calculations of the catch efficiency of single-Alter-shielded
and unshielded gauges using flow fields generated by Computation Fluid Dynamics (CFD) solutions
(Colli 2014 and Theriault et al., 2012). Both the exponential shape of the unshielded gauge curve and
concave down shape of the shielded gauge catch efficiency curve are re-produced (Figure 3.54). The
ratio of the unshielded gauge to the single Alter (UN/SA) shows a parabolic shape with a clear
minimum at a mid-range of velocity (Figure 3.54).

The Hamon (1973) approach to analytically determine the DFIR reference precipitation using
information from only single-Alter-shielded and unshielded gauges was attempted, but the resulting
equations were complex and the methodology to determine the needed coefficients difficult. This is
due to the different form of the CE equation for the unshielded gauge (exponential) as compared to
the single-Alter-shielded gauge (polynomial or exponential growing). The Hamon (1973) approach
assumed that the CE equations for the unshielded and single-Alter-shielded gauges were both
exponential. The current results from the Marshall site and the CFD modeling studies show that the
CE curves are different, making it difficult to apply this approach.

Instead, it is recommended to adopt a more practical approach in which users calculate the ratio of
unshielded to single-Alter-shielded precipitation accumulation data as a function of wind speed and
then compare the curve shape and magnitude to similar curves calculated at R2 SPICE sites with a
DFAR. It is recommended that the transfer function from the site with the best match to the UN/SA
ratio curve be used for the R3 site. This takes advantage of the wide climatological differences at the
various R2 sites in terms of temperature, wind speed, and snow conditions. This procedure is
described in the following section.
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Figure 3.53. Mean wind speed dependence of catch efficiency for snow precipitation
measurements made at the NCAR Marshall site by an unshielded Geonor gauge (PNS), relative to
the DFAR (top) and a single-Alter shielded Geonor gauge (PSA) relative to the DFIR (bottom). The

data are sampled with a 30-min period and averaged over 0.5 m/s wind-speed bins.
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Figure 3.54. Model simulated catch efficiency for an unshielded Geonor (black diamond curve),
single-Alter-shielded Geonor (open circle labeled curve) and the ratio of the unshielded CE to the
Single-Alter-shielded gauge CE (red diamond curve). From Colli (2014).

3.2.4.3 Comparison to transfer functions at R2 SPICE sites

As part of their reference data collection, SPICE R2 sites operate at least one unshielded gauge and
one single-Alter-shielded gauge of the same type, and at least one DFIR-shielded automated gauge of
the same type (Geonor or Pluvio®). As a result, data from these sites can be used to calculate CE
curves for the unshielded gauge and single-Alter-shielded gauge (each relative to the DFIR-shielded
gauge), as well as the ratio of the unshielded gauge accumulation to the single-Alter-shielded gauge
accumulation as a function of wind speed.

An important variable that needs to be considered is environmental temperature, as it impacts the
fall speed of the snowflakes. We therefore recommend that three separate plots be made, one for
each shield configuration, for the following four temperature ranges:

- >42°C (rain)

- -2to +2 °C(mixed precipitation including wet snow)
- -2to—4°C (semi-wet snow)

- <-4°C(snow)

Figure 3.55 provide examples of the CE curves for an unshielded Geonor and single-Alter-shielded
Geonor (each relative to the DFIR-shielded gauge) for each of the above temperature ranges, as well
as the catch efficiency curve determined from the ratio of the unshielded Geonor gauge
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accumulation to the single-Alter-shielded Geonor gauge accumulation, using data from the Marshall
site. The CE curves are close to 1.0 for both the unshielded and single-Alter-shielded gauges for
temperatures above +2 °C (Figure 3.55), but significantly different for the colder than -2 °C curves
(Figure 3.57 andFigure 3.58). These differences are attributed to the enhanced wind effects for
lower-density snowflakes (relative to rain) at temperatures below -2 °C. The -2 to +2 °C curves
(Figure 3.56) show CE curves in between the > +2 °C and < -2 °C curves. The CE curves for the
unshielded and single-Alter-shielded gauges show increasing downward concaveness as the
conditions are more conducive to snow (< -2 °C).
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Figure 3.55. Catch efficiency for precipitation measurements made at the NCAR Marshall site in the
temperature range > +2 °C for: an unshielded Geonor gauge relative to DFAR (top), a single-Alter-
shielded Geonor relative to DFAR (middle), and an unshielded Geonor relative to a single-Alter-
shielded Geonor (bottom). The data are sampled with a 30-min period and averaged over 1.0 m/s
wind-speed bins.
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Figure 3.56. Catch efficiency for precipitation measurements made at the NCAR Marshall site in the
temperature range -2 to +2 °C for: an unshielded Geonor gauge relative to DFAR (top), a single-
Alter-shielded Geonor gauge relative to DFAR (middle), and an unshielded Geonor relative to a

single-Alter-shielded Geonor (bottom). The data are sampled with a 30-min period and averaged
over 1.0 m/s wind-speed bins.
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Figure 3.57. Catch efficiency for precipitation measurements made at the NCAR Marshall site in the
temperature range -2 to -4 °C for: unshielded Geonor gauge relative to DFAR (top), single-Alter-
shielded Geonor gauge relative to DFAR (middle), and unshielded Geonor relative to single-Alter-
shielded Geonor (bottom). The data are sampled with a 30-min period and averaged over 1.0 m/s
wind-speed bins.
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Figure 3.58. Catch efficiency for precipitation measurements made at the NCAR Marshall site in the
temperature range < -4 °C for: unshielded Geonor gauge relative to DFAR (top), single-Alter-
shielded Geonor relative to DFAR (middle), and unshielded Geonor relative to single-Alter-shielded
Geonor (bottom). The data are sampled with a 30-min period and averaged over 1.0 m/s wind-
speed bins.
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3.2.4.4 Summary

A methodology has been described to estimate the true snowfall at an R3 measurement site in which
only single-Alter-shielded and unshielded gauges are present. The procedure consists of comparing
the ratio of the unshielded gauge accumulation to the single-Alter-shielded gauge accumulation at R2
sites as a function of wind speed and temperature to a similar quantity at R3 sites. The transfer
functions at the R3 sites with the best comparison to the R2 site would be applied to the R3 site. This
method was tested with SPICE data from the Marshall site only. Aditional work and testing with data
from other sites is recommended.

3.2.5 Linking automated snow-depth measurements with manual snow stake observations: a
methodology for uncertainty assessment
Authors: GyuWon Lee , Craig Smith

When used as a measurement reference, manual snow-depth measurements have significant
limitations such as consistency, continuity, spatial and temporal resolution, and time and manpower
consumption (Ryan and Doesken, 2007) that result in measurement uncertainty. Automated snow-
depth sensors can be used to overcome some of these limitations, but also have their own
limitations (Ryan et al, 2008; Fischer, 2011; de Haij, 2011) that can result in uncertainty. Using snow-
depth data collected at the CARE site during SPICE, a methodology is demonstrated for analyzing the
uncertainty of snow-depth measurements from automatic snow-depth sensors. The SPICE quality
control (QC) procedures for snow-depth measurements (Section 3.3.3) are applied to the raw data
sets before analysis.

The uncertainty analysis is performed using two approaches: (1) a collection of statistical measures;
and (2) the propagation of error. The standard quantities for measuring the accuracy are defined
under statistical measures. In the propagation of error, the uncertainty of individual instruments is
calculated from the difference between two measurements of the same type. These approaches are
outlined below and explained in further detail in the discussion paper by Lee et al. (2015).

3.2.5.1 Statistical measures

Standard statistical measures are used to quantify the uncertainty of snow-depth measurements.
The Bias Error (BE), Mean Absolute Error (MAE), Root Mean Square Error (RMSE), and Bias Removed
Root Mean Square Error (BRRMSE) are defined as follows:

BE=-%(y-x) (1)

MAE =Sy —x|  (2)
1 0.5
RMSE = [23(y — 0)?| 3)

1 0.5
BRRMSE = [NZ(y —x — BE)Z] (4)

where x and y are snow depths from pairs of manual measurements, manual and automatic
measurements sharing the same snow target, or two instruments of the same type at different
targets, and N is the number of datapoints for a given pair. The NBE, NMAE, NRMSE, and NBRRMSE
are the normalized forms in which BE, MAE, RMSE, and BRRMSE are divided by the average of x.

In comparisons between manual observations, the BE is calculated to investigate the spatial
distribution of snow depth relative to the average snow depth measured by snow stakes at each

120



SPICE Final Report

target. The average snow depth from stakes at the same snow-depth target is considered as x in eq.
(1) for the calculation of BE in comparisons between manual observations and automatic snow-depth
sensors, which indicates the systematic bias of measurements from individual snow-depth sensors
relative to the reference. BRRMSE (NBRRMSE) indicates the bias removed random error in snow-
depth measurements.

3.2.5.2  Error propagation

The error propagation equation is used to quantify the uncertainty of manual snow-depth
measurements and automatic snow-depth sensors. When z = xI — x2 is the difference between x1
and x2, the variance of z, var(z) is expressed as follows:

var(z) = var(x1 —S) + var(x2 — S) — 2cov(x1 — S,x2 — 5) (5)

where x1 and x2 are the snow depths from pairs of two manual measurements or two instruments of
the same type, and S is true value of snow depth. The terms var(xi - S) represents the variance of the
‘measurement — true’ difference or square of uncertainty for xi, and the term cov(x1 — 5,x2 — S)
represents the covariance between x1 — S and x2 — S. Simply, we denote the uncertainty var(xi — S) by
0,261-. The random errors for two instruments of the same type, which have the same sampling volume
and resolution, are nearly identical. Those for two manual measurements performed using the same
procedure are also identical. Thus, the terms g2, and g2, are assumed to be identical when two
manual measurements are compared and when two instruments of the same type are used. The
covariance is set to be zero (cov(x1 — S,x2 — S) = 0) by assuming the random errors from the two
measurements are not correlated. Thus, 62, or 62, can be calculated by:

051 = 0%y = var(z)/2 (6)

Even though two manual measurements are performed by the same procedure, and the two
instruments are the same type, bias error can still exist in each case. Therefore, the variance of z in
(6) can be also written as follows:

var(z) = %anz — BE? (7)

By combining (6) and (7), the uncertainties of the o4, and o4, terms can be expressed as follows:

1
=Y nz?—BE?
Ox1 = Ox2 = \In 2 (8)

In general, the total uncertainty of n sensors of same types can be computed as
2 -1 . 195
Odepth = [m2§?=1}}2’&>1} var(xi — x})] (n=2) (9)

Also, the individual uncertainty oy; of i sensor can be approximated by solving an n(n-1)/2 by n
overdetermined system. That is, for n=4, each uncertainty of i sensor can be obtained by solving the
following linear equation:

1 1 0 0 rvar(x1 — x2)
[1 0 1 0] [041]  |var(xl—x3)
1 0 0 1|lo _ |var(x1—x4) (10)
0 1 1 0||lck var(x2 — x3)
01 0 1 02, var(x2 — x4)
0 0 1 1 lvar(x3 — x4)]
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The uncertainties in manual observations are calculated from pairs of snow stakes using the equation
(9). The average uncertainties for individual snow stakes, each base, and each snow-depth target are
compared. The comparison among snow-depth sensors of the same type is performed to quantify
the instrumental uncertainty of each sensor using equation (10).

3.2.5.3 Snow-depth measurements
The data used in this analysis were obtained at the CARE SPICE site from 14 December 2013 to 7 April
2014 and from 1 December 2014 to 11 March 2015. The CARE site layout can be found in Annex 4.
The prevailing wind direction at the site is west to east with open exposure. The site has a slight
downwards slope from east to west.

The manual reference measurements for snow depth at this site are explained in greater detail in
Section 3.1.4.3.1 of this report. The site has three instrument pedestals for measuring snow depth
(12A, 20 and 11A). Each pedestal is surrounded by three snow-depth targets and each target has four
graduated (0.5 cm) snow stakes at each corner that are observed daily. Each pedestal hosts three
sonic snow-depth sensors and one optical (laser) snow-depth sensor. Each ultrasonic sensor has a
separate target, and the laser sensor shares a target with a sonic sensor. The sensors collect snow-
depth measurements every 30 seconds. The sonic sensors are the Campbell Scientific SR50A
(hereafter, SR50A), the Felix SL300 (hereafter, FEL), and the Sommer USH-8 (hereafter, SOM). The
optical sensor is the Jenoptik SHM30 (hereafter, JEN).

Figure 3.59 shows the time series of snow depth at each snow stake from the manual observations at
each base (a-c), and the average snow depths from the four snow stakes at each target (d). The
maximum snow depths recorded at bases 12A, 20, and 11A during the observation period were 40.0
cm, 42.5 cm, and 44.0 cm, respectively. The average snow depth from the four snow stakes at each
target was calculated to investigate the spatial distribution of snow depth and compare with the
automatic sensors at the same target. The variation in manual snow-depth measurements between
the four corners of a target is attributed to the uneven deposition of snow on the surface of a target.
The manual snow-depth data are also used to analyze the uncertainty of manual snow-depth
measurements.
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Figure 3.59. Time series of snow depth from snow stakes on base (a) 12A, (b) 20, and (c) 11A from
manual observations over the period from 14 December 2013 to 7 April 2014 (left), and 1
December 2014 to 11 March 2015 (right). The line colors indicate individual snow stakes. (d)
Average snow depth of four snow stakes on same snow-depth target. The line color indicates each
base. The solid, dotted, and dashed lines represent average snow depth of stake numbers 1~ 4,5~
8 and 9 ~ 12 on the same snow-depth target.

3.2.5.4 Uncertainty of manual snow stake measurements

The BEs and uncertainties of manual snow stake measurements are calculated to analyze the spatial
distribution of snow depth and uncertainty of manual snow-depth measurements (Figure 3.60). For
the calculation of BEs, the average snow depth of snow stakes 1 to 4 on base 12A is considered to be
the reference for the purpose of this analysis. Figure 3.60a shows that the BEs of base 12A (0.00 cm,
1.32 cm, and -0.36 cm) are the smallest, which is to be expected, given the selection of the reference
for this analysis. Relative to the reference selected, the BEs of base 11A (-4.61 cm, -4.07 cm, and -
2.58 cm) are the largest. From these results, it was concluded that the snow depth on base 12A is
higher (east side of the experiment area) than on base 11A (west side on the experiment area). These
results characterize the spatial distribution of snow depth across the experiment area, as reported by
the human observer. These results also emphasize the necessity of several manual observations
within the experimental site.

The uncertainties (cdepth) of all snow stake pairs are shown in Figure 3.60b. The total uncertainty for
all 630 pairs of stakes is 2.18 cm, for this particular configuration and measurement resolution. The
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uncertainty for base 11A (1.72 cm) is the largest, while that for bases 12A (1.67 cm) and 20 (1.67 cm)
are the same. The average uncertainties for each base (1.69 cm) are greater than that of each snow-
depth target (1.52 cm). The uncertainty gradually increases from target (1.52 cm) to base (1.69 cm)
to all pairs of stakes on the site (2.18 cm). This is due to the temporal variation of snow depth during
manual observations, which was not taken into account by the long-term BE removal. Thus, the
lower bound of uncertainty for manual snow-depth measurements is estimated to be in the range of
1.52cmto 2.18 cm.

3.2.5.5 Uncertainty of snow-depth sensors

The snow depth measured by each automatic sensor was compared with the average of the manual
observations at the same target, which is considered to be the reference. Figure 3.61 shows the BEs
and BRRMSEs of each snow-depth sensor. The positive BEs indicate that all automatic snow-depth
sensors, on all bases, measure snow depths that exceed the manual observations by 1.61 to 2.74 cm
(Figure 3.61a). The BRRMSEs of snow-depth sensors on base 12A (2.58 cm, 2.74 cm, 1.93 c¢cm, and
1.61 cm) are the largest and the those of snow-depth sensors on base 11A (1.71 cm, 2.29 cm, 1.70
cm, and 1.92 cm) are the smallest, based on the comparison among bases in Figure 3.64b. The
average BEs (NBEs) of snow-depth sensors of the same type are FEL=2.41 cm (17.6%), JEN = 1.74 cm
(13.7%), SR50A = 2.14 cm (14.3%), SOM = 1.84 cm (13.9%). The average BRRMSEs (NBRRMSEs) of
snow-depth sensors of the same type are shown in Figure 3.64c, and have the following values: FEL =
1.70 cm (12.6%), JEN = 1.50 cm (11.3%), SR50A = 1.64 cm (11.17%), SOM = 1.57 cm (12.6%). Given
the spatial variability in snow depth implied by the base-to-base variability in bias and random errors
outlined above, the differences in random errors among the different sensor types are not
considered to be significant.

In general, the BE ranges from 10.5% (SOM on 12A) to 20.1% (FEL on 11A) and the random error
ranges from 8.5% (JEM on 12A) to 16.7% (SOM on 11A). Again, the BEs of automatic sensors all have
positive values, indicating that the automatic sensors overestimate snow depth relative to the
manual measurement values. The BRRMSE values are within 3 cm; however, the patterns or
NBRRMSE are not exactly same as the ones of BRRMSE, because the average snow depth measured
by snow stakes at each target is different.

The snow depths measured by two sensors of the same type on different bases were compared to
qguantify the instrumental uncertainty of individual snow-depth sensors. It is important to note that
the data quality during snow events could be poor for ultrasonic sensors, since it is a known
limitation of these sensors that the sound waves are returned by the falling snow before reaching the
target. This may have an impact on the calculated uncertainty. A significant bias is shown in the
comparison, and should be eliminated to quantify instrumental uncertainty.

124



SPICE Final Report

(a)
4 T T I
—&--2013-2014
: : —-®-2014-2015
2L : 143 ; —h— Al H
0.00:
T ok 00047 115N . : S S SO NS VS SO
= 0.00 036 -1.22 :
w : - : . -1.71
23] - ., -2.18 :
= ol L7201 S 543 e |
(2] \'\.._.-—-—-"."' -2.58
i :
g -3.15
m-4- N ) o 7
434 _438 N - :
AT X7
-6 -6.05 W -
8 i \ i i \ i \ i i
12A(1~4) 12A(5~8) 12A(9~12) 20(1~4) 20(5~8) 20(9~12) 11A(1~4) 11A(E~8) 11A©~12)
BASE
(b)

Figure 3.60. (a) BEs and (b) uncertainties of manual snow-depth measurements. The BEs are
calculated for each snow-depth target. The orange bar represents the Gdepth for all pairs. The 2m ~
4™ (5™ ~ 13") columns indicate the O4epth for each base (snow-depth target). The color of bars
indicates the same base. The blue, red, and green bars represent Gdepth for base 12A, 20, and 11A.
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Figure 3.61. (a) BEs, (b) BRRMSEs, and (c) NBRRMSE for each snow-depth sensor.

The BEs and instrumental uncertainties of all snow-depth sensors are shown in Figure 3.62. The
snow-depth sensors on base 12A are considered to be the reference for the calculation of BE
(squares in Figure 3.62a), similar to the approach used for the assessment of manual observations.
For the uncertainty of each sensor, the 3 by 3 system is solved, using 3 pairs of same type sensors
using equation (10) for n=3. The circles in Figure 3.62a represent the spatial distribution of snow
depth measured by the automatic sensors. To calculate these values, the BEs in Figure 3.60a and
Figure 3.61a are added and the snow depths from sensors on base 12A are used as the reference.
The BEs of snow-depth sensors on base 20 and 11A are negative. This could result from the spatial
distribution of snow depth, and/or the systematic bias of snow-depth sensors. Also, the snow depths
measured at bases 20 and 11A are lower than that of base 12A, based on the results from the
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comparison of manual observations (Figure 3.60a). In general, all snow-depth sensors overestimate
snow depth relative to the manual observations (Figure 3.61a). Thus, the larger measurements of
snow-depth sensors on base 12A than those of bases 20 and 11A are parallel results with the
measurement of manual observations.

When comparing each base, the instrumental uncertainties of each snow-depth sensor on base 12A
(2.55 to 3.54 cm) are the largest (Figure 3.62b). The instrumental uncertainty of SR50A on 11A (0.96
cm) is the smallest in the comparison among each snow-depth sensor type. The average instrumental
uncertainties of snow-depth sensors of the same type are calculated as follows: SOM = 2.29 cm,
SR50A=2.11cm, JEN=2.05cm, FEL=1.76 cm.
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Figure 3.62. (a) BEs of each snow-depth sensor. The squares (circles) are calculated by considering

the snow-depth sensors on base 12A as reference (the BEs are added and snow depth from snow-

depth sensor on base 12A are then used as reference). (b) 64w of each snow-depth sensor. The
blue, purple, red, and green diamonds indicate FEL, SR50A, JEN, and SOM.
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3.2.5.6 Conclusions

This assessment demonstrates a method for assessing the uncertainty in manual and automated
measurements of snow depth using statistical techniques and error propagation analysis. The BEs of
manual snow-depth measurements provide information on the spatial distribution of snow over an
area, and the comparison between manual and automatic snow-depth measurements provide
information about the systematic bias of each snow-depth sensor at the CARE site. The uncertainties
of manual observations for all pairs, on each base, and for each snow target were 2.18 cm, 1.69 cm,
and 1.52 cm, for targets 12A, 20, and 11A respectively. The BEs of snow-depth sensors on base 12A,
20, and 11A ranged from 1.61 to 2.74 cm (10.5 to 20.1%) in comparison with manual observations at
the same snow target. The average instrumental uncertainty was SOM = 2.29 cm, SR50A =2.11 cm,
JEN =2.05cm, and FEL=1.76 cm.

The uncertainty of measurements can vary among similar instruments collocated on the same site.
The variability of results obtained through this study may indicate that other additional factors could
influence the uncertainty of measurement of any sensor. The identification and treatment of such
factors could improve further the uncertainty of measurement, and warrants further investigation.
Two categories of factors are recognized to influence the uncertainty of measurements that would
require further investigation. The first is related to the site and sensor configuration, while the
second is specific to a sensors ability to detect and measure snow on the ground. The differences in
the uncertainty of measurements for similar sensors would include the differences in the
accumulation due to topography, wind influence, etc. Additionally, the accuracy of the measurement
of the initial distance between the sensing element and the ground is critical, as is the ability to
maintain this distance throughout operations (e.g. by taking steps to mitigate changes in the target
area due to frost heave, or changes in the sample area due to small variations in the sensor mounting
or orientation).

3.3 Derivation of SPICE datasets
Authors: Audrey Reverdin, Michael Earle, Mareile Wolff, Eckhard Lanzinger, Craig Smith

The derivation of analysis-ready precipitation and ancillary datasets entailed consecutive quality
control (QC) and precipitation-event selection (ES) procedures. The process for precipitation was
separate from those developed for, and applied to, snow-on-the-ground data (Section 0). The
intention was to apply a consistent approach across all site precipitation and ancillary datasets to
ensure the comparability of results required to address SPICE analysis objectives. Different levels of
data quality control and processing correspond to different levels of SPICE data products, as outlined
in Section 3.3.1. The data quality control procedures for precipitation and SoG both involve a series
of automated checks and filters, and are described in Sections 3.3.2 and 3.3.3, respectively. All data
were subsequently aggregated to 1-min temporal resolution and subjected to a final manual
assessment. The resulting precipitation data were then input into an event-selection procedure
(Section 3.4) to identify precipitating periods with a high degree of confidence and generate
integrated precipitation and ancillary datasets for each site (the Site Event DataSets, or SEDS).

3.3.1 Data levels for SPICE

A system of data levels has been established to distinguish among datasets at different stages of
processing and quality control. This system is built upon the existing framework used for satellite
observations by the WMO and other organizations (World Meteorological Organization, 2017;
National Aeronautics and Space Administration, 2010).
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Level 0: The rawest output from an instrument or instrument transducer in native units (e.g.
voltage).

Level 1: The time-stamped output from each individual instrument or instrument and data logger
that has been converted into geophysical measurements (e.g. weight, mass, intensity). These data
are generally recorded at the highest temporal resolution feasible for a particular instrument
configuration at a particular site and before any significant data quality control has been applied.
These data were recorded and stored at each measurement site and transferred to the SPICE data
archive at the National Centre for Atmospheric Research (NCAR), Boulder, CO, USA.

Level 2: Quality-controlled datasets for one instrument on one site.

Level 2a: Level 1 data that have undergone both formatting and integrity checks to ensure
the correct number of records per day (e.g. 1,440 records/day for data with 1-minute
sampling intervals) and the validity of field formats within a given record (e.g. number, text
string). These checks are performed automatically when data are ingested into the SPICE
archive.

Level 2b: Level 2a data after a quality control procedure has been applied. The details of the
procedure may vary by sensor and, in some cases, by site (due to differences in sampling,
configuration, site conditions, etc.), and have been developed through consultation with site
managers. Basic data-quality flags are added. For data with sampling intervals less than 1
minute, the output data and flags are aggregated to produce 1-minute values. Level 2b data
are generated and made available for download at the SPICE archive. Details of the quality-
control procedures and flag criteria are provided in Sections 3.3.2.3 and 3.3.2.4, respectively.

Level 3: Usage-relevant datasets derived from Level 2 data for single sensors and parameters.
Processing is application dependent and may include aggregation to different temporal scales. For
example, weighing gauge and ancillary data that have been aggregated to precipitation-event
timescales (e.g. 30 minutes, 1 hour, or longer) are Level 3 products.

Level 4: Integrated datasets derived using lower-level datasets for multiple sensors and parameters.
Weighing gauge data (Level 2) are used in concert with data from a precipitation detector or
disdrometer (Level 2) to identify and characterize precipitating periods over which ancillary and
other precipitation-sensor data are also extracted. The resulting site event datasets are a Level 4
product and comprise 30-minute (or longer) precipitation and ancillary data from all instruments at a
given site. The SEDS are described in detail in Section 3.4.

3.3.2 Data quality control of the precipitation data

Observations collected from the field working reference systems, from the sensors under test and
from instruments providing ancillary measurements have been processed in a well-characterized and
consistent manner to establish a common basis for assessment and enable the intercomparison
analysis. This section outlines the quality-control processing approach employed for the derivation of
the SPICE precipitation datasets up to Level 2b, which is depicted in Figure 3.63. . This approach
includes: (1) a series of automated checks and filters (Section 3.3.2.1); (2) the aggregation of sensor
data to a temporal resolution of 1 minute (Section 3.3.2.2); and (3) manual processing to adjust for
any data issues not addressed by the automatic procedure, such as the emptying and recharging of
weighing gauges (Section 3.3.2.3). A system of data flags has been developed to convey details
regarding the processing applied to each 1-minute datapoint for consideration in subsequent
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analyses. These flags are indicated in Figure 3.63. and relevant sections below, and are summarized
in Section 3.3.2.4.

3.3.2.1 Automated checks and filters

As outlined in Figure 3.63., site sensor data are subject to the following steps: (1) a file formatting
and integrity check to ensure the uniformity of file formats for processing; (2) a range check or
maximum/minimum value filter; (3) a jump and baseline shift filter; and (4) a noise filter.
Descriptions of each step are provided in Sections 3.3.2.1.1 to 3.3.2.1.4. Considerations regarding
temperature compensation of precipitation observations from weighing gauges are discussed in
Section 3.3.2.1.5.
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Figure 3.63. Flowchart of the SPICE quality-control procedure.
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3.3.2.1.1 File-formatting and integrity-check process

Level 1 data files are checked to ensure that the correct number of records (time stamps) are present
within a given time period and that each record contains the correct number of fields. Daily files for
data with a 6-second sampling interval should have 14,400 records (10 records/minute x 60
minutes/hour x 24 hours), while those for data with a 1-minute sampling interval should have 1,440
records (1 record/minute x 60 minutes/hour x 24 hours). Any duplicate records (repeated time
stamps with the same data) are removed. Any missing records are identified, the appropriate time
stamps are inserted, and the corresponding fields are filled with null values (e.g. -999, NULL, or NaN).
The missing records are tracked with the data presence flag (flag = 5; see Table 3.8), discussed in
more detail in Section 3.3.2.4. In the event that a given record contains more or fewer
fields/parameters than expected, the entire line is replaced with null values and flagged with the
same data presence flag. If a given field does not match its expected format (e.g. text when a number
is expected), all fields in the record are replaced with null values and again flagged. The resulting
Level 2a datasets are used as inputs for the remaining steps in the QC procedure.

Table 3.8. SPICE QC data-flagging system.

Flag value Data Data Characterization
Classification

1 Good No issues detected

3 Suspect Suspect performance threshold exceeded and data checked
manually

4 Erroneous Value(s) outside of gauge operational range as defined by

max/min erroneous threshold and max erroneous variation
from point to point. Data are removed and replaced with null

values.
5 Missing Missing datapoint
6 Site Adapted from site logs; datapoints manually flagged to reflect

maintenance, malfunction, power outage, etc. Data are
removed and replaced with null values.

7 Baseline shift Baseline shift present and data should be checked manually

8 Manual intervention  Data within specified proximity of baseline shift that should be
checked manually (may be impacted by snow capping)

3.3.2.1.2 Maximum/minimum value filter (range check)

For each instrument parameter of interest for subsequent data analysis, a minimum and maximum
expected value are defined according to the physical or mechanical constraints of the sensor or
plausible/expected values of the parameter in the environment. For example, the minimum expected
value for accumulated precipitation from a weighing gauge is 0 mm, and the maximum expected
value corresponds to the bucket capacity. For ancillary measurements of temperature and wind
direction, the minimum and maximum expected values are -50 °C and +50 °C, and 0° and 360°,
respectively. If a given value lies above the maximum expected value or below the minimum
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expected value, it is replaced with a null value and flagged as “erroneous” (flag = 4). (See Table 3.8)
An example of maximum/minimum value filter application to weighing gauge precipitation data is
provided in Figure 3.64.

3.3.2.1.3 Jump and baseline shift filter

Within a given dataset, “jumps” may be observed. These are intermittent deviations from the main
data trend, or baseline, that fall within the maximum and minimum expected values and, hence, are
not filtered out by the range check. A jump filter is employed to identify points that differ from the
preceding baseline values by more than a set threshold and to flag them accordingly. In SPICE,
separate thresholds are used to identify suspect and erroneous points, with the latter representing
more significant point-to-point variations. Suspect jumps are flagged (flag = 3; see Table 3.8), while
erroneous jumps are flagged (flag = 4) and replaced with null values. The suspect flags indicate that
the corresponding data values are not necessarily erroneous, but warrant further attention during
analysis. The specific values selected for the suspect and erroneous jump thresholds are meant to
exceed the maximum expected increase of a given parameter per 6-second or 1-minute interval (as
defined by instrument operational limits and/or site climatology). These thresholds have been
defined for each instrument and parameter based on the instrument technical specifications from
manufacturers, on thresholds already defined and used by national meteorological and hydrological
services, and on input from SPICE site managers.

Figure 3.64. Example of the max/min value filter applied to accumulated precipitation data from a
weighing gauge with minimum and maximum thresholds of 0 and 650 mm, respectively. The top
panel shows the unfiltered data with erroneous data flags, while the bottom panel shows the
resulting filtered data with all data flagged as erroneous by this filter being removed.
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To better describe the jump and baseline shift filter process, Figure 3.65 illustrates an example of the
jump filter applied to an artificial dataset. The red circles are identified as jumps relative to the last
point falling within the jump threshold, the initial baseline (blue circle). When a datapoint falls back
within the jump threshold relative to the initial baseline, it becomes the new baseline (green circle).
As the red dots exceed the erroneous threshold in this case, the intervening points are replaced with
null values in the resulting filtered dataset and flagged with number 4. In this particular example, the
data values return to the initial baseline after a series of jumps. In other cases, however, jumps are
not intermittent, but correspond to a change in the baseline. For weighing gauges, for example,
increases in the baseline may be associated with “dumps,” in which solid precipitation accumulated
on the rim (a phenomenon referred to as “capping”) falls into the bucket resulting in an abrupt and
sometimes significant increase in accumulation (see Section 4.2.1). Decreases in the baseline may
also occur and could be associated with the emptying of buckets as part of regular gauge
maintenance.

To identify baseline shifts, the number of consecutive jumps is tracked. A new baseline, or plateau, is
identified when the number of consecutive jumps exceeds a plateau threshold set to correspond to a
specified time period. When a new plateau is identified, the associated data are not replaced with
null values; rather the first point in the new plateau is flagged (flag = 7; see Table 3.8) to indicate that
manual assessment is required before the period can be considered for subsequent analysis. Gauge
capping and related baseline shifts may impact data before or after the shift is observed. For
example, a gauge may have been capped for an extended period before observing a dump, or a
gauge may remain partially capped following a dump. Also, in the case of gauge emptying, the
baseline shift may be preceded or followed by a period of time during which the technicians were
still working on the gauge as part of ongoing maintenance. Accordingly, the time periods preceding
and following baseline shifts are also flagged (flag = 8) for manual assessment and possibly
intervention. Figure 3.66a shows an example of the jump/baseline shift filter applied to an artificial
accumulation dataset simulating a dump of snow falling into the bucket, while Figure 3.66b shows an
example where the filter is applied to real data for a case in which a gauge bucket is emptied at the
beginning of the time series. In both cases, the resulting filtered dataset still requires manual
intervention to address the flagged periods, as more information (from site managers, site logs,
webcam pictures, etc.) is needed to decide whether to keep the remaining flagged points.

Figure 3.64. and Figure 3.66b correspond to the same weighing gauge dataset and constitute the
consecutive application of the two filters (filtered dataset from max/min filter being the input of the
jump/baseline shift filter, as outlined in the QC flowchart in Figure 3.63. ). As a consequence, the
filtered dataset has been significantly enhanced by the two filtering steps.
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Figure 3.65. Example of jump filter application to a hypothetical dataset with suspect and
erroneous jump thresholds of 2 mm/min and 3 mm/min, respectively. The flagged datapoints (red
circles) are here determined to be erroneous and will therefore be removed from the dataset.
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Figure 3.66. Example of the jump/baseline shift filter applied to (a) an artificial dataset simulating a
dump of snow following capping and (b) accumulation data from the emptying of a weighing gauge
at a SPICE site. The suspect and erroneous jump thresholds are (a) 2 mm/min and 3 mm/min and
(b) 20 mm/min and 30 mm/min, respectively. Both (a) and (b) have a plateau threshold set to 60
min. The top panel in each plot shows unfiltered data with all flags detected, while bottom panel
shows the resulting filtered data.
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3.3.2.1.4 Noise filter

Precipitation accumulation measurements from weighing gauges are subject to noise, the magnitude
of which increases with increasing wind speed and increasing accumulation in the bucket (Duchon,
2008). To mitigate the influence of noise, various types of filters can be employed. Several filter
methods were tested using precipitation accumulation datasets from Geonor T-200B3 and OTT
Pluvio® gauges from SPICE measurement sites (e.g. Colli, 2013). The focus was primarily on datasets
with 6-second sampling intervals. In all cases, noise filters were applied after the
maximum/minimum value and jump and baseline shift filters outlined in the previous section.

The majority of methods tested applied a filter of specified width (specified number of datapoints
filtered in each step) to a moving window along the time series; these are collectively referred to as
time-domain filters. Several time-domain filters were tested, each with a different functional form
(e.g. mean, polynomial, Gaussian). Sample results are shown in Figure 3.67 and Figure 3.68. A
frequency-domain approach was also tested, applying a fast Fourier-transform to convert the time-
series data to the frequency-domain, to which a Gaussian filter was applied. A sample precipitation
dataset from a single transducer of a Geonor T-200B3 gauge and filtered datasets using a frequency-
domain Gaussian approach with different filter widths are shown in Figure 3.69.

Qualitative assessment of filtered results using these methods indicated that the moving average and
Gaussian approaches were most effective (i.e. appeared to remove the most noise) for the datasets
and filter parameters tested. For the Gaussian approach, the time-domain filters were more
straightforward to implement and required less computation time than the frequency-domain filters.
Based on this assessment, moving average and Gaussian time-domain filters were selected for
additional testing and optimization as outlined in the following section.

3.3.2.1.4.1 Quantitative assessment of noise filters using artificial datasets

The quantitative assessment of data-filtering methods for precipitation datasets is complicated by
the combined contributions from precipitation, noise, and any artifacts (e.g. variations due to
temperature) present in measurement data. Insight can be gained from periods without
precipitation, during which the “pure” precipitation signal is zero, but even in these cases, the
superimposition of noise and artifacts can complicate the assessment. Further, the methods under
consideration for data quality control should be tested using datasets covering the full range of
expected precipitation conditions.

To address these issues, artificial datasets were generated to enable the quantitative assessment of
filter performance. The datasets were generated for intensities ranging from very light (0.6 mm/hr)
to very heavy (30 mm/hr) with a sampling interval of 6 seconds. Two scenarios were considered for
each intensity: (1) a continuous, linear increase in accumulation at the specified intensity (linear
scenario); and (2) step, or interval, increases in accumulation, with 10 x 1 minute linear increases in
accumulation separated by 1-minute periods without precipitation (step scenario). The step scenario
provides an avenue for testing the dynamic response of the filtering method and was used as the
primary means of filter assessment. Sample datasets generated for both scenarios are shown in
Figure 3.70a and Figure 3.71a.
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Figure 3.67. Example of filter testing on site datasets from Geonor T-200B3 gauges. Savitzky-Golay

(3" order polynomial) and moving average filters, both with widths of 5 minutes, were applied to

data from a Geonor gauge in a DFIR-shield at the Marshall site on Dec. 27, 2012. Data and filtered
outputs are shown for a single transducer and zeroed for visual comparison.
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Figure 3.68. Example of filter testing on site datasets from OTT Pluvio® gauges. A Savitzky-Golay
filter (3" order polynomial, N = 181 points), moving average filter (N = 101 points), Kaiser window
filter (N = 500 points, a = 3.4, fc = 0.0075398), and Gaussian filter (N = 301 points, ¢ = 50 points)
were applied to 6-second Bucket RT data from a Pluvio® gauge in a double-Alter-shield at CARE

from Dec. 9-12, 2013.
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Figure 3.69. Raw and filtered datasets from a single transducer of a Geonor T-200B3 gauge at CARE

when a frequency-domain Gaussian filter was employed with standard deviations of 0.0005 Hz (red

curve) and 0.0013 Hz (green curve), corresponding to 5 minutes and 2 minutes in the time-domain,

respectively. In both filtered datasets, the cutoff frequency corresponds to five times the standard
deviation of the Gaussian distribution employed.
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Figure 3.71. (a) Clean dataset in interval scenario for a precipitation rate of 1.8 mm/hr and (b)
corresponding dataset with noise applied from Pluvio® noise PDF (Figure 3.74) and filtered outputs.

Filter performance was tested using noise derived from non-precipitating datasets. The magnitude of
noise is typically dampened during precipitation events, so noise values observed in non-
precipitating conditions are considered to represent upper-limit values for testing. Approximately
19,500 datapoints, sampled at 6-second temporal resolution (corresponding to roughly 32.5 hours of
data), were selected from a Geonor T-200B3 gauge and OTT Pluvio® gauge at the Canadian CARE site
during four non-precipitating events. Noise values were determined by taking the absolute value of
the difference between each 6-second datapoint and the median value for each of the four events.
Temperatures varied within 2 °C for each of the selected events, so any temperature effects on the
datasets are expected to be small. An example of one of the events used for the determination of
noise values is provided in Figure 3.72.

A histogram was generated from the compiled noise values from all four events for each gauge type,
representing noise probability density functions (PDFs) as shown in Figure 3.73 and Figure 3.74.
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Weighted random sampling with replacement was used to apply noise values from the PDFs to the
“clean” datasets. Examples of the resulting “noisy” datasets for Geonor and Pluvio gauges are
provided in Figure 3.70b and Figure 3.71b, respectively, for the corresponding clean linear and step
datasets shown in Figure 3.70a and Figure 3.71a, respectively.

Moving average and Gaussian (time-domain) filters with widths from 1 to 10 minutes were used to
filter the noisy artificial precipitation datasets for each gauge type, with intensities from 0.6 to 30
mm/hr in both linear and step scenarios. Filter performance was similar for the moving-average and
Gaussian approaches. For both gauge types and filter methods, the lowest root mean square error
values (indicating the best filter performance) were obtained for longer filter widths at low
intensities and for shorter filter widths at higher intensities. These results were observed for both the
linear and step scenarios. For the Gaussian filter, the lowest RMSE values were obtained using
distributions with standard deviations equivalent to the filter width or one-half of the filter width.
Filter widths between 2 and 5 minutes performed well for both gauge types.

3.3.2.1.4.2 Noise filter implemented in SPICE

Based on the assessment results, the noise filter implemented in the SPICE automatic quality-control
approach for 6-second data was a Gaussian filter with a width of 2 minutes and a standard deviation
of 1 minute (equivalent to one-half of the filter width). For 1-minute data, a Gaussian filter with a
width of 4 minutes and a standard deviation of 2 minutes was employed. The Gaussian filter was
selected over the moving average filter, despite similar performance for the datasets assessed,
because the Gaussian filter gives more weight to values near the mean and less weight to values
further from the mean, while the moving average applies equal weight to all values. This approach
was adopted at the fourth meeting of the SPICE-IOC, as indicated in the corresponding report (10C-4
Final Report, Davos, 2013). Examples of accumulated precipitation datasets from Geonor T-200B3
and OTT Pluvio® gauges that have been filtered using these parameters (6- second data) are provided
in Figure 3.75.
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Figure 3.72. Examples of non-precipitating datasets used for the derivation of noise values for (a) a
transducer from a Geonor T-200B3 gauge and (b) Bucket RT data from an OTT Pluvio® gauge at
CARE on Jan. 10, 2013.
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Figure 3.73. Histogram (50 bins) of noise values determined from Geonor T-200B3 precipitation
accumulation measurements over selected non-precipitating events at CARE. This histogram
represents the Geonor noise PDF used to generate noisy artificial datasets.
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Figure 3.74. Histogram (50 bins) of noise values determined from OTT Pluvio’ Bucket RT
measurements over selected non-precipitating events at CARE. This histogram represents the
Pluvio’® noise PDF used to generate noisy artificial datasets.
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Figure 3.75. Examples of raw datasets and corresponding filtered datasets using a Gaussian noise
filter with a width of 2 min and standard deviation of 1 min for 6-sec precipitation accumulation
data from (a) a single transducer of a Geonor T-200B3 gauge in a single-Alter shield and (b) an OTT
Pluvio’® gauge (Bucket RT output) in a single-Alter shield at CARE from Dec. 9 to Dec. 12, 2013.
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3.3.2.1.5 Temperature compensation

Prominent in precipitation datasets from Geonor T-200B and OTT Pluvio® gauges are low-frequency
variations related to solar heating. These variations are typically diurnal in nature, with transducer
output varying with heating/cooling in response to the daily solar cycle. These variations can
artificially increase the accumulated precipitation amounts reported by weighing gauges, in
particular when similar in magnitude to increases resulting from real precipitation.

For Geonor gauges, Duchon (2004) proposed the use of temperature coefficients derived from the
daily accumulation-ambient temperature relationship to mitigate the influence of solar radiation on
measurements from vibrating-wire transducers. Application of this approach on a broader scale
would require temperature coefficients to be computed for each transducer, for each gauge under
consideration. The magnitudes of coefficients vary with bucket weight (Duchon, 2004) requiring new
coefficients to be computed periodically. In addition, consideration must be given to gauge
orientation, solar elevation, azimuth angle, and cloud cover, which all influence the amount of
incident solar radiation (Duchon, 2004). Further, the use of ambient temperature in the
determination of coefficients does not capture the root cause of the observed variability — the
temperatures of the vibrating-wire transducers, which are not measured by Geonor gauges — and
could vary significantly from the ambient temperature measured outside the gauge.

Pluvio® gauges, on the other hand, measure the temperature of the load cell directly. Each load cell
undergoes static temperature calibration performed by the manufacturer, used in the gauge
firmware to compensate for temperature variations (see Section 3.1.3.4). The details of the
compensation procedure are proprietary, and this makes it difficult to assess independently. Further,
the Bucket RT data, representing the rawest possible output from the Pluvio’, have already been
compensated for temperature.

Given the caveats associated with the temperature compensation of precipitation accumulation data
from Geonor T-200B3 and OTT Pluvio® gauges, no additional temperature compensation was applied
to these data in SPICE. Instead, the focus was placed on characterizing the net accumulation and
temperature variation over the specific precipitation events selected for subsequent analysis. (See
Section 3.4 for details of the SPICE precipitation event-selection algorithm.) When available, other
instruments (e.g. precipitation detectors or disdrometers) were employed in the event selection
algorithm to facilitate the separation of real precipitation from increases in accumulation resulting
from temperature variations.

3.3.2.2 Data aggregation

Quality-controlled datasets with sampling intervals of less than one minute are aggregated to
generate one-minute datasets for subsequent analysis. The aggregation approach differs according
to parameter type. For precipitation accumulation datasets, the aggregation step involves the
selection of the last filtered datapoint from each minute. For other parameters (e.g. temperature,
precipitation intensity, wind speed), aggregation generally entails a simple block average, with some
exceptions for specific parameters (e.g. vector average for wind direction). For precipitation-type
data reported by present weather sensors or disdrometers, the aggregation involves keeping the
highest numerical SYNOP code (Tab. 4680) of each minute to represent the minutely value. The
aggregation approach is more complicated for sensors with multiple transducers; the approaches
considered for the three-wire Geonor T-200B3 and Belfort precipitation gauges are discussed in the
following section.
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3.3.2.2.1 Aggregating data from gauges with multiple transducers

The SPICE 10C determined that Geonor T-200B gauges used as part of the FWRS should have three
active transducers, working independently (IOC-2 Final Report, Boulder, 2012). The load of the
bucket, including any accumulated precipitation, is shared among the three wires. While the
precipitation amount could be determined from any of the individual transducers, an aggregate of
the transducer outputs is typically used for two reasons: (1) averaging transducer outputs reduces
the magnitude of noise due to wind effects relative to individual transducers (Duchon, 2008) and (2)
there are often differences among the transducer outputs resulting from differences in orientation
(with respect to the sun, with respect to vertical) and temperature, or aspects of the configuration
(unbalanced load, vibration). Accordingly, all precipitation data from gauges with three transducers
used in SPICE were derived by aggregating the outputs of the three transducers, as monitored
separately with data loggers.

Aggregation serves as an additional data processing step. If all transducers perform ideally, an
arithmetic average is a viable aggregation approach (Baker et al., 2005). This is not typically the case,
however, and different approaches have been used to account for differences among the transducer
outputs. Given the requirement for uniformity across all participating sites, automated approaches
are preferable. Options for automated aggregation approaches are outlined in the following
paragraphs, along with the approach implemented in SPICE.

3.3.2.2.1.1 Comparison of transducer pairs

The U.S. Climate Research Network (USCRN) has used the redundancy offered by the three-wire
configuration to assess which transducer data to include in the estimation of precipitation amounts
(Baker et al., 2005; Leeper et al., 2015). Differences in accumulation between pairs of transducers
over a set time period are compared and considered relative to a threshold value. If any of the
differences exceed the threshold, the contributing wire or wires are identified and are not used to
compute the aggregate value. The use of redundant information helps to safeguard against system
failures (Leeper et al., 2015); however, the resulting precipitation amounts can be influenced by
transducer noise and gauge evaporation (Leeper et al., 2014; 2015).

3.3.2.2.1.2 Weighted averaging
To reduce the influence of variability, or noise, in the individual transducer outputs on aggregate

precipitation amounts, weighted averaging can be used, with coefficients determined by the relative
magnitudes of noise among the transducers. This concept was tested on SPICE datasets using inverse
variance-based weighting. Here, variance values are computed within a moving window (typically 30
minutes) for each wire, summed over a given dataset, and inverted. The weighting coefficient for a
wire i is then as follows:

_ 1
2i0;

where WC is the weighting coefficient and o is the variance. These coefficients are normalized by

wc;

dividing by the sum of the weighting coefficients for all three wires.

wc;
WC, + WC, + WCs

WCi,norm =

Applying these weighting coefficients when aggregating precipitation accumulation data (Acc) from
all three wires gives less weight to noisy wires and more weight to cleaner wires, effectively reducing
the magnitude of noise in the aggregate dataset, Accygg.
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ACCagg = WCl,norm ACCl + WCZ,norm ACCZ + WC3,n0rm ACC3

The latest aggregation approach implemented by USCRN also uses weighted averaging, and has been
shown to reduce the influence of transducer noise and gauge evaporation on precipitation datasets
relative to those determined from the comparison of transducer pairs (Leeper et al., 2014; 2015).

3.3.2.2.1.3 Aggregation approach implemented in SPICE

With the load being shared among the three transducers, reducing or removing the contribution
from differently performing wires may bias the aggregate value too high or too low. This
interdependence of transducers complicates the automated aggregation of data. For simplicity, the
aggregated Level 2b data was determined as an arithmetic average. The Level 2b data for individual
transducers were kept and archived. For cases in which the output from individual transducers
differed significantly from the others or a transducer was malfunctioning, the arithmetic-averaged
data may be compromised, necessitating the manual removal of a given wire from the average
calculations.

3.3.2.3 Manual quality control procedure

The automatic QC procedure identified and addressed routine data issues in a uniform and
standardized manner. Data identified and flagged as “suspect”, “baseline shift”, and “manual
intervention” by the automatic procedure required manual assessment prior to analysis. Further,
data issues related to site maintenance, the surrounding environment, and sensor installation and
configuration were not always identified or addressed, necessitating manual assessment and
intervention. Manual assessment was conducted in collaboration with site managers and made use
of site logs, photos, and other metadata.

Data identified as being erroneous or compromised by events or conditions at the site were manually
removed from the datasets (replaced by null values) and flagged (flag = 6; Table 3.8). Baseline shifts
in weighing gauge data confirmed as being due to maintenance (emptying, calibration) were
removed and flagged (flag = 6), and baselines were adjusted to provide a continuous accumulation
time series for comparison with the reference (time series check). An example of such a manual
correction is shown in Figure 3.76. Baseline shifts in data due to gauge capping were addressed on a
case-by-case basis; further details of snow capping in precipitation datasets are provided in Section
4.2.1. In all cases, manual adjustments to the data were tracked for further reference.
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Figure 3.76. Manual QC applied to a SPICE accumulation dataset for which the gauge bucket was
emptied during the measurement season.

3.3.2.4 Quality control flags

The quality control and aggregation of precipitation datasets from reference gauges, systems under
test, and ancillary gauges were accompanied by a flagging procedure to provide additional insight
into gauge performance and data integrity, and to support the data analysis. A system of flags was
developed that follows closely the approach implemented in the WMO Field Intercomparison of
Rainfall Intensity (Vuerich et al., 2009). This proposal is outlined in Table 3.8.

Flags were generated for each parameter of interest, for each gauge. Flags identified in datasets with
sampling intervals of less than one minute were carried forward when aggregating to one-minute
datasets. A threshold of 66% for flag carryover was set for the missing and erroneous flags (i.e. If 66%
of points within a given minute are flagged, that flag is carried over to the one-minute aggregate
value). For the remaining flags, any instances of the flag being called within this time resulted in that
flag being carried forward to the one-minute aggregate value.

A given datapoint can have only a single flag value within the current system. For instances in which
multiple flags were observed for a given datapoint, the following order of priority was applied:

Missing (5)> Site (6)> Baseline shift (7)> Manual intervention (8)> Erroneous (4)>Suspect (3)>Good (1)

Note that flag values of “2” are not included. This value was designated for “inconsistent” values, for
example, wind direction values not equal to zero when the wind speed is zero — but was not
ultimately implemented. These types of issues were identified in the manual quality-control step and
flagged with the site value (flag = 6).
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As stated in Section 3.3.2.1, erroneous values were replaced with null values by the
maximum/minimum value and jump filters, while suspect values were only flagged. For datasets with
sampling intervals less than one minute, the remaining suspect values may potentially impact the
aggregate values in cases where the 66% criterion is not met. To address this concern, if fewer than
66% of points within a given minute are flagged as suspect (3), and there are no higher priority flags
(flags 4 or 5 meeting the 66% criterion, or any instances of flag 7 or 8 within that minute), the
resulting aggregate value was flagged as suspect (3).

For instruments with multiple transducers, flags were generated separately for the aggregate one-
minute data from each transducer following the above criteria. The flags for the composite
(averaged) one-minute instrument data (aggregating the contributions from each transducer) were
aggregated such that the highest priority flag from a constituent transducer in a given minute was
taken as the composite value.

Additional criteria were proposed for the carryover of flags to identified precipitation events. This is
discussed within the context of the event selection algorithm in Section 3.4.

3.3.3 Quality control of snow-on-ground data

The quality control of the SoG automated sensor data was completed independently of the
precipitation and ancillary data collected at the sites. The data were transferred offline to a central
location via the NCAR database or directly from the site manager. The data then went through
several phases of quality control before being archived in the NCAR database and redistributed to
the SPICE analysis teams. As with the precipitation data, quality control consisted of: data
aggregating and reformatting; automated range and jump filtering; manual removal of remaining
outliers; and when necessary, adjustment of the zero-depth offset (used to derive snow depth from
the distance-to-target measurement).

Sensor data archived by the sites (or by NCAR), often referred to as “raw” site data but technically
classified as Level 1 data, were first reformatted and filed into time-consistent monthly space-
delimited files that included two header lines (one containing the variable names and one containing
the units). Data aggregation, if necessary, occurred at this stage (which is earlier in the QC process
than for precipitation data). Any sensors with data frequencies higher than one minute were
aggregated to one-minute resolution by determining the median (if measurement frequency is more
than two per minute) or the mean (if the measurement frequency is two per minute). No other QC
modifications were made to the data at this stage, termed the QCO stage in the SoG quality control
process. Missing data were given a universal identifier of -999 (equivalent to the null designator used
by the precipitation QC process) and flagged as missing (flag=5). The data at this point were
considered to be Level 2a data. The data quality flags for SoG data are outlined in Table 3.9.

Monthly QCO files were then subjected to an automated filtering process that included site-specific
range and jump filtering. Filter threshold ranges were set based on physical realities at each site (e.g.
using an approximate maximum snow depth plus a 20% buffer). Data that did not pass these criteria
were removed and flagged (flag=4). The flag column is added to each SoG data column, and the
monthly data files were reproduced with a qcl extension. Following the automated QC process and
the production of the QC1 files, the data were visually inspected and any remaining outliers removed
manually using an interactive selection process. To ensure consistency, the data were plotted over
the entire season, and outliers not removed by the automated process were selected for removal
and flagging. Data removed at the manual stage were flagged (flag=6) and the monthly data files
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reproduced with a qc1C extension. As with the precipitation data, the SoG data were now considered
to be Level 2b data.

Some of the SoG sensor data underwent a QC2 quality control stage, if necessary. The QC2 stage
adjusted for incorrect zero-snow-depth offsets, but only if the season start and end offsets were the
same. (Zero-snow-depth drift, where the offset changes from the start to the end of the season, is
discussed in Section 4.2.6.3.) An additional flag column was added at the QC2 stage (flag=10) and the
monthly data files reproduced with a qc2 extension. At each stage, the QC processes and metrics
were logged and included in the metadata.

Table 3.9. Descriptions of quality flags used for SoG data. The flag numbers are consistent with the
procedure developed for snowfall measurements.

Flag # Description

1 Data OK

4 Bad data, data out of range and replaced with missing data flag
5 Missing data

6 Outlier removed manually

10 Corrected for zero offset issue

The manual reference SoG data, similar to the SoG sensor data, were quality controlled
independently of the precipitation data. Manual measurements had initial data quality assurance and
quality control via the observers and site managers at the time of collection and data entry. The data
received from the sites was determined to be high quality, but the time series were graphically
reexamined for outliers and inaccuracies. These were documented and manually corrected or
removed prior to analysis.

3.4 Event selection
Authors: Audrey Reverdin, Michael Earle, Mareile Wolff, John Kochendorfer

Weather conditions during precipitation events can vary extensively over the course of a season. The
different SPICE sites, characterized by different climatological conditions, increase further the
diversity of precipitation events that need to be taken into account for analysis. To achieve
comparable site datasets, a uniform method was required for defining and quantifying precipitation
events, which could be applied to all SPICE data.

In the context of SPICE, a precipitation event was defined as a period of time when precipitation
occurred with a high degree of confidence, as detected by the field working reference system. A
baseline event duration of 30 minutes was established. This duration provides a balance between
events being sufficiently long to be representative of snowfall events in a variety of climate and
environmental conditions, while also being short enough to provide a sufficient number of events for
analysis.
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For each SPICE site, site event datasets (SEDS) were created for each winter season. The SEDS contain
data from all precipitation instruments operating on the site, as well as from selected ancillary
instruments, for all 30-minute intervals over which the FWRS reported a precipitation event.

The SEDS were derived from the one-minute quality-controlled datasets (level 2b data) and
constitute level 4 data products, as defined in Section 3.4.1. The consistency of the approach
described in the following sections made it possible to have comparable SEDS among all sites. The
derivation of precipitation event datasets was a key component of the assessment and development
of transfer functions for each sensor under test relative to the corresponding FWRS (see Section 3.7).

3.4.1 Description of the event-selection algorithm

The event-selection algorithm identifies precipitation events based on the quality-controlled data
from two instruments: (1) the reference automatic weighing gauge, measuring accumulation, and (2)
the precipitation detector, reporting on the presence or absence of precipitation. For S2 sites, the
weighing gauge was the R2 reference; for S3 sites, the single-Alter-shielded gauge of the R3
reference was used. The precipitation detector had to be an optical precipitation detector or
disdrometer, as defined in the I0C-4 Final rRport, Davos 2013 (Annex IV, p.4). For S2 sites, it was
typically located near the R2 reference weighing gauge within the DFIR-fence, between the Alter
shield and the inner wooden fence. At sites without a DFIR-fence, it was installed in a location
sheltered from the wind.

The one-minute datasets from these two reference instruments are separated into consecutive
blocks of 30-minute intervals (i.e. 00h01 - 00h30, 00h31 - 01h00, 01h01 - 01h30) over which the
selection criteria are applied. The flowchart in Figure 3.77 illustrates the two steps of the event-
selection algorithm applied over these intervals: event identification (step 1) and event parameter
processing (step 2). In the first step, two algorithm options are considered: (1) when the precipitation
detector was available on site and reported a valid output (column 1) and (2) when the precipitation
detector was missing or reported invalid data (column 2). The third column in Figure 3.77 indicates
when to proceed to the next stage in the algorithm. The two steps are described in detail in the
following sections.
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EVENT SELECTION ALGORITHM
Sensiti d reliabl Unreliabl

Check on 30 min interval FLAG=1

Nb detected 3 Nb increasing
minute YES 2 60% ? 1 accumulation minute 2 60% ?
(Pcp Det) (Ref)

Go to next
30 min interval

FIRST STEP

Accumulation = 0.25 mm ? : Accumulation 2 0.5 mm ? ] Go to next
i (Ref) : 30 min interval

Getan event

Calculate event parameters :

Start/end date and time
Net precipitation duration based on : precipitation detector (Pcp Det) & reference weighing gauge accumulation (Ref)
Accumulation of all precipitation gauges (References & Sensors under test)
Mean, min/max and standard deviation of :

Airtemperature

Wind speed and direction

Relative humidity

Wet bulb temperature

Pressure

Solar radiation
SYNOP code table 4680 (precipitation type) : all different codes that occur and their frequency over 30 minutes
All defined flags

SECOND STEP

Figure 3.77. Flow chart outlining SPICE event-selection algorithm and calculated parameters.

3.4.1.1 Event identification

As a first step, data from the weighing gauge of the FWRS (including the precipitation detector if
available) are examined over the 30-minute intervals. To be selected as an event, the data in this
window must fulfill the following two conditions:

1) Net precipitation duration sufficiently long

The number of minutes during which precipitation is detected must be at leasr 60% of the window
time (i.e. 18 minutes or longer), but does not need to be continuous. The precipitation duration is
calculated based on precipitation-detector data (first column in Figure 3.77) by looking at the
number of “Yes” cases that occurred during the 30 minutes. If data are missing or unreliable (second
column in Figure 3.77), the algorithm examines the data from the weighing gauge in the FWRS and
identifies the number of minutes during which there was increasing accumulation over the time
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period. If this number exceeds 60% of the event duration, the net precipitation-duration condition is
considered to be met.

2) Sufficient accumulation of reference gauge

The total accumulation in the reference weighing gauge during the 30 minute period must be equal
to or greater than a defined threshold. Based on previous experience, this threshold amount was set
to 0.25 mm when a reliable precipitation detector is available (first column in Figure 3.77) and to 0.5
mm over 30 minutes when such a detector is not available (second column in Figure 3.77).

A lower threshold was selected when event selection is based on a combination of data from a
precipitation detector and the weighing gauge. There is a higher degree of confidence with two
independently operating instruments. When only a weighing gauge was used for event selection, the
threshold was more conservative.

Any 30-minute window during which these two conditions are fulfilled is considered to be a 30-
minute precipitation event and is added to the SEDS. If these conditions are not fulfilled, the
algorithm moves on to the next interval.

To track which procedure was applied for the identification of each event, a flag was designated to
indicate if a precipitation detector was used in the process or not (i.e. Flag = 0 or 1, respectively). This
flag is reported in the SEDS and appended to the aggregated quality-control flag (see Section 3.4.2
for more details).

An illustration of the application of this first step is found in Figure 3.78. In this example, the
precipitation detector was not working on April 11. The selection of two events during this period
was then based only on weighing gauge data using the higher accumulation threshold of 0.5 mm/30
min. The corresponding flag was also added during the process.
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Figure 3.78. Example of event selection procedure applied to data from an R2 reference
configuration. The precipitation detector in the reference configuration was not working on April
11; events selected on this date were flagged as being identified using only the accumulation data

from the weighing gauge.

3.4.1.2 Event parameter calculation

For each 30-minute event identified by the first step in the procedure, the algorithm outputs several
parameters to characterize the event in detail for further analysis. The list of parameters gathered in
the SEDS was meant to be as consistent as possible for all sites to facilitate comparative analysis;
however, since no two sites have identical equipment or sensor configurations, some adaptation was
required. A general list of event parameters is outlined in Figure 3.77. The following approaches were
used in the calculation of event parameters:

- The net precipitation duration of the event was calculated twice; once using the
precipitation-detector data (when available) by summing the number of “minute-yes”
reports from the sensor, and once using the reference-weighing-gauge accumulation data by
summing the number of minutes for which increases in accumulation were observed. This
provided an avenue to assess the consistency of the two instruments.

- The event accumulation was calculated by taking the difference between the last
accumulation value and the first accumulation value over the 30-minute interval. For Geonor
and Belfort weighing gauges, the accumulation of each individual transducer as well as the
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accumulation of the average of the three transducers were computed and reported in the
SEDS. For Pluvio® weighing gauges, the “Bucket RT” as well as the “Accumulated NRT”
accumulation were computed and reported in the SEDS.

- For sensors under test outputting one-minute accumulation or intensity only, the sum, mean,
minimum, maximum, and standard deviation of the data over the 30-minute event were
computed and reported in the SEDS.

- For all ancillary measurements, the mean, minimum, maximum, and standard deviation of
the data over the 30 minutes were also computed and reported in the SEDS. In general, the
mean was computed as an arithmetic average of the data, except for wind direction where a
vectorial average was used.

- The precipitation type, derived from the SYNOP code (Tab. 4680) of disdrometers or
equivalent available devices, was reported in the SEDS by giving the minimum and maximum
SYNOP value during the 30-minute event, as well as each individual code and their frequency
(in minutes) during the event.

Altogether, the list of these computed event parameters with their corresponding statistics and flags
constituted the comprehensive SEDS provided for each SPICE site and for each of the SPICE winter
seasons (i.e. 2013/14 and 2014/15).

3.4.1.3 Thresholds and time intervals for SEDS

The thresholds and time intervals chosen for the event-selection algorithm are based on discussions
during the 10C-4 Final Report, Davos, 2013. The objective when defining these parameters was to
select precipitation events with a high degree of confidence, reducing the uncertainty related to light
and/or sporadic precipitating conditions, which could lead to the selection of false or less-reliable
events.

The following points give an overview of the rationale behind these choices:
a) 30-minute window

A fixed period of time is needed to report snowfall, accounting for the fact that snowfall intensities
could be very low and well below the sensitivity of a weighing gauge used in the FWRS. A consistent
approach is needed to compare events from different sites in various climate regimes. A period of 30
minutes is short enough to allow for stable conditions (temperature, wind speed, etc.) during the
event and long enough to be reliably representative of snowfall events in a variety of climate and
environmental conditions. Furthermore, 30-minute periods offer a good balance between the
significance of events and the number of events detected.

When conducting the intercomparison analysis, other intervals were evaluated (e.g. 1, 3 or 6 hours)
recognizing the needs of various sensors and applications such as tipping bucket gauges, snow on the
ground, and light precipitation studies.

b) Net precipitation duration = 60% of time

It was decided that precipitation does not need to be continuous during events, provided all other
conditions are met. The detection of precipitation for 60% of the time was declared as a reasonable
threshold to account for sufficient precipitation occurrence.
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c) Reference accumulation 2 0.25/0.5 mm

The accumulation threshold needs to be sufficiently large to ensure that only genuine events are
reported. The choice of a 0.25 mm accumulation threshold for 30-minute event intervals is based on
previous work, illustrated in Figure 3.79. Using 30 minute periods identified by a present weather
detector as snow, the effects of varying the minimum 30 minute precipitation threshold on the
number of events identified (Figure 3.79a), and on the standard deviation (Figure 3.79b) and
standard error (Figure 3.79c) of accumulation reports relative to the reference configuration are
demonstrated. The standard error reached a minimum around 0.25 mm. The number of events with
this accumulation was still very high, while the standard deviation had decreased significantly
relative to events using smaller threshold values.

The threshold for 30-minute events that are selected based only on the weighing gauge
accumulation was chosen to be more conservative (0.5 mm) to minimize the potential for the
detection of false precipitation events.

(a)

(b)

(c)

Figure 3.79. Accumulation threshold analysis for 30-minute precipitation events.

3.4.2 Eventflags

In addition to data parameters, the SEDS files include an event flag for each parameter to inform of
events that may be less reliable due to poor data quality or due to the way the event was selected.
The event flag approach is outlined in Table 3.10. These flags are composed of two appended flags,
one being an aggregation of the one minute quality control flags (as defined in Section 3.3.2.4), and
the other being the flag produced by the event selection algorithm (as defined in Section 3.4.2). The
aggregation of the one minute QC flags could be equal to 1, 2 or 3 depending on the percentage of
"good" QC flags reported during the 30-minute event. The flag coming from the event selection
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procedure, indicating which option was used to select the event (i.e. with or without a precipitation
detector), is appended to the flag described above whenever it is equal to 1. That is, when the event
was selected using only the reference weighing gauge data because of an unreliable or
malfunctioning precipitation detector, the resulting flag values are 11, 21 or 31.

Each parameter in the SEDS file is accompanied by its corresponding 30-minute event flag.

Table 3.10. SPICE data quality flagging system for precipitation event files.

Flag Data Classification Data Characterization
value
1 ‘Good’ Number of 1 minute datapoints with QC

flag=1>80%

11 ‘Good/no precip detector’ Same as 1, but event selected without
precipitation detector

2 ‘Suspect’ 60% < number of 1 minute datapoints with
QC flag =1 <80%

21 ‘Suspect/no precip detector’ Same as 2, but event selected without
precipitation detector

3 ‘Doubtful’ Number of 1 minute datapoints with QC
flag=1<60%

31 ‘Doubtful/no precip detector’ Same as 3, but event selected without
precipitation detector

3.4.3 SLEDS and SNEDS

The SEDS contain 30-minute intervals for which there is a high level of confidence that precipitation
occurred. These datasets enable the analysis of sensor performance in precipitating conditions. As a
result of the specific event selection criteria used (see Section 3.4.1.3), 30-minute intervals
characterized by light precipitation, or during which no precipitation occurred, are not identified.
Additional investigations in SPICE focus on sensor performance during these light precipitation and
non-precipitating periods. To accommodate these needs, two additional event files were produced
for each site and each season: the Site Non-Event DataSet (SNEDS) accounting for 30-minute
intervals over which no precipitation occurred, and the Site Light-Event DataSet (SLEDS) comprising
all the remaining 30-minute intervals not identified by the SEDS and SNEDS. The format of these two
files was exactly the same as the SEDS, since they are also based on 30-minute intervals. The criteria
used to create SEDS, SLEDS and SNEDS are summarized in Table 3.11. The three files were computed
for each S1 and S2 SPICE site and winter season.
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Table 3.11. Criteria used for selecting events for the Site Event Datasets, Site Light Event Datasets,
and Site Non-Event Datasets. "Ref Acc" refers to the accumulation of the FWRS weighing gauge,
"PrecipDet_Y" to the number of minutes with precipitation detected by the precipitation detector,
and "Nb_Ref_Acc_Y_min" to the number of minutes of increasing accumulation from the FWRS
weighing gauge. The "flagged"’ conditions refer to the selection of events performed without a
reliable or existent precipitation detector.

SEDS SLEDS SNEDS
Site Event DataSet Site Light Event DataSet Site Non-Event DataSet
Not flagged : Not flagged : Not flagged :
Ref Acc =2 0.25 mm 0 < Ref Acc < 0.25 mm Ref Acc < 0.05 mm
30 min PrecipDet_Y = 18 min PrecipDet_Y = 1 min PrecipDet_Y =0 min
Event

Criteria Flagged : Flagged : Flagged :

Ref Acc = 0.5 mm 0 < Ref Acc <0.25 mm Ref Acc <0.05 mm

Nb_Ref Acc_Y _min =18 min | Nb_Ref Acc_Y_min =1 min | Nb_Ref Acc_Y_min =0 min

3.5 Data Archives
Authors: Audrey Reverdin, Michael Earle, Andy Gaydos, Craig Smith

A comprehensive data archive was established, providing a first level of data quality control and
monitoring the data for inconsistencies, missing data, upload times, file sizes, etc.

The data archive was proposed, hosted and operated by the National Center for Atmospheric
Research (NCAR) in Boulder, CO, USA. Prior to NCAR archive upload, each site manager was required
to maintain a local archive of all data collected, including the first level of data, metadata, site logs,
maintenance logs, and other information relevant to SPICE. From this local archive, the data were
formatted following predefined SPICE data format requirements, consisting of the development of
daily ASCII files with data of six seconds or one-minute frequency (i.e. 14,400 or 1,440 records per
file/day, respectively) with a file naming convention to distinguish between the different sites and
instruments. The data were then transferred automatically or manually (via flash drive, removable
hard drive, DVD, etc.) to a central location linked to the Internet, allowing data to be delivered by FTP
to a server and, finally, propagated to the NCAR central archive. Each site had a unique login and
password to access the FTP site to ensure that only the site managers could upload data for their
site. The data archival system monitored the FTP site for new data and parsed the data into a MySQL
database. Once the data were in the MySQL database, the raw data files were transferred to a
permanent archive. At this stage, SPICE data (except SoG data) were quality-controlled to level 2b
according to the described in Section 3.3.2.1. SoG data were quality controlled separately from the
NCAR system, as described in Section 3.3.3.

Once the data were parsed and quality-controlled, they could be accessed through a user-friendly
webpage interface. The following tasks can be done directly from the web interface: plotting data,
viewing/adding site logs and maintenance notices, viewing/uploading photos, and downloading data
(Figure 3.80.). Raw and quality-controlled data can be accessed and downloaded from the MySQL
database (Figure 3.81.). The “Available Data” button allows checking and viewing of periods where
data is available in the database.
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The selected data can be downloaded as ASCII files and opened in any text editor, Microsoft Excel, or
any plotting/coding program (Figure 3.82) for analysis.

Webplots

T Realtime Plots

Location map Marshall Current Weather
Photo archive - GEONOR in South DFIR

Site logs GEONOR in 18inch Single Alter
Event logs

Contacts

SPICE Home

Email Questions & Comments to:

SPICE Home | RAL Home | Research Areas | logy | Weather

(€)2012 UCAR | Privacy Policy | Terms of Use | Contact Us | Visit Us

Figure 3.80. The NCAR website page to access and download SPICE data.
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Marshall Field Site Information

Webplots
Raw data Raw Data Request Form

Location map

et Show data from | 2012-10-11 14:35:24  |10]2012-10-12 14:35:24  |UTC

Site logs (Use date format YY¥Y-MM-DD HH:MM:SS)

Event logs Format Options:

Contacts Output format: | Comma Delimited -|
Time format: Decimal Hours xl
Align data to nearest: minute T+

SPICE Home : =

Include data header: i
Comments use this character:|1 |

String to use for NULL data: | NULL

Requested datasets {click name to choose desired fields)

|_Avaiiable Data il remove |

Check/Uncheck Al Toggle Al
(¥ Data Point 1

Add a new dataset:
Database: | TesT = | Instrument: [ & sec datz w|

Please provide an email address, and o link to your requested data file will be emailed 1o you shortly.

Ermail Address:
Compress data? (recommended) (=) Yes () No
Data filename desired: | spice_data.request

Figure 3.81. Raw data request form on the NCAR webpage.

I—— Bow Data cutput
l——  Date range: 2A12-18-11 14:45:88 through 2A1--1A-17 14:4R:45 UTC

I~ (&) 2012 NCAR
|

I DATABASE  DATASET FIELD DESCRIPTION UNIT
|
11y Year WY
123 Month MM
13} Dy oo
143 Dechrs HH.HH
15} marshall CURR_WEATHER Zm C35EE Temperature C

E

163 marshall CURR_WEATHER Zm C3588 Relative Humidity
1

Wear, Month, Day, Dechrs, AveTemp, AwgRH
2e1z, 18, 11, 14,7508, —1A6.360, —73.600
281z, 18, 11, 14.767, -186.548, -73.695
z81z, 18, 11, 14.783, -1A6.538, -73.685
z2e1z, 18, 11, 14.588, -186.538, -73.677
281z, 18, 11, 14.517, -186.528, -73.674
z81z, 18, 11, 14.533, -1A6.538, -73.679
z2e1z, 18, 11, 14.558, -186.548, -73.687
z2e1z, 18, 11, 14.567, -186.528, -73.687
Ze1z, 18, 11, 14.533, -186.518, -73.657
z2e1z, 18, 11, 14.988, -186.528, -73.687
281z, 18, 11, 14.917, -186.798, -73.676
281z, 18, 11, 14.933, -186.508, -73.651

Figure 3.82. Example of a dataset downloaded from the NCAR webpage.
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3.5.1 Precipitation data
Precipitation and ancillary data from all SPICE sites were transmitted by the site managers to the

NCAR archive. The Data Analysis Team (DAT) worked together with the site managers to ensure that
the data were correctly transferred. Some issues related to periodic data logger desynchronization or
data resolution were identified and resolved to ensure the quality of the SPICE dataset.

The availability check was essential to keep track of what happened at each site, and ensured the
consistency of the SPICE dataset. It was a recursive process during the project, as new instruments
were installed or removed along the way, or the format of the data files sent was changed (e.g. due
to a new site manager, changes on the test field due to other projects, etc.). Therefore, some project
managing tools were used to check the SPICE data availability and ensure the correct ingestion of
data files at NCAR, and for reporting this information to the whole SPICE team. A comprehensive
spreadsheet file containing all relevant metadata was created and periodically updated during the
project in order to track the progress of data transfer.

Once the data were correctly uploaded, two seasonal time series plots for each precipitation gauge
were produced and shared with the site manager: the raw versus quality-controlled data series
together with the corresponding automatic QC flags (Figure 3.83a) and the quality-controlled data
relative to the field working reference (Figure 3.83b), both with wind speed and temperature time
series. These plots were meant to provide a sense of what happened on site during each winter
season and to see how the sensor under test behaved as compared to the reference. Note that, at
this point, manual quality control as described under Section 3.3.2.3 had not yet been applied.
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Figure 3.83. Time series plots of data from a weighing gauge under test illustrated as (a) raw versus
quality-controlled datasets and associated QC flags and (b) its quality-controlled dataset relative to
the field working reference gauge. Manual QC of data had not been applied at this stage. Both

bottom panels represent ancillary wind speed and temperature measurements on the site.
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Raw and automatically quality-controlled precipitation and ancillary data and associated flags (SPICE
level 1 and 2b datasets, respectively; see Section 3.3.1) are available for download from the SPICE
website. The data analysis team retrieved these data, conducted manual quality control as described
in Section 3.3.2.3, archived them offline, and shared the ready-to-use final one-minute quality-
controlled datasets with the SPICE team. The files are provided in MATLAB format with the following
structure: time; automatic QCed data; automatic flags; manually QCed data; manual flags; and dates
and indices where manual changes were done. The files are named according to the following

template:

“SiteName_PcplnstrumentName_Configuration_Parameter_Output_Season.mat”

Where:

- SiteName: Name of the site, e.g. Formigal, Haukeliseter, Marshall,...

- PcplnstrumentName: Name of the instrument provider and model of the sensor, e.g.
Geonor_1000, Campbell_PWS100, Pluvio?,...

- Configuration: Configuration of the instrument on site (DFIR, Single-Alter - SA, unshielded -
UN) and if it was a reference (R2, R3), a sensor under test provided by the manufacturer
(SUT) or a SUT provided by the site host (UTsite), e.g. R2_DFIR, R3_SA, SA_UTsite,...

- Parameter: Precipitation parameter involved (accumulation — Acc, cumulative accumulation
— CumAcc, BucketRT, AccNRT) and the wire or average of wires indication for Geonor and
Belfort gauges, e.g. Accum_wirel, AccNRT_CumSum, TotAcc, ...

- Season: SPICE winter season involved, e.g. 2013/14 or 2014/15

Ex: Haukeliseter_Campbell_PWS100_UT_CumAcc_Output_2013-2014.mat
CARE_CAE_PMB25R _UT_Int_CumSum_Output_2014-2015.mat
CARE_Pluvio2_BelfortDA_HN_UTsite_ AccNRT_CumSum_Qutput_2014-2015.mat
CARE_R2_Geonor600_DFIR_Accum_WireSW_Output_2014-2015.mat
Weissfluhjoch_R2_PluvioDFIR_BucketRT Output_2013-2014.mat
CaribouCreek_Geonor-600_R3-SA-C4_Accum-Avg_Output_2014-2015.mat

From these files, the SEDS, SLEDS and SNEDS were generated for each site and winter season. These
event datasets were then used in subsequent analyses presented in this report. The event files were
provided in both ASCIl and Matlab formats to meet different user needs. The file naming convention

is as follows:

“SiteName_SEDS Season_Timelnterval.txt”.
Where:
- SiteName and Season are the same as above;
- Timelnterval: Time interval on which the events were selected (only mentioned when
different than the SPICE standard 30minute time interval).
Ex:  CARE_SEDS 2013-2014.txt
Bratts Lake SLEDS 2014-2015 360min.txt
Sodankyla_SEDS 2014-2015 60min.txt

The corresponding MATLAB files are named in a similar manner, with “ MATLAB” and “.mat”

extensions.

166



SPICE Final Report

3.5.2 Snow-on-the-ground data
The SoG data collected at SPICE sites were stored locally and transmitted to NCAR for archival. As

described above, quality control of the SoG data was done offline, with data from all stages of the QC
process preserved. The manual measurements of snow depth and SWE were also quality controlled
and archived offline. The final versions of the SoG data, after the completion of all QC, will be
returned to a central and accessible archive for perpetuity alongside the rest of the SPICE data
archive.

Archived data includes:

- Raw data obtained from the site managers or the NCAR archive (.dat)

- Time-consistent raw data reformatted into monthly files in space delimited ASCIlI format
(.qc0), aggregated to one-minute resolution where required

- Phase 1 quality-controlled data with automated removal of outliers with flags (.qc1)

- Phase 1 quality-controlled data manually inspected, with outliers removed and flagged
during the manual process (.qc1C)

- Phase 2 quality-controlled data, where a zero-snow-depth offset correction is required (.qc2)

- Raw manual observations as provided by the site, usually as a text or Excel file, and a
corresponding MATLAB workspace

- MATLAB scripts to read in the SoG quality-controlled data format

- Quality control documents describing data formats, QC processes, and instrument metadata

3.6 Methodology for the evaluation of the sensors under test

3.6.1 Instruments for precipitation measurements
Authors: Michael Earle, Mareile Wolff, Yves-Alain Roulet, Rodica Nitu

3.6.1.1 Instrument-specific SPICE objectives

The primary objective of the SPICE intercomparison is to assess and report on the performance of the
currently available automatic systems used in operational applications for the measurement of solid
precipitation (i.e. gauges as “black boxes”), covering:

- The ability of operational automatic systems to robustly perform over a range of operating
conditions;

- The operational data processing and data quality-management techniques;

- The minimum practicable temporal resolution for reporting a valid solid precipitation
measurement;

- The ability to detect and measure precipitation, including trace to light precipitation.

Additionally, recommendations on best practices and configurations for these measurement systems
in operational environments, and on the achievable uncertainty of measurement for each of the
systems reporting solid precipitation, are expected.

To meet these objectives, the sensors and systems under test (SUT) submitted by either (1) the SPICE
host organizations, or (2) instrument manufacturers or distributors, were assessed for their ability to
detect and to measure precipitation relative to the field reference. The assessment was based on
results from tests in a field environment over two winter seasons, 2013/14 and 2014/15, conducted
relative to the DFAR field reference system (reference R2) as configured on each SPICE site. Where
available, systems were assessed in multiple configurations, e.g. with and without wind shields. The
results were synthesized by instrument model and configuration for all sites where tested, and
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provide an overall representation of the performance over the range of environmental conditions

experienced. These results are presented in the Instrument Performance Reports (IPRs) in Annex 6.

The methodology for the assessment presented in the IPRs is presented in the following sections.

3.6.1.2

Data derivation methodology

For this analysis, the following data derivation approach was used.

The data used in the assessment had a 30-minute temporal resolution. This was adopted as
the minimum practical interval over which a valid solid precipitation measurement can be
made, and the analysis conducted verified this assumption.
The reference data from the R2 (DFAR) system was derived using the SPICE precipitation
event selection methodology, combining the accumulation reported by the weighing gauge
in the DFAR with the indication on the presence or absence of precipitation from a
precipitation detector or a disdrometer. A threshold of 0.5 mm/hour (or 0.25 mm/30
minutes) was applied to the R2 weighing gauge output. A second criterion was set on the
precipitation detector located in the DFIR, with a minimum threshold of 18 minutes of
recorded precipitation per 30-minute interval (see Section 3.4 for the description of the
event selection approach). Additionally, for non-catchment-type instruments, the
assessment of the SUT performance in “no-precipitation” conditions was conducted using a
maximum threshold of 0.2 mm/hour (or 0.1 mm/30 minutes) for the R2 output, together
with the precipitation detector showing 0 minutes of precipitation in the 30minute period.
This condition was to avoid cases in which signal noise in the reference gauge data (typically
under 0.1 mm/30 minutes) could be identified as precipitation.
Table 3.12 summarizes the thresholds applied for each instrument type in categorizing 30-
minute intervals as "precipitation events" or "no-precipitation events."
The reference data set is considered the best estimation of the true precipitation amount
during events, based on its traceability to manual measurements, as documented in this
report.
Precipitation phase thresholds were set as follows, using T, and T.x during the 30-minute
event to be characterized:

o Liquid precipitation: Tp, 22 °C

o Solid precipitation: Tp.c < -2 °C

o Mixed precipitation: all remaining events not classified as liquid or solid
This approach identified liquid and solid precipitation events with high confidence. The
mixed classification had lower confidence and included events that were primarily liquid,
events that were primarily solid, and/or transitions between the phases, as dictated by the
temperature changes during the events. More variability in the assessment results was
therefore expected for mixed precipitation events relative to liquid and solid events, but it
must be noted that the classifications are not absolute and exceptions may occur depending
on specific site conditions.
The SUT data for the analysis were based exclusively on the SUT data output, quality
controlled both automatically and manually using the procedures described in this report.
For all sensors under test, the SUT 30-minute evaluation data were derived as the change in
the equivalent amount reported by the sensor over the respective interval. No additional
processing was applied. As the gauges tested use different operating principles (e.g.
frequency of vibrating wire, bucket tips), some making available only their raw data (e.g.
Geonor T200-B3) while others include more advanced, processed data products in the
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output message (e.g. Pluvio’, TRW405, CAE tipping bucket, disdrometers), the approach
taken was meant to provide a simple and consistent treatment for all data. Different data
processing techniques would yield different results, and advanced algorithms tailored to a
sensor would address artifacts specific to each sensor.

For the evaluation of all weighing gauges tested, a threshold was applied for the 30-minute
precipitation amount, which was selected to be similar to that used for the weighing gauge in
the reference system, R2, of 0.5 mm/hour or 0.25 mm/30 minutes (see Table 3.12). The use
of the same threshold for all weighing gauges, similar to that used for the derivation of the
reference dataset, ensured a consistent method of treatment for the data included in the
study.

For the evaluation of tipping buckets, no specific threshold was applied as the size of the
bucket is in itself a threshold for the derived measurement (see Table 3.12).

For the evaluation of the non-catchment systems, no threshold was applied, as their
principles of operation lead to much higher sensitivity for these instruments, which was
explored as part of this intercomparison (see Table 3.12).

The performance report prepared for each instrument model (Annex 6) includes a summary
of the combined environmental conditions (air temperature, relative humidity, wind speed,
wind direction, reference precipitation rate and precipitation occurrence) for all sites where
the respective instrument was tested, to provide an integrated view of the testing
conducted.

Table 3.12. Thresholds used to differentiate precipitation events from no-precipitation events over
30-minute intervals, applied to the R2 reference and SUT data for the three categories of

instrument types.

Precipitation Events No-Precipitation Events

Reference

Weighing gauges

Tipping Bucket gauges

Non-Catchment Type Instruments
(including Hotplate)

R2 reference gauge Acc 20.25 mm
Precip Detector recording > 18 min of precip

All other cases

R2 reference gauge Acc<0.1 mm
Precip Detector recording 0 min of precip

SUT

Weighing gauges

SUT Acc20.25 mm

Tipping Bucket gauges

SUT Acc 2 SUT reporting resolution [mm]

Non-Catchment Type Instruments
(including Hotplate)

SUT Acc >0 mm

All other cases

3.6.1.3 Evaluation of the ability to perform over a range of operating conditions

The ability of an instrument to perform over the range of operating conditions was evaluated based
on the comparison with the reference data and reported using several skill scores as outlined below.
This was a qualitative assessment that was interpreted within the context of the methodology

outlined in this section, for each instrument type.

As the wind speed influences the amount of precipitation collected by a catchment-based sensor
(weighing gauges or tipping buckets), the use and value of an accumulation threshold could
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segregate events as precipitation or not, depending on whether or not the threshold was reached
over the corresponding interval. This resulted in cases in which, for the same event, the reference
reached its threshold and reported an event, while the SUT did not. The analysis conducted for each
instrument helped each user to make appropriate decisions on the data treatment and use.

3.6.1.3.1  Skill scores

In the comparison of two signals with two distinct values, for instance using presence and absence of
precipitation, a contingency table, as shown in Table 3.13 below, captured all possible outcomes: x
represented the number of instances in which the reference and the SUT agreed that precipitation
was present according to the methodology used (hits); y was the number of instances in which the
reference indicated that precipitation was present while the SUT indicated its absence (misses); z was
the number of events when the SUT reported a precipitation event while the reference did not (false
alarms); and, w was the number of events when the reference and the SUT agreed that precipitation
was absent (correct negatives). The score methodology used for this analysis was similar to that used
in forecast verification, and was meant to represent qualitatively the performance of the SUT as
tested in various climate conditions, based on the specific event selection criteria imposed (see Table
3.11). The same method was used for the assessment of a range of precipitation detectors and laser-
based instruments reporting precipitation type (Sheppard, B and Joe P., 2000; Griesel et al, 2012).

These scores did not quantitatively assess the amount of precipitation reported by the SUT relative
to the reference; rather, they represented the likelihood that the SUT would emulate the field
reference in detecting precipitation in the given conditions, within a prescribed time interval. For
tipping bucket gauges, which are subject to response delays relative to the reference (particularly for
solid precipitation, which must be melted in the gauge funnel prior to measurement), skill scores
provided insight into the timeliness of gauge reports in operational settings, with increased likelihood
of misses and false alarms on account of the different principles of operation between the reference
and SUT.

This information provides important insight on the performance of the SUT when operating without
the concurrent presence of a field reference, i.e. how reliable the given sensor was in detecting
precipitation.

The quantitative assessment of SUT relative to the field reference is assessed separately (Section
3.6.1.4).

Table 3.13. Contingency table for precipitation detection.

Reference Reference Total

Precipitation No-Precipitation

SUT Precipitation x (hits) z (false alarms) X+z
SUT No-Precipitation y (misses) w (correct negatives) y+w
Total X+y zZ+w N=x+y+z+w
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Based on the contingency table developed for each SUT on each site, the following skill scores were
considered:

- Probability of detection (POD)
- False Alarm Rate (FAR)

- Bias (B)

- Heike Skill Score (HSS)

These scores are described in detail in the following sections.
POD is defined as:

POD[] = —— W) 449
o hits(x) + misses(y)

The POD gives the percentage of events, out of all the precipitation events as indicated by the
reference, which will also be reported as precipitation events by the SUT. In other words, it gives the
probability of the SUT agreeing on the occurrence of precipitation when the reference detected
precipitation. Ideally, POD would have a value of 100%.

FAR is defined as:

FAR[%] = false alarms (z) < 100
7 hits (x) + false alarms (z)

The FAR is the percentage of precipitation events, as reported by the SUT, for which the reference
data did not meet the precipitation event criteria. The FAR gives an indication of how likely it is that
the sensor is not reliable when it reports the occurrence of precipitation. A larger percentage for the
FAR implies a higher probability that the SUT does not recognize precipitation events in a similar
manner as the reference. Ideally, the FAR would be zero.

Another measure is the Bias (B):

_hits (x) + false alarms (z)

B[%] = X 100

hits (x) + misses (y)

The bias is the ratio of the number of precipitation events, as reported by the SUT, to the number of
precipitation events as reported by the reference. If B = 100%, the sensor is unbiased, meaning that
the SUT detects the same number of precipitation events as the reference. However, this measure
gives no information on whether the reports by the reference and sensor correspond in terms of
reported precipitation amount. If B < 100% (or B >100%), the sensor “under-detects” (or “over-
detects”) precipitation events relative to the reference.

HSS is defined as (Sheppard and Joe, 2000):
(C-E)
HSS[%] = |———=| x 1
SS[%] [( ~E) 00

Or

2(xw — yz)

HSS =
[y2+z2+2xw+ (y+2)(x + w)]

where C is the total number of correct reports of precipitation and of no precipitation from the SUT
(C =x + w); E is the expectation value for the number of correct reports that would be achieved by
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random guesses (with the constraint that the marginal distributions in the resultant contingency
table agree with that of the actual dataset); and N is the total number of reports (x +y + z + w).

An HSS value of 0 corresponds to a sensor that has no skill, while a sensor that is always correct has
an HSS of 100% (or “1”). Negative HSS values indicate that the sensor shows less skill than a random
draw.

3.6.1.3.2 SUT noise level assessment

Ideally, when no precipitation occurs, the response of a sensor should be zero. In practice, the sensor
output (either raw data or processed data using internal algorithms) is not zero and is influenced by
the sensor’s inherent characteristics, temperature variations, wind speed, solar irradiance, etc.
(Duchon, 2004; Nemeth, 2008).

By evaluating the sensor response in the absence of precipitation, the instrument performance
reports provide recommendations on how to interpret and process the response to limit the
likelihood of false reports. The results also provide insight into the uncertainty of measurements and
the influence of the specific accumulation threshold used in precipitation event selection.

For this evaluation, a subset of the correct negative cases was used. The cases selected corresponded
to 30-minute intervals when the precipitation detector used as part of the reference system did not
detect any precipitation. This condition ensured that only those events having a high degree of
confidence that there was no precipitation were used. The response signal of the SUT is assessed as
“sensor noise.”

The results were expressed in terms of the average, standard deviation, and extreme values (min,
max) of the SUT output. For weighing gauges, additional insight is provided by examining the
variability of this signal as a function of the observed variation in air temperature over the interval
and the corresponding wind speed.

For each SUT, a recommendation is made on the minimum threshold that could be used for
operational applications. It is equal to three times the standard deviation of the average level of
noise determined during the test, and calculated based on the integration of the results from all sites
where the gauge is tested. This value is consistent with the goal of ensuring that over 99% of the
sensor data meets the precipitation event criteria, and that the likelihood of false precipitation is
below 1%.

3.6.1.4 Evaluation of the ability to measure precipitation

3.6.1.4.1 Evaluation of the SUT ability to measure and report precipitation
The ability of each sensor under test to measure and report precipitation was examined based on the

cases when both the reference and the SUT reported a precipitation event, independently, i.e. “hits”
as defined above (yes/yes, or YY cases). The results were expressed graphically and analytically.

Scatter plots and box plots of the catch ratio (SUT accumulation divided by reference accumulation,
over a given 30-minute interval) were derived as a function of horizontal wind speed and air
temperature for each configuration of the SUT, for each site. Additionally, accumulation-
accumulation plots were generated for each instrument configuration and site, with the results
stratified by precipitation type. Precipitation type was assessed using the temperature
measurements during the interval, as outlined in Section 3.6.1.2.
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For the evaluation of non-catchment-type instruments, additional graphs were generated, including
time series (representing the cumulative sum of 30-minute YY events) and histograms and box plots
of the catch efficiency. These were produced to highlight and characterize the behavior of such
instruments for different types of precipitation (rain, mixed or snow). As the wind direction is likely
to impact the measurement of non-catchment-type instruments due to their anisotropic shape, the
potential influence of the orientation of the instrument relative to prevailing wind directions during
precipitation events was also assessed using wind roses.

Analytically, the ability of a sensor under test to measure precipitation relative to the field reference
was expressed using the root mean square error (RMSE), also known as operational comparability as
defined in ASTM 4430 (2015), Standard Practice for Determining the Operational Comparability of
Meteorological Measurements. The RMSE of the difference between simultaneous readings from
two systems measuring the same quantity in the same environment is defined as:

n
RMSE = + 1/nZ(Xai — Xbi)?

i=1

Where:

- Xai =™ measurement reported by the reference system;
- Xbi=i"™ measurement reported by the system under test;
- n=number of data samples used for the evaluation.

The RMSE was calculated using YY cases over the entire dataset for each precipitation type, gauge
type, configuration, and site tested.

The RMSE is a measure of the uncertainty of measurement for the instrument tested relative to the
reference used. It provides a quantified measure of the quality of the precipitation amount data as
reported by an operational sensor, and specific to the shield configuration used and site conditions
when no analytical adjustments (e.g. transfer functions) were applied to measurements.

Complementary to the derivation of the RMSE, an estimate of the overall catch ratio is provided for
each instrument for the two seasons of the intercomparison (or for all data available within the two
measurement seasons). Catch ratios quantify the overall agreement between the SUT and reference
for intervals during which they both report precipitation. These values are specific to how the
datasets were derived, and are provided as guidance for the level of error expected for the seasonal
precipitation values, including all types of precipitation experienced in a specific climate. A separate
section of this report presents recommendations for the derivation and use of transfer functions to
adjust the instrument measurements for the estimation of “true” precipitation amounts (see Section
3.7).

To characterize the influence of threshold selection on weighing gauge performance (see Section
4.2), the overall catch ratio was estimated for two threshold levels applied to the SUT dataset: the
standard threshold of 0.25 mm/30 minutes and a lower threshold of 0.1 mm/30 minutes.

For tipping bucket gauges, the overall catch ratio based solely on YY cases is less representative, as it
does not account for response delays. For example, the reference may record precipitation during a
given interval before the tipping bucket responds (YN cases), or the tipping bucket may respond
during a later interval when the reference no longer observes precipitation (NY cases). For this
reason, overall catch ratios determined for all YY, YN, and NY cases are computed for tipping bucket
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gauges, and are considered to be more representative than the catch ratios determined for YY cases
only.

3.6.1.4.2 Detection of light precipitation events by weighing gauges: threshold selection
For a specific instrument, the impact of the selected threshold was assessed by using a subset of the
dataset for that instrument (e.g. one site, all data) to generate contingency tables (

) for four different threshold cases: case 1, threshold equal to 0.25 mm/30 minutes; case 2, threshold
of 0.1 mm/30 minutes; case 3, no threshold applied to the SUT data; case 4, threshold of 0 mm
applied to the SUT data. The changes in the POD and FAR were used to gauge the appropriateness of
a given threshold. As noted above, a POD close to 100% and a FAR close to 0% are ideal.

Recognizing the need for a reasonable balance between the detection of light and very light events
and minimizing the risk of false reports, the goal is to find a “sweet spot” where a given gauge in
different conditions would correctly detect precipitation (especially when light) and would have the
minimum likelihood of falsely reporting precipitation. This information is important, as most of the
operational stations use only one precipitation gauge, and the ability to verify one measurement
against an independent reference is not available.

3.6.1.4.3 Assessment of events when the reference and the SUT do not agree on the occurrence of
precipitation
The cases identified as Misses and False Alarms in the contingency tables (see

) correspond to those cases when the reference dataset and the SUT data did not agree on the
presence or absence of precipitation during the same interval. For these cases, the SUT data were
further examined in an attempt to understand whether the data derivation method or other factors
contributed to the noted differences.

It is acknowledged that the reference system is able to catch more precipitation than a SUT, given
the use of the DFIR-fence as part of the reference system. For smaller diameter shields, or no shield
at all, the ability to capture precipitation is diminished, thus the same gauge in different shield
configurations would detect precipitation differently, primarily as a function of wind speed.
Therefore YN and NY cases for weighing gauges were characterized using histograms of the reference
and SUT amounts, and average wind speed. Additional parameters relevant to the assessment and
interpretation of sensor performance were considered for non-catchment-type instruments and
tipping bucket gauges.

3.6.1.4.4 Characterization of response delays for tipping bucket gauges

Response delays for the measurement of precipitation by heated tipping bucket gauges were
assessed by determining the time elapsed between the onset of precipitation as determined by the
reference configuration, and the first tip recorded by the tipping bucket. Since these delays can
extend beyond the 30-minute periods considered in this analysis, longer periods were considered for
this assessment. These longer "tipping bucket comparison events" (TBCEs) consist of one or more
consecutive 30-minute precipitation periods as identified by the reference configuration (> 0.25 mm
precipitation, > 18 minutes of precipitation identified by precipitation detector), followed by at least
180 minutes without precipitation. This extended period without precipitation is intended to allow
additional time for the melting and recording of precipitation by heated tipping bucket gauges.
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An example of a response assessment event illustrating a tipping bucket response delay is shown in
Figure 3.84 below. Note that the event duration is truncated to more clearly depict the response
delay.
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— SUT (tipping bucket)
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Figure 3.84. Example of tipping bucket comparison event and response delay.

Probability distribution functions were generated from the compiled delay times from all TBCEs and
used to characterize the response delays for each tipping bucket gauge, at each site.

3.6.1.5 Interpretation of results
The integration of results for a specific SUT from different sites, where available, enables the

evaluation of the sensor in multiple conditions (climatology, site configuration, local conditions).

The results provided information on the variability of results between sites relative to the
parameters noted above. Operational issues that require additional configuration considerations
were also noted.

3.6.2 Instruments for snow-on-the-ground measurements
Authors: Craig Smith, Samuel Morin

3.6.2.1 Instrument-specific SPICE objectives

The objective of the Instrument Performance Reports for the SoG sensors is to assess and document
the capability of these sensors to measure snow depth and SWE as compared to a defined reference.
The measurement reference(s) for SoG measurements are outlined in Section 3.1.4.2.

Following a graphical and statistical intercomparison of the SUT with the reference(s), the data
quality metrics are summarized, and comments and recommendations on best practices and lessons
learned from the SPICE community are provided. The objective is to capture the collective experience

175



SPICE Final Report

with sensor installation, configuration, and operation in a variety of measurement environments that
may be of interest to instrument and data users.

The performance of sensors under test, as submitted by host organizations and/or manufacturers,
was assessed based on tests conducted over two winters at the participating intercomparison sites.
The results of these tests were synthesized by instrument for all sites tested, and provide an overall
representation of the performance over the range of environmental conditions experienced (see IPRs
in Annex 6).

3.6.2.2 Data derivation methodology
For this analysis, the following data approach has been used:

- Generally, the data were collected at one-minute resolution. The snow-depth data at CARE
were collected every 20 seconds and aggregated (via the median) to produce a one-minute
data output. The SWE data obtained by the CS725 is output at six-hour intervals, while the
SWE data obtained by the SSG1000 snow scale had a frequency of one measurement per
minute.

- The data were quality controlled via a multi-phase process that involved the automated
removal of non-reasonable outliers and the further removal of outliers via manual
intervention. This process is described in more detail in Section 3.3.3. Only data determined
to be “good” by the quality control process were included in the intercomparison.

- The manual reference dataset was derived from manual or photographic observation of
graduated snow stakes in the case of snow depth, or bi-weekly bulk-density sampling for the
measurement of SWE. To compare the lower-frequency manual measurements with the
high-frequency automated measurements, the observation times were matched as closely as
possible. For CARE, only the start time and end time of the daily snow survey was recorded,
so the end time was used as the time stamp for these observations.

- The automated reference for snow depth, where applicable, was a mean of all available
automated measurements at the site. The exception is CARE, where the automated
reference is the mean of all of the automated measurements at each pedestal. The
automated reference measurements, as with all of the automated measurements, were
reported at one-minute resolution.

- Each instrument performance report includes the combined environmental conditions (air
temperature, relative humidity, wind speed, wind direction, reference precipitation rate and
precipitation presence) for all sites hosting a specific SUT.

3.6.2.3 Evaluation of the ability to perform over a range of operating conditions

The ability of a sensor to perform over a range of operating conditions was evaluated based on the
comparison of simultaneous automated reference data and near-simultaneous manual reference
data with SUT data, derived as defined above. The overall level of agreement was assessed with
regression analysis, RMSE calculations, and visual intercomparison of seasonal time series. RMSE is
calculated as follows:

n
RMSE = + 1/nZ(Xai—Xbi)2

=1

where X, is the i™ measurement reported by the reference system, X, is the i" measurement
reported by the system under test, and n is the number of data samples used for the evaluation.

176



SPICE Final Report

Interpretation of the intercomparison must take into account known issues with both the manual
and automated reference techniques and consider the impact of spatial variability in both snow
depth and SWE.

3.6.2.4 Interpretation of results
The integration of results for a specific SUT from different sites, where available, enables the
evaluation of the sensor in multiple conditions (climatology, site management, local conditions).

Results in the performance reports provide information on the following parameters:

- Data processing and quality control which could be interpreted (with caution) as a measure
of instrument reliability, factoring in circumstances causing data loss not related to the
instrument.

- Variability of results between sites, seasons, and potential causes.

- Use of heating and mounting infrastructure and potential impacts on measurements of snow
on the ground.

3.7 Transfer function development
Authors: John Kochendorfer, Michael Earle, Mareile Wolff, Audrey Reverdin

The weighing gauge transfer function development and testing using the SPICE measurements were
presented in two separate manuscripts published in the WMO-SPICE special issue of Hydrology and
Earth System Sciences, and in Wolff et al. (2015).

In Kochendorfer et al. (2017a), transfer functions were developed from the host-provided reference
unshielded and single-Alter-shielded gauges available at eight WMO-SPICE sites with R2 reference
configurations. This was done by combining measurements from all eight sites to create different
types of multi-site, "universal" transfer functions that described catch efficiency as a function of wind
speed (and air temperature). The use of multiple sites allowed for the creation of defensible transfer
functions for use at all sites. Using these multi-site "universal" transfer functions, site biases and
other error statistics were calculated for all eight individual sites.

In a separate manuscript (Kochendorfer et al. 2017b), transfer functions were developed for all
manufacturer-provided weighing gauges. The 1500 mm Geonor transfer function was evaluated at
Marshall, Bratt’s Lake, Weissfluhjoch, and Caribou Creek; unshielded and single-Alter-shielded Sutron
gauges were evaluated at Marshall; the unshielded and shielded MRW500 were both evaluated at
Marshall and Bratt’s Lake; and the unshielded TRWS 405 was evaluated at Marshall and Haukeliseter.

Gauge-specific corrections for the unshielded Sutron, MRW500, and TRWS 405 gauges did not
perform significantly better than a multi-gauge, "universal" transfer function developed using the
host-provided unshielded reference gauges at all eight sites (Kochendorfer et al. 2017a). Likewise,
the manufacturer-provided single-Alter-shielded 1500 mm Geonor and Sutron gauges were

correctable using the "universal' single-Alter transfer function developed from the host-provided
single-Alter-shielded reference gauges from eight sites (Kochendorfer et al. 2017a). The results
indicated that transfer functions can be determined by the type of wind shielding, or the lack of wind
shielding, rather than the type of gauge. The only manufacturer-provided gauge that required its
own custom transfer function was the shielded MRW500, which was provided with a shield that was
smaller than the single-Alter shield. It was found to be under-corrected by the "universal" single-Alter

function and over-corrected by the "universal" unshielded correction.
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In addition, transfer functions for the double-Alter, the Belfort double-Alter, and the small DFIR
(SDFIR) windshields were developed in Kochendorfer et al. (2017b) using mainly host-provided
gauges tested for national interests rather than specifically for WMO-SPICE. The double-Alter shield
and the Belfort double-Alter shield were both evaluated at CARE and Marshall, and the SDFIR shield
was evaluated only at Marshall. A comparison of all transfer functions developed is available in
Figure 3.85. Both the uncorrected and the corrected measurements recorded within the more
effective shields, such as the SDFIR and Belfort double-Alter, were less prone to errors, as
determined by comparison to the DFAR. This was most notably observed with the Belfort double-
Alter and the SDFIR shields, which required very little correction. The errors in the corrected
measurements from these more effective shields were much smaller than the errors in the corrected
unshielded and single-Alter-shielded gauges. These results are described in detail in Kochendorfer et
al. (2017b), but they indicate that although adjustments can be used to effectively reduce biases in
unshielded and other less well-shielded precipitation measurements, a DFIR-shield or another almost
equally effective windshield is necessary for the most accurate measurement of solid and mixed
precipitation.
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Figure 3.85. A comparison of the WMO-SPICE weighing gauge transfer functions, from
Kochendorfer et al. (2017b).

178



SPICE Final Report

4. RESULTS

This section presents a comprehensive evaluation of instruments tested, based on the IPRs (see
Annex 6) and the methodology described previously (see Section 3.6). The instruments are classified
into the following groups:

- Weighing gauges (Section 4.1.1)

- Tipping bucket gauges (Section 4.1.2)

- Emerging technologies (Section 4.1.3)
o Non-catchment-type instruments (optical instruments)
o Evaporative plates

- Snow on the ground (Section 4.1.4)

General considerations and recommendations are made by instrument type. The full details of the
analysis for each SUT can be found in the IPRs.

A number of challenges and issues impacting the measurement of snow are also addressed. Besides
the well-known effect of wind-induced errors, there are other external factors that can influence the
quality of snow measurements. These factors can be technical or environmental, and may
significantly affect the measurement of solid precipitation. The considerations discussed in Section
4.2 reflect experiences from the SPICE measurement campaign; the intent is to help operational
services address external factors that may negatively impact their measurement of snow (snowfall
and SoG). Among others, capping of gauges, heating configuration, use of antifreeze and oil in
weighing gauges, vibrations of gauges under high-wind conditions, detection of light events, and
technical issues for SoG measurements (e.g. mounting of sensors, target type) are discussed using
examples from SPICE sites.

Besides the methodology developed within SPICE and the resulting SPICE analysis, there were a
number of additional contributions that were site specific, applied alternate methods, or examined
different instrument parameters (e.g. precipitation type). This additional work, which supported the
SPICE analysis, has been collected and referenced in Section 4.2.6.

4.1 Evaluation of instruments

4.1.1 Weighing gauges

Authors: Michael Earle, Kai Wong, John Kochendorfer, Rodica Nitu, Audrey Reverdin

4.1.1.1 Introduction

The previous WMO solid precipitation intercomparison (Goodison et al., 1998) relied primarily on
manual observations of snowfall. Since then, automated weighing gauges capable of measuring
snowfall have become both widely available and widely used (Nitu and Wong, 2010).

Weighing gauges capture precipitation in fundamentally the same way as manual gauges — by
collecting, or “catching,” hydrometeors in a vessel. These are collectively referred to as “catchment-
type” gauges. Weighing gauges differ from manual gauges in that that the amount of precipitation
collected is automatically monitored and does not require a human observer.

Given the emergence of automated weighing gauges in operational networks, it is important to
characterize their performance in different climate regimes to best inform their deployment. In
WMO-SPICE, weighing gauges were tested globally at eight different sites (and climates) as depicted
in Figure 4.1: Bratt’s Lake (continental, high wind), CARE (humid continental), Caribou Creek
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(southern boreal), Formigal (alpine with maritime influence), Haukeliseter (alpine, high wind),
Marshall (dry continental), Sodankyla (northern boreal), and Weissfluhjoch (alpine with complex
topography). Seven gauge models were tested, each in one or more wind-shield configurations
(Table 4.1). The majority of test configurations were heated; however, this was not possible for all
test gauges at all sites.

Sodankyla, Finland

Haukeliseter,
Norway |
Caribou Creek, ;
Canada

Centre for Atmospheric .. Weissfluhjoch; ,

Bratt's Lake, Research and Switzerland
Car}ada __ Experiments, Canada 5

Marshall Site, ué)&“'\/A /1 | Spain

Formigal,

Figure 4.1. Sites hosting automated weighing gauges under test in WMO-SPICE.
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Table 4.1. Weighing gauges under test in WMO-SPICE

Sensor (capacity)

Site(s)

Configurations tested*

Belfort AEPG 600
(600 mm)

Weissfluhjoch

Belfort double-Alter

Geonor T-200B3

Bratt’s Lake

Single-Alter, unshielded

(600 mm) CARE Single-Alter, unshielded
Caribou Creek Single-Alter, unshielded (unheated)
Marshall Single-Alter, unshielded

Geonor T-200B3MD

Bratt’s Lake

Single-Alter (unheated)

(1500 mm) CARE Belfort double-Alter
Caribou Creek Single-Alter (unheated)
Marshall Single-Alter
Weissfluhjoch Single-Alter

Meteoservis MRW500

Bratt’s Lake

Single-Alter/Tretyakov, unshielded

(900 mm, as tested) Marshall Single-Alter/Tretyakov, unshielded

MPS TRwS405 Haukeliseter Unshielded

(750 mm) Marshall Unshielded

OTT Pluvio? CARE Single-Alter, unshielded

(1500 mm) Formigal Single-Alter, unshielded
Haukeliseter Single-Alter
Marshall Single-Alter, Tretyakov, unshielded
Sodankyla Single-Alter, unshielded
Weissfluhjoch Single-Alter, unshielded

Sutron TPG Marshall Single-Alter, unshielded

(914 mm)

*All configurations are heated unless otherwise specified.

The performance of each test gauge, under the specific range of conditions experienced at each
applicable test site, is detailed in the corresponding Instrument Performance Reports (Annex 6). The
following section outlines key elements of the assessment presented in these reports, consolidating
results for comparison across different gauge types, configurations, and sites. An overview of
material relevant to the interpretation of the results, including background on the operation and
performance of weighing gauges, as well as the methods employed in the WMO-SPICE assessment, is
provided. The interpretation of results and related discussion are used to make recommendations for
the selection, field deployment, and operation of automated weighing gauges.

4.1.1.1.1  Fundamentals of precipitation measurement using weighing gauges

The automated weighing gauges under test in WMO-SPICE (Table 4.1) employed two different
methods to monitor the weight of accumulated precipitation. The Geonor T-200B3, Geonor T-
200B3MD, and Belfort AEPG 600 gauges use vibrating-wire transducers that change frequency as the
weight in the bucket changes. Each of these gauges employs three vibrating-wire transducers for
redundancy; however, a single transducer is capable of monitoring precipitation independently. The
Meteoservis MRW500, MPS TRwS405, OTT Pluvio?, and Sutron TPG test gauges all employ a single-
load cell transducer for weight measurements, similar to the strain gauges used in bathroom scales.
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Weighing gauges measure the total amount of water accumulated in the gauge, irrespective of
transducer type or precipitation phase. Precipitation amounts are calculated from the change in
weight over a given time period. Fundamentally, this differs from manual and tipping bucket gauges
that report only new or recent precipitation. This approach is advantageous: weighing gauges collect
precipitation even when not operational, so seasonal totals are impacted less by site/gauge
maintenance and power/data outages. Further, solid precipitation does not need to melt before
being measured (as with tipping bucket gauges) or the collector removed for measurement
elsewhere on the site (as with manual measurements). This results in more timely responses to
incident precipitation. There are, however, two notable drawbacks to this approach: maintenance is
required to empty the gauges periodically and an antifreeze/oil mixture is often required to prevent
contents from freezing (see Section 4.2.3).

Heating is often applied at the gauge orifice and/or inlet to prevent snow capping and precipitation
freezing on or within the inlet, both of which can delay or prevent incident precipitation from being
collected and reported as discussed in Sections 4.2.2 and 4.2.3. The use of heating requires careful
consideration of power requirements and the potential for heat to evaporate precipitation or disrupt
the flow field above the gauge orifice (the “chimney effect”). Capping, evaporation, and chimney
effects can impact seasonal precipitation totals reported by weighing gauges in spite of the
advantage provided by measuring total accumulation.

Wind shields are used often to mitigate the effects of wind on the ability of weighing gauges to
collect and report precipitation. Various configurations have been used in this regard (e.g. Goodison
et al., 1998; Rasmussen et al., 2012). These generally comprise a single shield or two concentric
shields (double shields). Within these broad categories, shield configurations may differ in the
following respects: overall dimensions; mounting to or separate from the gauge post; slat
dimensions; and the degree slats are able to rotate. Wind-induced undercatch is primarily a problem
for solid precipitation, which has a lower density than liquid precipitation, and is, therefore, more
likely to be deflected by wind away from the gauge orifice.

The specific data outputs and processing approaches employed by different gauges must also be
considered. Some weighing gauges provide only the raw, unprocessed output of bucket weight;
others produce a smooth and processed bucket weight and/or precipitation rate that may also help
to mitigate the effects of gauge noise, temperature changes, and/or evaporation. Both approaches
have advantages and disadvantages. On the one hand, smoothing and processing may be
accompanied by delays in the reporting of precipitation and the potential to report false
accumulation. On the other hand, unprocessed weighing gauge measurements may require a
sophisticated algorithm to differentiate between noise and precipitation, remove the effects of
evaporation, and/or accurately determine precipitation rates (e.g. Leeper and Kochendorfer, 2015;
Leeper et al., 2015). Auxiliary sensors, such as a wetness sensor or an optical precipitation detector,
can help to distinguish precipitating periods from gauge noise.

The evaluation of weighing gauge performance in different shield configurations and for different
data outputs (if available) are important components of the SPICE assessment approach outlined in
the following section. Each weighing gauge, in all applicable configurations and at all applicable test
sites, is assessed in terms of its ability to detect and report precipitation relative to the reference
configuration and in terms of how the reported accumulation values compare with those reported by
the reference configuration. The relative effects of wind speed are investigated for each gauge type
at all sites and for all gauge types tested at each site.
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4.1.1.2 Assessment approach

The WMO-SPICE assessment approach considers the performance of a given gauge/shield
combination relative to the R2 reference configuration (DFAR and precipitation detector) at the same
site (see Section 3.6.1.2). The comparison is based primarily on 30-minute precipitation events during
which the weighing gauge in the DFAR reports 2 0.25 mm of precipitation and the precipitation
detector reports at least 18 minutes of precipitation occurrence. Results are consolidated for each
weighing gauge type and for each test site in Section 4.1.1.3. Skill scores, root mean square error,
and catch efficiency are used to quantify test-gauge performance over the entire assessment period.
A detailed assessment of wind-speed effects, focusing only on solid precipitation, is also conducted
for each gauge/shield combination on a per-event basis.

4.1.1.3 Results

4.1.1.3.1 Characterization of precipitation events

Mean characteristics are provided for 30-minute precipitation events in all precipitation types
(phases) and for snow events only in Table 4.2 and Table 4.3, respectively. The values presented are
intended to illustrate how the precipitation events varied from site to site, but are subject to
significant variability, as indicated by the accompanying standard deviation values. The distribution
of precipitation events by phase at each test site is provided in Table 4.4. It is important to emphasize
that differences in the environmental conditions experienced at each site do not explain all observed
differences in results. Differences in gauge siting and configuration can impact gauge performance
significantly, and it is difficult to separate their contribution to errors/uncertainty from those of the
environment and the operation of and internal processing specific to different gauge types.
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Table 4.2. Precipitation event characteristics at each test site over the duration of WMO-SPICE.
Mean event parameters are provided, with uncertainty represented in terms of the standard
deviation. Results presented are for events identified by the R2 reference configuration.

Mean event parameters

Site Climate zone

Accumulation  Temperature Wind speed
[mm] [°C] [ms]

Bratt's Lake Continental 0.55+0.35 -3.9+82 57+25
(high wind)

CARE Continental 0.64 £ 0.46 -21+6.8 3.1+1.6
(humid)

Caribou Creek*  Southern boreal 0.50 £ 0.27 -9.6+9.2 26+0.9

Formigal* Alpine 1.03+£0.80 -0.3+34 2614
(maritime
influence)

Haukeliseter Alpine 0.63+0.44 -2.3+3.0 6.6+3.8
(high wind)

Marshall Continental 0.89 £ 0.67 111247 25+14
(dry)

Sodankyla Northern boreal 0.45+0.23 -20+3.9 1.5+0.6
(low wind)

Weissfluhjoch Alpine 0.92 +0.61 -52+42 27+21

(complex terrain)

* Data and results available only for winter 2014/15.
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Table 4.3. Snow-event characteristics at each test site over the duration of WMO-SPICE. Mean
event parameters are provided, with uncertainty represented in terms of the standard deviation.

Results presented are for events identified by the R2 reference configuration.

Mean event parameters

Site Climate zone

Accumulation Temperature Wind speed
[mm] [°C] [ms™]

Bratt's Lake Continental 0.53+0.33 -104+5.6 6.4+27
(high wind)

CARE Continental 0.57 £ 0.38 -7.0+45 3.0+1.2
(humid)

Caribou Creek*  Southern boreal 0.41+0.14 -13.9+ 8.1 24+1.0

Formigal* Alpine 0.95+0.74 -44+1.3 3014
(maritime influence)

Haukeliseter Alpine 0.60 £ 0.41 43126 59135
(high wind)

Marshall Continental 0.67 £ 0.33 -5.8+2.8 27+£1.5
(dry)

Sodankyla Northern boreal 0.43+£0.22 -53+3.6 1.5+0.6
(low wind)

Weissfluhjoch Alpine 0.89 £ 0.57 -6.9 + 3.1 29+22

(complex terrain)

* Data and results available only for winter 2014/15.
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Table 4.4. Distribution of precipitation events by phase at each test site over the duration of WMO-
SPICE. Results presented are for events identified by the R2 reference configuration.

Percentage of events of each phase by
number (by precipitation in mm)

Site Climate zone
Liquid Mixed Solid

Bratt’s Lake Continental 22.7 (28.2) 26.3 (23.1) 60.0 (48.8)
(high wind)

CARE Continental 26.0 (31.0) 20.5(21.6) 53.4 (47.3)
(humid)

Caribou Creek*  Southern boreal 2.6 (1.9) 30.2 (42.6) 67.2 (55.4)

Formigal* Alpine (maritime  26.4 (25.9) 44.6 (47.4) 29.0 (26.6)
influence)

Haukeliseter Alpine 4.3(5.4) 55.1 (55.8) 40.5 (38.8)
(high wind)

Marshall Continental 15.4 (18.6) 50.3 (55.4) 34.3 (26.0)
(dry)

Sodankyla Northern boreal 7.5(8.3) 50.4 (51.0) 42.1 (40.7)
(low wind)

Weissfluhjoch Alpine 5.7 (5.8) 17.5(20.1) 76.8 (74.1)

(complex terrain)

* Data and results available only for winter 2014/15.

In general, the mean event accumulations for sites in boreal climates (Caribou Creek, Sodankyld) are
the smallest in Table 4.2 and Table 4.3, while those for sites in alpine climates (Formigal,
Weissfluhjoch) are the largest. The sites in continental climates (Bratt’s Lake, CARE, Marshall) are
characterized by intermediate mean event accumulations relative to those in boreal and alpine
climates. The site in Haukeliseter, which has an alpine climate, has mean event accumulations
comparable to those in continental climates. These values may reflect the influence of wind speed on
gauge-catch efficiency to a greater extent than the other alpine sites, which are characterized by
lower mean wind speeds.

Other notable observations from Table 4.2, Table 4.3, and Table 4.4 include Bratt’s Lake showing the
highest mean wind speeds and smallest mean accumulations among the continental sites, while
Marshall shows the largest mean accumulations, warmest mean temperatures, and a larger
proportion of mixed precipitation relative to solid precipitation compared to the other continental
sites. For the boreal sites, Caribou Creek is characterized by lower mean temperatures and a larger
proportion of solid-precipitation events than Sodankyla. Weissfluhjoch shows the largest proportion
of solid-precipitation events among the alpine sites, Weissfluhjoch and Haukeliseter both show few
liquid events, and roughly half of all precipitation events (by both number and total accumulation) at
Formigal and Haukeliseter are characterized as mixed precipitation.
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4.1.1.3.2 Detection of precipitation relative to reference

The ability of each weighing gauge/shield configuration under test to detect precipitation relative to
the R2 reference configuration was assessed using the following skill scores: probability of detection,
false alarm rate, bias, and Heidke Skill Score. For the purposes of the assessment, the gauge
configurations under test are considered to report precipitation if they report > 0.25 mm of
precipitation in a given 30-minute assessment interval, while the reference is considered to detect
precipitation when its weighing gauge reports = 0.25 mm accumulated precipitation and its
precipitation detector reports > 18 minutes of precipitation occurrence during an assessment
interval. There are four potential detection scenarios: the reference and test gauge both detect
precipitation (YY cases); the reference detects precipitation, but the test gauge does not (YN cases);
the reference does not detect precipitation, but the test gauge does (NY cases); and neither the
reference nor the test gauge detects precipitation (NN cases). The number of events in each
detection scenario for each test gauge over the duration of experiments is used to calculate the skill
scores, as detailed in Section 3.6.1.

The detection criteria were selected to identify precipitation events with a high degree of
confidence; however, light- and/or sporadic-precipitation events are not well represented. A detailed
assessment of the performance of each test gauge during non-precipitating periods is presented in
the instrument performance reports (Annex 6) and provides insight into the sensitivity of the test
gauges under light-precipitation conditions. Additional tests, using different precipitation-detection
thresholds, are also presented to illustrate how the results are impacted by the specific thresholds
selected. A separate assessment of weighing gauge detection performance in light precipitation is
presented in Section 0.

Skill scores for all test gauges, at all sites, and in all applicable shield configurations are compiled in
Figure 4.2 toFigure 4.5. These scores represent the ability of each weighing gauge/shield combination
to detect precipitation relative to the reference configuration over the full range of environmental
conditions and precipitation types experienced at a given site, within 30 minute periods, and using
the specified detection thresholds. The different shield configurations are designated as follows:
Belfort double-Alter (BDA); single-Alter (SA); Tretyakov (Tret); single-Alter/Tretyakov (SA/Tret); and
unshielded (UN).
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Probability of Detection, POD
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Figure 4.2. Probability of detection results for all weighing gauges under test in WMO-SPICE,
including unshielded (UN) and shielded configurations Shields tested include the Belfort double-
Alter (BDA), single-Alter (SA), Tretyakov (Tret), and single-Alter/Tretyakov (SA/Tret).
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False Alarm Rate, FAR
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Figure 4.3. False alarm rate results for all weighing gauges under test in WMO-SPICE, including
unshielded (UN) and shielded configurations. Shields tested include the Belfort double-Alter (BDA),
single-Alter (SA), Tretyakov (Tret), and single-Alter/Tretyakov (SA/Tret).
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Figure 4.4. Bias results for all weighing gauges under test in WMO-SPICE, including unshielded (UN)
and shielded configurations. Shields tested include the Belfort double-Alter (BDA), single-Alter
(SA), Tretyakov (Tret), and single-Alter/Tretyakov (SA/Tret). The y-axis is limited to values < 200%
for clarity; datapoints not visible in the plot are discussed in the accompanying text.
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Heidke Skill Score, HSS
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Figure 4.5. Heidke Skill Score results for all gauges under test in WMO-SPICE, including unshielded
(UN) and shielded configurations. Shields tested include the Belfort double-Alter (BDA), single-
Alter (SA), Tretyakov (Tret), and single-Alter/Tretyakov (SA/Tret).

The probability of detection results for all test gauge configurations are shown in Figure 4.2. Lower
POD values are evident for the test gauges at Bratt’s Lake (POD between ~ 40% and 55%) and
Haukeliseter (POD between ~ 37% and 47%) corresponding to the two sites characterized by the
highest mean wind speeds (Table 4.2 and Table 4.3). For the test gauges at all other sites, the POD is
greater than about 80% for all shielded gauges and within about 70% to 80% for all unshielded
gauges, irrespective of the specific site/climate regime. For the Geonor T-200B3, OTT Pluvio®, and
Sutron TPG test gauges, the POD values for the SA-shielded gauges are all approximately 10% to 15%
higher than the unshielded gauges at the same site. For the Meteoservis MRW500 test gauges at
Bratt’s Lake and Marshall, the POD is about 5% to 7% higher for the SA/Tret shielded configuration
relative to the unshielded configuration at each site.

Both Bucket RT and Accumulated NRT outputs from the OTT Pluvio® gauges under test at CARE,
Marshall, and Sodankyla (submitted by either the site host or gauge manufacturer) are considered in
the assessment. For the test gauges at CARE and Marshall (SA and Tret shields, respectively), the POD
is similar for both outputs. For the unshielded test gauge at Sodankyld, the POD is approximately 10%
higher for the Accumulated NRT output, which can likely be attributed to trace precipitation
identified by the processing algorithm pushing the event accumulation above the detection
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threshold. Note that the NRT data are offset by five minutes to account for the fixed-output delays
related to processing, such that the RT and NRT data both cover the same 30-minute periods.

The false alarm rates (Figure 4.3) vary by test configuration and site, and are generally within about
40% to 50%. There is no clear trend for relative FAR between shielded and unshielded test gauges of
the same type at the same site; however, trends are evident for processed and unprocessed data
outputs from test gauges of the same type and configuration at the same site. Specifically, the FAR
values are higher (by up to 10%) for processed Accumulated NRT outputs relative to unprocessed
Bucket RT outputs for the OTT Pluvio® gauges at CARE (single-Alter shield), Marshall (Tretyakov
shield), and Sodankyld (unshielded). The higher FAR values in these cases may result from false
reports, in which the processing artificially increases the accumulation values reported.

The FAR values differ by about 5% to 7% for identical gauge/shield combinations at the same site
(SA-shielded Geonor T-200B3MD gauges at Marshall, unshielded OTT Pluvio® gauges at Sodankyl4)
suggesting that gauge siting and the inhomogeneity of conditions play a role. These factors,
combined with the roles of specific gauge configuration and data processing, may give rise to the
notably higher FAR values for the Belfort AEPG at Weissfluhjoch and the Sutron TPG gauges at
Marshall, but the details are unclear. The FAR for the SA-shielded Geonor T-200B3MD test gauge at
Caribou Creek is also notably high and exceeds that for the other test configurations at the site by ~
40%. A similar trend is observed for the BDA-shielded Geonor T-200B3MD test gauge at CARE. The
assessment of gauge responses in non-precipitating conditions presented in the relevant instrument
performance reports (Annex 6) indicate that each of these Geonor T-200B3MD gauges was subject to
enhanced noise relative to the reference configuration, resulting from issues with the specific gauge
and/or site configuration. Enhanced noise in the gauge output could result in more NY cases, thereby
increasing the FAR. Another consideration is that the Geonor T-200B3MD has a longer, larger
capacity bucket (1500 mm) relative to the other test gauges, resulting in differences in the center of
mass and overall gauge stability that may lead to more wind-induced vibration and noise.

Bias results for the weighing gauges under test are plotted in Figure 4.4. A bias value of 100%
indicates that the reference and test gauge detect the same number of events; this is the ideal
scenario. Biases above/below 100% indicate that the test gauges detect more/fewer events than the
reference. It follows that the test gauges with the lowest POD values (Figure 4.2), specifically those at
Bratt’s Lake and Haukeliseter (high-wind sites), are biased low relative to the reference. Similarly,
test gauges with the highest FAR (Figure 4.3) are biased high relative to the reference; this is not
immediately apparent in Figure 4.4, as the y-axis has been limited to values within 200% for clarity.
The BDA-shielded Belfort AEPG gauge at Weissfluhjoch has a bias of ~ 339%, the SA-shielded Geonor
T-200B3MD gauge at Caribou Creek has a bias of ~ 495%, and the unshielded and SA-shielded Sutron
TPG gauges at Marshall have bias values of ~ 225% and 377%, respectively.

The bias values vary by gauge/shield configuration and by site. The test gauges at CARE and
Sodankyla are generally biased low relative to the reference in terms of precipitation detection, while
those at Caribou Creek, Formigal, Marshall, and Weissfluhjoch tend to be biased high relative to the
reference. For test gauges with shielded and unshielded configurations at the same site, the shielded
configuration typically has the larger bias value, indicating that they detect more precipitation events
relative to the unshielded configuration (both relative to the reference configuration). For OTT
Pluvio® gauges in the same configuration at the same site, larger bias values are observed for the
processed gauge outputs (Accumulated NRT), which may be attributed to false reports resulting from
the specific processing algorithm employed.
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The Heidke Skill Score values in Figure 4.5 reflect the overall ability of test gauges to detect
precipitation relative to the reference configuration, accounting for expected performance due to
chance alone. The test gauge configurations with markedly higher false alarm rates have the lowest
HSS values; the BDA-shielded Belfort AEPG at Weissfluhjoch, SA-shielded Geonor T-200B3MD at
Caribou Creek, and unshielded and SA-shielded Sutron TPG gauges at Marshall all have HSS values
below 50%. Among the other test gauges, those at high-wind sites (Bratt’s Lake, Haukeliseter) show
lower HSS values - between about 40% and 70% - with the lowest values for unshielded
configurations. For the remaining sites and test gauges, the HSS values range from approximately
60% to 90% and are generally higher for shielded configurations relative to unshielded configurations
for a given gauge and site.

It is important to emphasize that the skill score results reflect only the ability of the test gauges to
detect precipitation relative to the reference configuration at a given site over 30-minute intervals.
These results do not reflect the overall performance of the gauge in terms of reporting accumulated
precipitation over the same or longer time intervals. An assessment of test-gauge performance in
terms of accumulation reports over both 30-minute assessment intervals and the duration of
experiments is presented in Section 4.1.1.3.3.

4.1.1.3.3 Reporting accumulated precipitation relative to reference

The catch efficiency, or catch ratio, is the ratio of accumulated precipitation reported by a test gauge
relative to that reported by the reference configuration over a specified time interval. In the current
assessment, the catch efficiency is calculated for 30-minute assessment intervals during which the
reference and test gauge both detect and report precipitation (YY cases). The catch efficiency of solid
precipitation is of particular interest, as the lower densities and slower fall velocities of particles
make them more susceptible to wind-induced undercatch. The catch efficiency of all test-gauge
configurations in solid-precipitation conditions is assessed as a function of mean wind speed in
Section 4.1.1.3.3.1. The overall catch efficiency, reflecting the total accumulation reported by a test
gauge relative to that reported by the reference configuration over the duration of formal tests is
discussed in Section 4.1.1.3.3.2. The total accumulation values used in computing the overall catch
efficiency are determined by summing the accumulated precipitation of the test gauge and reference
over all YY cases considered in the assessment.

The catch efficiency is a useful indicator of gauge performance relative to the reference, but does not
provide information about the magnitude of accumulated precipitation reported by each gauge. The
root mean square error, however, considers the absolute difference in reported accumulation
between the test gauge and the reference for each 30-minute interval. An assessment of RMSE
results is provided for all test gauges, at all sites in Section 4.1.1.3.3.3.

4.1.1.3.3.1 Wind effects on catch efficiency

The catch efficiency of each test gauge and at each site is assessed as a function of the mean wind
speed for 30-minute assessment intervals in Section 4.1.1.3.3.1.1. This assessment is limited to snow
events during which the maximum temperature does not exceed -2 °C over a given 30-minute
assessment interval. A similar assessment is presented for all precipitation types in the instrument
performance reports (Annex 6).

To assess the influence of wind speed, box and whisker plots of catch efficiency as a function of mean
wind speed are plotted for each test gauge, with results presented in 1 m/s bins. The boxes in each
plot represent the range of values between the 25" percentile (lower quartile; bottom of box) and
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75" percentile (upper quartile; top of box), referred to as the interquartile range. The median value is
indicated by the horizontal line across the box. The whiskers below (above) the box indicate the
lowest (highest) values. Outlying points are indicated by markers above or below the whiskers. To
facilitate comparison, all plots have the same scale, covering mean wind speeds up to 10 m/s and
catch efficiencies < 2.

4.1.1.3.3.1.1 Results by gauge type
The influence of wind speed on catch efficiency for each test gauge type is illustrated in Figure 4.6

toFigure 4.14. In each figure, different colored plots are overlaid for each test configuration and/or
site. For the Geonor T-200B3 and OTT Pluvio® test gauges, which have the largest numbers of test
configurations, separate figures are provided for shielded and unshielded test configurations for
clarity.
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Figure 4.6. Box and whisker plot of catch efficiency as a function of mean wind speed for the
Belfort AEPG 600 test gauge in Belfort double-Alter shield. The number of precipitation events in
each wind-speed bin is indicated above the plot.
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Figure 4.7. Box and whisker plot of catch efficiency as a function of mean wind speed for single-
Alter-shielded Geonor T-200B3 gauges. The number of precipitation events in each wind-speed bin

for each test gauge is indicated above the plot.
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Figure 4