
Walden University
ScholarWorks

Walden Dissertations and Doctoral Studies Walden Dissertations and Doctoral Studies
Collection

2019

Successful Demand Forecasting Modeling
Strategies for Increasing Small Retail Medical
Supply Profitability
Arica Watkins
Walden University

Follow this and additional works at: https://scholarworks.waldenu.edu/dissertations
Part of the Finance and Financial Management Commons, and the Health and Medical

Administration Commons

This Dissertation is brought to you for free and open access by the Walden Dissertations and Doctoral Studies Collection at ScholarWorks. It has been
accepted for inclusion in Walden Dissertations and Doctoral Studies by an authorized administrator of ScholarWorks. For more information, please
contact ScholarWorks@waldenu.edu.

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Walden University

https://core.ac.uk/display/232859258?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://www.waldenu.edu/?utm_source=scholarworks.waldenu.edu%2Fdissertations%2F7576&utm_medium=PDF&utm_campaign=PDFCoverPages
http://www.waldenu.edu/?utm_source=scholarworks.waldenu.edu%2Fdissertations%2F7576&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholarworks.waldenu.edu/?utm_source=scholarworks.waldenu.edu%2Fdissertations%2F7576&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholarworks.waldenu.edu/dissertations?utm_source=scholarworks.waldenu.edu%2Fdissertations%2F7576&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholarworks.waldenu.edu/dissanddoc?utm_source=scholarworks.waldenu.edu%2Fdissertations%2F7576&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholarworks.waldenu.edu/dissanddoc?utm_source=scholarworks.waldenu.edu%2Fdissertations%2F7576&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholarworks.waldenu.edu/dissertations?utm_source=scholarworks.waldenu.edu%2Fdissertations%2F7576&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/631?utm_source=scholarworks.waldenu.edu%2Fdissertations%2F7576&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/663?utm_source=scholarworks.waldenu.edu%2Fdissertations%2F7576&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/663?utm_source=scholarworks.waldenu.edu%2Fdissertations%2F7576&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:ScholarWorks@waldenu.edu


 

 

 
  
  
 

 

Walden University 
 
 
 

College of Management and Technology 
 
 
 
 

This is to certify that the doctoral study by 
 
 

Arica C. Watkins 
 
 

has been found to be complete and satisfactory in all respects,  
and that any and all revisions required by  
the review committee have been made. 

 
 

Review Committee 
Dr. Wen-Wen Chien, Committee Chairperson, Doctor of Business Administration 

Faculty 
 

Dr. James Glenn, Committee Member, Doctor of Business Administration Faculty 
 

Dr. Jorge Gaytan, University Reviewer, Doctor of Business Administration Faculty 
 
 
 
 
 

The Office of the Provost 
 
 
 

Walden University 
2019 



 

 

 
Abstract 

Successful Demand Forecasting Modeling Strategies for Increasing Small Retail Medical 

Supply Profitability  

by 

Arica C. Watkins 

 

MBA, Texas A&M University-Commerce, 2013 

BS, Spalding University, 2003 

 

 

Doctoral Study Submitted in Partial Fulfillment 

of the Requirements for the Degree of 

Doctor of Business Administration 

 

 

Walden University 

October 2019 



 

 

Abstract 

The lack of effective demand forecasting strategies can result in imprecise inventory 

replenishment, inventory overstock, and unused inventory. The purpose of this single 

case study was to explore successful demand forecasting strategies that leaders of a small, 

retail, medical supply business used to increase profitability. The conceptual framework 

for this study was Winters’s forecasting demand approach. Data were collected from 

semistructured, face-to-face interviews with 8 business leaders of a private, small, retail, 

medical supply business in the southeastern United States and the review of company 

artifacts. Yin’s 5-step qualitative data analysis process of compiling, disassembling, 

reassembling, interpreting, and concluding was applied. Key themes that emerged from 

data analysis included understanding sales trends, inventory management with pricing, 

and seasonality. The findings of this study might contribute to positive social change by 

encouraging leaders of medical supply businesses to apply demand forecasting strategies 

that may lead to benefits for medically underserved citizens in need of accessible and 

abundant medical supplies. 
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Section 1: Foundation of the Study  

Forecasts are predictions necessary for optimizing business transactions and aide 

in introducing new products, improving inventory management, and determining future 

demand (Toledo, Silva, & Garo, 2017). The process of demand forecasting has become a 

significant function in business to maintain profitability and competitive advantage 

(Hofer, Eisl, & Mayr, 2015). Leaders consider demand forecasting important for product 

supply and demand considerations (Che-Jung, Yu, & Peng, 2016). Estimates of the 

projected consumption of products over time are also considered in demand forecasts 

(Kontus, 2014). Leaders use an accurate forecast to improve decision-making on 

inventory, relative to holding product necessary to meet customer demand (Kontus, 

2014).  

Today’s forecasters have options to use different frameworks or models that 

include, but are not limited to, the following techniques: (a) judgmental, (b) econometric, 

and (c) time series (Padgett, DeVincenzo, Munn, & Rajagopalan, 2016; Rathnayaka, 

Seneviratna, & Jianguo, 2015). With time series techniques to forecasting, leaders use 

statistical models and supplemental analysis with some human judgment (Padgett et al., 

2016). Time series forecast techniques hinge on the idea that future demand is a 

derivative of the past (Winters, 1960). Toledo et al. (2017) assumes that current demand 

patterns are repeatable in the future. 

Background of the Problem 

 Managers use forecasts to predict future needs, resulting in information useful for 

guiding leaders in day-to-day decision-making (Meyerhoefer, Panovska, & Manski, 
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2016). Leaders apply proper forecasting to mitigate uncertainty in demand and help 

businesses adapt to economic and regulatory induced changes (Che-Jung et al., 2016). 

Forecasters should consider various facets of the business environment and internal 

business plans when developing forecasts (Winters’s, 1960). A successful demand plan 

and strategy is dependent upon two things: the leader’s use of an appropriate forecasting 

framework or model and the existence of capable in-house expert opinion and judgment 

(Sindelár, 2016). Experts should identify, categorize, and assess the impact of market 

conditions, consumer trends, and competitive actions (Trapero, Kourentzes, & Fildes, 

2015). Equally important is an expert’s ability to translate, categorize, and organize the 

data identified into information critical to the forecasting framework or model input 

(Cassettari, Bendato, Mosca, & Mosca, 2017). In an extremely competitive landscape, 

forecasters must have a proper balance of supply and demand (Raza & Kilbourn, 2015). 

The more effective the demand plan, the larger the degree of forecast accuracy (Che-Jung 

et al., 2016).  

  Business leaders use demand predictions to obtain critical insight into their 

operations, such as inventory management, replenishment, safety stock levels, and proper 

reorder quantity (Raza & Kilbourn, 2015). When researchers fail to apply accurate 

demand forecasting strategies, they witness bottlenecks, creating other issues such as 

imprecise inventory replenishment (Liu et al., 2016). Demand forecasting is one of the 

many essential business actions having a strong impact on company competitiveness and 

profitability (Winters, 1960). Through this study, I explored successful demand 
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forecasting strategies that small, retail, medical supply business leaders use to increase 

profitability.  

Problem Statement 

When business leaders fail to apply successful demand forecasting strategies, it 

can result in imprecise inventory replenishment, inventory overstock, and unused 

inventory (Liu et al., 2016). According to Ahmad and Shafie (2016), only 34% of 100 

participants in their study utilized a systematic inventory management approach. The 

general business problem was that lack of attention to demand forecasting strategies in 

the retail medical supply industry lessened business leaders’ ability to achieve the 

organizational goals of profitability and competitiveness. The specific business problem 

was that some small, retail, medical supply business leaders lack effective demand 

forecasting strategies to increase profitability. 

Purpose Statement 

The purpose of this qualitative single case study was to explore the successful 

demand forecasting strategies that small, retail, medical supply business leaders use to 

increase profitability. The target population for this study consisted of eight business 

leaders from a private, small, retail, medical supply business in Kentucky. These business 

leaders had a history of successfully implementing strategies to forecast customer 

demand to increase profitability. The implications for social change are that medically 

underserved Kentucky citizens in need of accessible and abundant medical supplies could 

benefit from successful demand forecasting strategies applied by small, retail, medical 
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supply companies through greater availability of retail medical products and an elevated 

level of caregiving as a result of the products.  

Nature of the Study 

Researchers should emphasize the importance of selecting the most appropriate 

research method to obtain useful results (Yin, 2018). The qualitative method is 

appropriate when a researcher seeks to understand a bounded system using multiple data 

sources in a real environment (Cope, 2015; Dabić & Stojanov, 2014). A researcher may 

utilize trusted literature to substantiate the findings from multiple data sources while 

inquiring into a bounded system (Elo et al., 2014; Wowak & Boone, 2015). Lach (2014) 

suggested that techniques of coding text and data into themes help support logical 

thoughts, arguments, and conclusions drawn to expand theoretical concepts. Because my 

aim was to explore a bounded system of demand forecasting strategies in a small medical 

supply business, I employed the qualitative method in this study. 

Using the quantitative method, a researcher may test the statistical significance of 

relationships or differences among variables by testing related hypotheses (Lamb, 2013; 

Thamhain, 2014). Researchers use the quantitative method to explain numerical changes 

in a population or provide clarifications of predictions (Khan, 2014; Lach, 2014). The 

mixed method contains elements of both qualitative and quantitative research approaches 

(Caruth, 2013; Landrum & Garza, 2015). Researchers use the mixed method to explore 

problems and examine solutions relative to the overarching research question (Sparker, 

2014). I did not intend to examine solutions or statistical measurements and relationships 
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among two or more variables relative to testing hypotheses; therefore, the quantitative 

method and quantitative elements of a mixed method were not suitable for this study.  

The single case study design was suitable for this qualitative exploration of the 

demand forecasting strategies in a small, retail, medical supply business in Kentucky. I 

chose a single case study design so that clear, explicit and unique elements of my 

research could be identified and analyzed. Ang, Embi, and Yunus (2016) argued that with 

the single case study design, researchers gather and analyze qualitative data to realize 

explicit elements rather than broad generalizations. According to Dasgupta (2015) and 

Vohra (2014), the single case study is optimal for capturing explicit and unique cases. 

Lewis (2015) and Yin (2018) suggested that the single case study design allows a 

researcher to explore how, why, or what questions. 

Phenomenological and ethnographic designs are often used in qualitative research 

studies for exploratory purposes. The goal of the phenomenological researcher is to 

explore the meanings of participants’ lived experiences (Dasgupta, 2015; Stanley & 

Nayar, 2014). Additionally, phenomenological designs generally require at least 20 study 

participants (Bevan, 2014). Ethnographic researchers focus primarily on human cultures 

(Brown-Saracino, 2014; Goodrich, Hrovat, & Luke, 2014). Ethnographic researchers 

deepen their understanding of the behaviors and cultural effects of individuals and groups 

through social engagement (Brown, 2014; Welch, Rumyantseva, & Hewerdine, 2015). 

The phenomenological and ethnographic designs were not suitable for this study because 

I did not explore the participants’ lived experiences or shared cultural beliefs.  
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Research Question  

What demand forecasting strategies do small, retail, medical supply business 

leaders use to increase profitability?  

Interview Questions  

1. Which customer demand forecasting strategies have you found effective for 

achieving a substantial degree of accuracy? 

2. What successful strategies do you use to forecast customer demand to increase 

profitability? 

3. Which demand forecasting strategies have you found most effective to 

implement at the daily, weekly, monthly, quarterly, and annual rates? 

4. Which demand forecasting strategies have you found effective in 

implementing successful forecasting processes? 

5. How do you prepare forecast demand levels based on sales, seasonality, 

contracts, geography, or some combination of these elements? 

6. How did you address the key barriers to implementing your forecasting 

strategies? 

7. What other factors that we have not discussed may have contributed to your 

success? 

Conceptual Framework 

The conceptual framework for this study was Winters’s (1960) forecasting 

demand approach. In 1959, Winters, a student and academic protégé of the former 

University of Texas Professor Emeritus Charles Holt, developed an effective model for 
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forecasting demand using time series reflecting (a) trend, (b) seasonality, and (c) 

randomness (Winters, 1960). The Winters approach involves the concept of smoothing. 

According to López, Mendoza, and Masini (2013), forecasters use smoothing to eliminate 

randomness from forecasting calculations, thereby creating a clear and precise model for 

future forecasting use. According to Matsumoto and Komatsu (2015), effective planning 

of used product management, inventory control, and capacity management occurs with 

time series analysis and forecasting techniques.  

In my study, I focused on identifying the strategies for demand forecasting within 

a small, retail, medical supply business. Winters’s (1960) approach was relevant for 

understanding the results of my study because traditional product offerings in small, 

retail, medical supply businesses include footwear and apparel products, such as 

compression socks and orthopedic shoes. The demand for footwear and apparel products 

is usually unstable, which can result in delays, unused inventory, or stock inaccuracies 

(Liu et al., 2016). Classic demand forecasting approaches are contingent upon stable and 

repeatable occurrences (Liu et al., 2016). Seasonality and trends often align with 

footwear and apparel demand and Winters’s demand forecasting approach was designed 

to handle both seasonality and trends; therefore, I expected that the results from this study 

could yield insights useful for achieving a high degree of forecasting accuracy. 

Operational Definitions 

Business strategies: Current maneuvers and predictive thinking to the extent of 

maintaining competitive advantage and sustainability within any business and economic 

setting (Bentley, Omer, & Sharp, 2013). 
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Business success: Business success is the constant sustainability and profitability 

generation of business process over the 5-year duration (U.S. Small Business 

Administration, 2014). 

Forecasting: The process of obtaining information about what leaders believe 

may or may not happen (Liu & Li, 2015). 

Inventory management: The process of developing policies to realize an optimal 

inventory investment and maximize the business rate of return (Kontus, 2014). 

Small business: A small business is an entity providing a service or product 

executed by a small group of leaders with less than 50 employees (Simionescu & Bica, 

2014). 

Sustainability: The power to support the future demands of the business without 

sacrificing business continuity (Wilson & Wu, 2017). 

Assumptions, Limitations, and Delimitations 

Researchers apply assumptions, limitations, and delimitations to understand any 

imparities relative to the exploration of the business problem in the study (Leedy & 

Ormrod, 2013). Literature supports each definition of the assumptions, limitations, and 

delimitations of the study (Laland et al., 2015). The underscoring of the assumptions, 

limitations, and delimitations might make it easier for the reader to understand the scope 

and autonomies of the study; addressing the ease of understanding can reduce the number 

of questions that readers have about the credibility of the study (Leedy & Ormrod, 2013). 
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Assumptions 

Assumptions are concepts and beliefs considered true or certain without proof of 

evidence and may be preconceived or specific to research matters (Collins & Cooper, 

2014; Lips-Wiersma & Mills, 2014; Marshall & Rossman, 2016). I assumed that 

forecasting was a strategy that could increase profitability. Another assumption was that 

all participants were honest and offered candid answers. Lastly, I assumed that all 

participants were available for any follow-up interview questions.  

Limitations 

Limitations are restraints and shortcomings that may be uncontrollable in the 

context of research studies and outcomes (Marshall & Rossman, 2016; Yin, 2018). It is 

imperative that the researcher understand the limitations of any research study (Wilson-

Genderson & Pruchno, 2015). One limitation of this research study was the short time 

horizon of a case study. Demand forecasting strategies, as implemented in retail medical 

supply organizations, only bounded the information I collected during the interviews, 

adding another limitation. Lastly, the current effective forecasting strategies discovered in 

this study might not be successful in future business ventures. 

Delimitations 

Delimitations are the boundaries the researcher sets for a study (Hang Sub & 

Bong Gyou, 2015; Hyett, Kenny, & Dickson-Swift, 2014; Marshall & Rossman, 2016). 

The geographical location and specific industry under study were delimitations of this 

study. I narrowed the scope of this single case study to a retail, medical supply 

organization located in Kentucky. Another delimitation related to this study was the 



10 

 

sample size of participants and their knowledge and breadth of experience with 

forecasting in a small, retail, medical supply setting. Kai (2014) postulated that 

participants in a study with general knowledge of a topic might have restricted views to 

the extent of their experiences, resulting in an adverse impact on validity. A sample size 

of eight business leaders might not have allowed for full discovery of all strategies for 

best forecasting demand to increase profitability in this industry. Lastly, I focused my 

analysis in the study on the cost of new product introductions in the retail medical supply 

industry that could change the forecasting decisions. 

Significance of the Study 

Business leaders and society could benefit from the results of this study. Business 

leaders could derive value from applying successful demand forecasting strategies to 

increase profitability and improve accurate stock replenishment and inventory 

optimization. Medically underserved citizens in Kentucky could be helped by the greater 

availability of retail medical products to address medical needs and an elevated level of 

caregiving.  

Contribution to Business Practice 

Small, retail, medical supply business leaders could benefit from the results of the 

study. The results from this study may further awareness of successful demand 

forecasting strategies applied by retail, medical supply business leaders to increase 

profitability. The successful strategy outcomes documented in this study may offer useful 

insights to improve the accuracy of stock replenishment and reduce overstocks. 

Additionally, the availability of retail medical products for public consumption may 
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increase from the practical application of Winters’s (1960) approach for demand 

forecasting.  

Implications for Social Change  

Society could also benefit from the results of this study. The implications for 

positive social change include the potential for business leaders to realize important 

performance insights on demand forecasts, resulting in the reduction of excess 

inventories and providing a potential source of funding for social and capital investment. 

Social capital is the collective ability of social groups to work together for the common 

good (Durojaiye, Yusuf, Falusi, & Okoruwa, 2013). Group members can enlarge 

individual resources by improving connections among a network of champions and 

benefactors (Durojaiye et al., 2013). Social capital investment on the part of the small, 

retail, medical supply business studied could support Kentucky, national, and global 

initiatives to foster accessible and abundant medical supplies and caregiving to medically 

underserved citizens. Small business leaders and their organizations may use social 

capital investment to establish a socially responsible and trusted reputation. 

A Review of the Professional and Academic Literature 

Through the literature review, researchers embrace the investigation of 

theoretical, thematic, methodological, practical, and procedural studies regarding the 

guiding framework and bounds of the case study (Ross & Mash, 2014). Carolan, Forbat, 

and Smith (2015) suggested that the professional contribution to journals, reports, 

legislative documents, and books on the part of scholars help justify research. The 

researcher reviews existing literature to organize and hone the focus of a study because 
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literature is critical to developing a research problem and proposing a conclusion 

supported by existing theory (Carolan et al., 2015). According to Koch, Niesz, and 

McCarthy (2014), theories serve as the base or substance, guiding framework, and lens 

with which to convey research questions and to kindle an intellectual grasp of 

information.  

Researchers explore empirical research literature to detect gaps, develop and 

answer questions about a subject, and gather new information (Koch et al., 2014). I 

conducted this literature review to gain an understanding of prior research related to 

demand forecasting and forecasting strategies that small, retail, medical supply business 

leaders use to increase profitability. Kozleski (2017) asserted that qualitative researchers 

derive data from experiences and observations, a function that is both empirical and 

necessary. Qualitative research yields information about perspectives, backgrounds, and 

practices (Yin, 2018). In this review, I provide an analysis of Winters’s (1960) demand 

forecasting standards, which may support the practical business case for the demand 

forecasting strategies leaders use to increase small, retail, medical supply business 

profitability. 

In this literature review, I summarize, restate, and synthesize past research work 

on demand forecasting. The review of literature reflects the conceptual groundwork of a 

study and gaps in the standing body of knowledge (Ross & Mash, 2014). The content of 

the literature review consists of secondary sources, such as scholarly, peer-reviewed 

journals; state and federal government publications; and Walden University publications. 

All sources offer valuable information (Ross & Mash, 2014).  
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As the practical approach, I searched for literature in online library databases and 

websites. In this strategic approach, the sources included the most relevant theoretical and 

empirical studies to answer the research question: What demand forecasting strategies do 

small, retail, medical supply business leaders use to increase profitability? From these 

searches, I discovered and retrieved scholarly, peer-reviewed and non-peer-reviewed 

journal articles. To find scholarly documents, I accessed databases through the Walden 

University Library, including Business Source Complete, ScienceDirect, ProQuest 

Central, Sage Premier, LexisNexis Academic, and Emerald Management Journals as well 

as Google Scholar and official government websites for the state of Kentucky and 

Centers for Medicare and Medicaid. The following search terms were used: business 

strategy, case study, competitive advantage, Holt-Winters method, inventory, inventory 

management, judgemental forecasting, medical supplies, profitability, retail forecasting, 

seasonality, small retail forecasting, sustainability, time series method, triple exponential 

smoothing, and Winters exponential smoothing.  

The sources of the literature reviewed included websites and journals with peer-

reviewed and pivotal articles. Table 1 contains the sources I used in this study with a 

publication date range of 1957 through 2018; 80% of the sources were peer-reviewed, 

and 81% of the peer-reviewed sources had a publication date within 5 years of my 

expected completion year of 2019.  

Table 1  

Literature Review Sources 

Reference type Total 2015–2019 
2014 or 
earlier 

Total % < 5 
years 
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All sources 78 63 15 81% 

Peer-reviewed/ 
government 
source 

73 58 15 80% 

Non-peer-
reviewed sources 

4 4 0 100% 

Books 1 1 0 100% 

Organized in subtopics, the literature review includes a discussion of the 

application to the business problem and the conceptual framework, which is Winters’s 

(1960) demand forecasting approach. In the literature review, I also detail the historical 

origins and development of Winters’s demand forecasting approach, outlining its 

significance and fit for my doctoral study. The review continues with a description of the 

hallmarks of Winters’s model, the exponential smoothing trend and seasonality, followed 

by a tutorial on how to calculate demand using Winters’s approach. I conclude the review 

with a presentation of alternative theories to the conceptual framework, inventory, and 

demand forecasting as well as a relevant overview regarding the establishment of 

sustainable, competitive, and strategic forecasts. 

Winters’s Demand Forecasting Model 

Winters’s (1960) forecasting demand approach was the conceptual framework for 

this study. According to the literature on the Winters’s forecasting demand approach, the 

model is an effective model for forecasting demand using time series data reflecting (a) 

trend, (b) seasonality, and (c) randomness (Winters, 1960). The Winters approach 

involves the concept of exponential smoothing. According to López et al. (2013), 

smoothing eliminates randomness from forecasting calculations, thereby creating a clear 
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and precise model for future forecasting use. The commonly known and effective types 

of time series forecasting methods are moving averages and exponential smoothing 

(Tavakkoli, Hemmasi, Talaeipour, Bazyar & Tajdini, 2015). The time series is a 

sequence of observations, while moving averages takes the average of a time series 

frequency and moves that average over time (Tavakkoli et al., 2015). Matsumoto and 

Komatsu (2015) discussed the equal weights applied to past observations, explaining that 

exponential smoothing applies a weighted average approach when looking at the moving 

averages. Forecasters weight periods differently according to the degree of relevancy to 

the forecast (Matsumoto & Komatsu, 2015). According to Vujko, Papia, and Nataaja 

(2016), the most recent observation has more weight assigned, and the oldest observation 

has the least amount of weight assigned. Tavakkoli et al. (2015) asserted that exponential 

smoothing could be single, doubled, or tripled. Researchers using single exponential 

smoothing assume that the time series data do not contain trends and seasonality, while 

researchers using double exponential smoothing operate on the assumption that there are 

trends while ignoring seasonality and researchers using triple exponential smoothing 

assume the inclusion of both trends and seasonality in the time series data (Tavakkoli et 

al., 2015). 

Researchers use wide applications of forecasting techniques, such as exponential 

smoothing methods, because of the simplicity and vigor of the techniques (Tavakkoli et 

al., 2015; Winters, 1960). Mathematically, the exponential smoothing methods involve a 

specific observation of the time series, denoted as a weighted aggregate of the prior set of 

observations (Matsumoto & Komatsu, 2015; Winters, 1960). Weighted historical data 
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values establish a linear series and decline gradually over time (Apic-Blagojevic, Vujko, 

& Gajic, 2016; Hassani & Silva, 2015). Current data values are more effective on 

forecasts than prior historical data because historical data traditionally becomes less 

relevant as probe information moves deeper into the past when individuals apply the 

Winters’s model (Mastorocostas, Hilas, Varsamis, & Dova, 2016; Prestwhich, Tarim, 

Rossi, & Hnich, 2014). As a caveat, leaders with forecasting responsibility must be aware 

that assigning weights to past data may result in slightly ineffective forecasts that do not 

reflect results related to changes in data that are either too small or large to be statistically 

valid (Prestwhich et al., 2014). 

Many researchers will argue for the advantages of the exponential smoothing 

method because of its simplicity and ease of use (Winters, 1960). Exponential smoothing 

methods are relatively economical in real-time use and cost of implementation (Winters, 

1960). Additionally, apart from the norm, researchers apply exponential smoothing 

models at different times, when considering the input of seasonal occurrences (Kolassa, 

2015). Despite the advantages, there is a key disadvantage noted by some researchers. A 

significant disadvantage of exponential smoothing methods is the likelihood for a weak 

forecast when there are volatile fluctuations in the data (Apic-Blagojevic et al., 2016; 

Ravinder, 2016; Ravinder & Misra, 2014). The primary limitation of Winters’s model is 

that the model does not allow the forecaster to capture nonlinear problems (Omar, Hoang, 

& Liu, 2016; Veiga, Da Veiga, Catapan, Tortato, & Silva, 2014). On the contrary, 

researchers model seasonality in an additive or multiplicative form for forecasting 

purposes (Veiga et al., 2014). Despite this limitation, the overwhelming agreement 
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concerning the simplicity and accuracy of the model has continued to make it a 

recommended choice for time series demand forecasting for the last 50 years (Goodwin, 

2010; Padgett et al., 2016). 

History and development. Researchers often refer to Winters’s (1960) demand 

forecasting approach as Winters’s additive, Winters’s exponential smoothing model, or as 

the Holt-Winters method (Vujko et al., 2016). Researchers commonly apply the Winters 

technique, which expounds upon the work of Professor Charles Holt (1957), as a 

forecasting technique in time series methods. Forecasting practices and the level of 

forecasting accuracy are critical to inventory management (Goyal, Hardgrave, Aloysius, 

& DeHoratius, 2016). An elevated demand forecast may result in excessive inventories, 

which leads to high holding costs (Kontus, 2014). Forecasts that reflect a low demand 

output may result in stock-outs (Mueller et al., 2016). The accuracy of the demand 

forecast will drive the number of inventories held by a business (Holt, 1957). Demand 

forecasting is best suited for inventory planning and control (Winters, 1960). Chosen for 

forecasting seasonality considerations, Winters’s model allows for simplicity and ease of 

understanding when compared to moving average forecasting models (Bernardi & 

Petrella, 2015; Wu, Song, & Shen, 2017). Effective planning of usage, product 

management, inventory control, and capacity management occurs with time series 

analysis and forecasting techniques (Matsumoto & Komatsu, 2015). 

The Winters’s (1960) approach may be relevant for answering my research 

question because forecasts of traditional product offerings in a small, retail, medical 

supply business will include footwear and apparel products, such as compression socks 
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and orthopedic shoes. The demand for footwear and apparel products is usually unstable, 

which results in delays, unused inventory, or stock inaccuracies (Liu et al., 2016). Classic 

demand forecasting approaches are contingent upon stable and repeatable occurrences 

(Liu et al., 2016). Seasonality and trends often correlate with footwear and apparel 

demand (Liu et al., 2016). Winters specifically designed the approach to handle both 

seasonality and trends, so I expected this study to yield findings that could be useful for 

achieving a high degree of forecasting accuracy. The time series forecasting process is 

useful for declarations made in advance based on a sequence of surveyed data points 

(Rathnayaka et al., 2015).  

Demand forecasting researchers published since Winters’s (1960) approach have 

postulated that accurate demand forecasting is critical to understanding inventory 

amounts, lead times, order scheduling, products, costs, and seasonality as well as 

improving profitability along with competitiveness (Kontus, 2014; Liu et al., 2016; 

Sindelár, 2016; Xi & Sha, 2014). Leaders use demand forecasting to improve inventory 

investment management and advance the customers’ experience (Hill, Zhang, & Burch, 

2015). Additionally, demand operations and strategic planning for decision-making 

purposes advance with demand forecasting (Govind, Rose, & Pisa, 2017; Matsumoto & 

Komatsu, 2015; Toledo et al., 2017; Trapero et al., 2015; Veiga, Da Veiga, Puchalski, 

Coelho, & Tortato, 2016).  

Product life cycle is a core consideration in demand forecasting (Liu et al., 2016). 

The product lifecycle for apparel and footwear products usually lasts up to 3 months, 

causing instability in demand (Liu et al., 2016). This product lifecycle consideration may 
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be relevant for understanding the results of this study. Holidays and consumer 

preferences to price can affect sales on traditional and nontraditional products because 

seasonal and consumer partialities influence sales (Liu et al., 2016). Gur Ali and Pinar 

(2016) explored the impact of seasonality in a retail setting and discovered that factors 

such as pricing and other disturbances external of seasonality influence sales on most 

products. Liu et al. (2016) identified the four phases of the product lifecycle as 

introduction, growth, maturity, and decline. Over the four phases, forecasters should 

identify peaks and valleys of sales (i.e., demand) and profits (Liu et al.). The sales 

prediction information from the forecast supports replenishment and inventory 

management operations (Goyal et al., 2016; Liu et al.). Kontus (2014) explored the cost 

and benefits of variable inventory levels and profitability as significant activities in 

inventory management, finding a lower rate of stock-outs and an increase in sales due to 

the adequate replenishment of inventory. 

Researchers imply that demand forecasting can prevent stock-outs when there is 

drastic variability in demand for medical supplies (Mueller et al., 2016). Goyal et al. 

(2016) in addition to Raza and Kilbourn (2015) concluded that insufficient visibility into 

inventory records might result in inaccurate demand plans and forecasts resulting in 

inventory stock-outs. Stock-outs occur when product demand exceeds product supply as a 

result of inadequate inventory planning (DeHoratius & Ton, 2015; Raza & Kilbourn, 

2015) causing customer loss. Eventually, the overstatement of demand may result in the 

need for safety stock to counter recurring patterns of stock-outs (Raza & Kilbourn, 2015). 

Product stock-outs pose significant challenges for retailers, often resulting in lost sales 
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and profitability (Goyal et al., 2016). Two forms of stock-outs – sales floor stock-outs 

and shelf stock-outs – directly impact inventory and profitability. They occur when the 

product is available within the store but is not present on the shelf for purchasing (Govind 

et al., 2017; Goyal et al., 2016). Such stock-outs also adversely impact customer buying 

experiences, discouraging future purchases from that retailer (Goyal et al., 2016).  

  Demand forecasting of medical supplies supports effective supply ordering and 

aids in the management of storage costs (Cheng, Chiang, & Chen, 2016; Mueller et al., 

2016). Researchers identify two consumption patterns of medical supply-demand: 

continuous demand, resulting from the daily use of a product, and intermittent demand, 

resulting from product diversification and seasonality (Cheng et al., 2016; Kolassa, 2015; 

Matsumoto & Komatsu, 2015). If not managed properly, both demand patterns can yield 

inventory shortages, unnecessary overages and high operating costs (Cheng et al., 2016). 

Business leaders can use the replenishment process to manage inventory and production 

planning (Cheng et al., 2016). Leaders should understand that high demand forecast 

accuracy would favorably affect business performance (Veiga et al., 2016). A short-term 

forecast horizon may result in high demand levels (Cheng et al., 2016). Short-term 

demand forecasts reflect results of leadership’s efficiency and proven gains in 

competitive advantage (Chang, Dai, & Chen, 2015). 

Demand forecasting can stimulate competitive advantage in the retail space if 

incorporated into the overarching strategy of a business (Hofer et al., 2015; Ren & Choi, 

2015; Veiga et al., 2016). Siriram (2016) postulated that aligning marketing, operations, 

sales, and production to forecasting inputs drives competitive advantage if leveraged 
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properly. Competitive advantage results from a combination of quality products, 

competitive pricing, breadth of the product offering, and availability of product (Siriram, 

2016). Competitive advantage aligns to business performance (Omar et al., 2016; 

Siriram, 2016). Demand elements that contribute to this alignment include scheduling, 

inventory, production, and purchasing (Siriram, 2016). Minimizing bias, reducing 

uncertainty and increasing accuracy drive forecasting effectiveness is (Che-Jung et al., 

2016; Siriram, 2016). Hofer et al. (2015) suggested that forecasters should not focus on 

accuracy alone. Instead, focus on creating contingency plans to counter any surprises that 

pose a risk to the business. Researchers recommend an additional investigation to identify 

the appropriate forecasting framework for most business needs in the absence of a one-

size-fits-all framework for accurate prediction (Veiga et al., 2016). Research findings do 

imply that data variability, seasonality, and trends continue as critical elements in any 

forecasting approach (Veiga et al., 2014).  

Winters’s (1960) model and the recent subsequent published research on demand 

forecasting contend that scheduling, inventory, production, and purchasing contribute to 

the alignment between competitive advantage and business performance. Winters 

specifically designed the approach to handle seasonality and trends. The model is an 

appropriate tool for answering my research question regarding the demand forecasting 

strategies that small, retail, medical supply business leaders use to increase profitability. 

Seasonality and trends often correlate with footwear and apparel demand, products that 

are variable and included in small, retail, medical supply product offerings (Liu et al., 
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2016). I expected the insights from the use of the Winters’s demand forecasting approach 

to yield findings that may be useful for achieving a high degree of forecasting accuracy. 

A lesson on the Winters’s model. Suppose that a small, retail, medical supply 

business needs a monthly demand forecast. To create a forecast, the forecaster using 

Winters’ model should estimate no more than three factors in the forecast calculation – 

specifically, (a) the present underlying level of demand, (b) the present trend of demand, 

and (c) a seasonal indicator for the forecasted timeframe (Goodwin, 2010; Padgett et al., 

2016). According to Goodwin (2010), the present level of demand is the remaining sales 

after the removal of any randomness. The present trend in demand represents the 

variations in the fundamental demand that the business can anticipate happening between 

the current and future month. For example, if the forecaster estimates that the current 

demand level is 200 and the expectation is a demand level of 205, then the estimated 

trend is a gain of 5. If a seasonal indicator is 1.3, the indicator shows that the demand in 

the month is 30% over the underlying demand. Next, assume that during February, the 

business requires a forecast for the upcoming month of April. In that case, using 

Winters’s (1960) model yields of approximation of an existing demand level of 200 with 

a trend of 5 and with an April seasonal indicator of 1.3. Therefore, the demand level 

forecast calculation in April is as follows:  

(Level [200] + 2 Months * Trend [10] * Seasonal [1.3] = 273) 

Upon receiving updated demand numbers, forecasters using the Winters’ model 

should update their estimates of underlying demand level, based on trend and seasonal 

indicators for the month. Researchers obtain the demand level, trend, and seasonal 
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indicator updates by applying a weighted average of prior estimates of these factors and 

the suggested estimates in the new forecast (Goodwin, 2010; Veiga et al., 2014). The 

calculation results in the smoothing of its constants. The existence of unusually high or 

unusually low values, of multiple seasonal patterns, and of possible narrow intervals are 

significant considerations a forecaster must consider when using the Winters model 

(Goodwin, 2010). Unusual demand levels may result in challenges for Winters’s (1960) 

model, with revised estimates of the underlying demand level, trend or seasonality 

distorted by outliers (Goodwin, 2010). Outliers may represent unusually high or 

unusually low demand values because of unusual or nonrecurring aspects of the business 

(Winters, 1960). In a small, retail, medical supply business, one example of a 

nonrecurring or unusual aspect of business could be a temporary promotion offering a 

discount on a product (Eisend, 2014). The discount may attract more customers than 

usual, resulting in unusually high demand for the month (Eisend, 2014). Adjusting the 

data to remove these unusual outliers is critical before executing any future forecasts 

(Goodwin, 2010). Removal of outliers may ensure that there is no overstatement in 

demand.  

Many researchers have concluded that Winters’s (1960) designed a forecasting 

approach to handling simple seasonality that occurs across a year (Goodwin, 2010). On 

the contrary, some business models have multiple series of seasonality. According to 

Ahmad (2017), other models more effectively address multiple series of seasonality than 

the Winters model does. However, a small, retail, medical supply company may forecast 
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properly with simple seasonality. Forecasters can never be too sure that they have 

captured all the important elements of uncertainty.  

In many cases, a prediction may largely underestimate the degree of uncertainty a 

business has in its future (Che-Jung et al., 2016). Researchers have made concerted 

efforts to understand the statistical properties of the Winters model, resulting in a more 

effective way of obtaining a prediction interval (Goodwin, 2010). Prediction intervals 

significantly affect safety stock estimates (Raza & Kilbourn, 2015). Forecasters who 

attempt to reduce the degree of uncertainty in demand forecasting using Winters’s (1960) 

model may use statistical analysis and expert opinion to validate the outputs of the model. 

Forecasters should carefully document any outputs from the model as necessary while 

simultaneously monitoring changes in trends over time and accessing impact on 

forthcoming demand levels (Kontus, 2014).  

Inventory. Inventory is a critical component of business operation and directly 

impacts production, customer satisfaction and profitability (Ahmad & Shafie, 2016; 

Kontus, 2014; Matsumoto & Komatsu, 2015; Xi & Sha, 2014). Managing inventory in 

today’s competitive retail space has serious implications for business performance and 

sustainability (Ahmad & Shafie, 2016). Since retailing involves the furnishing and selling 

of goods and services for profit, leaders should focus on demand generated by meeting 

customer needs (Ahmad & Shafie, 2016; Viktorovna & Ivanovich, 2016). Ignoring the 

customer needs may result in unearned profits. Successful retailers are those that improve 

and sustain customer satisfaction levels by using just-in-time inventory management 

systems supported by excellent technology (Ahmad & Shafie, 2016; Hill et al., 2015). 
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The purpose of inventory management is to aid leaders in creating practices that 

maximize rates of return and optimize inventory to meet strategic objectives (Kontus, 

2014; Viktorovna & Ivanovich, 2016). By comparing the costs of holding and selling, 

leaders can determine where opportunities exist to improve profitability (Kontus, 2014). 

The goals and objectives of any business should closely align with its inventory (Ahmad 

& Shafie, 2016; Viktorovna & Ivanovich, 2016).  

According to Li, Zhao, and Xie (2015), working capital consists of two major 

components: inventory and labor. Li et al. asserted that if retailers can free up inventory, 

they will see lower carrying costs and increased net profitability. The result is an 

increased amount of capital used for other significant business pursuits that can bolster 

competitive advantage and sustainability.  

Despite the benefits, researchers contend that small- to medium-sized enterprises 

fail to invest in integrated and sophisticated inventory systems (Ahmad & Shafie, 2016; 

López et al., 2013). Small-to-medium enterprises lack personnel with the knowledge, 

functional skill and leadership necessary for operating advanced inventory systems 

(Ahmad & Shafie, 2016). Researchers point to knowledge of inventory management 

systems as the strongest predictor of inventory performance (Ahmad & Shafie, 2016). 

Researchers have postulated that some retail employees rely on judgment alone to 

confirm the in-store availability and location of products (Goyal et al., 2016). Using 

formal inventory management systems can mitigate the inaccuracies resulting from 

unnecessary adjustments to inventory records based on memory rather than observation 

or analysis (DeHoratius & Ton, 2015). The difference between the inventory audit record 
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and the actual inventory observed as in-stock measures the accuracy of the inventory 

(Kontus, 2014). Proper inventory data collection involves observing the location of the 

product, counting the number of product units available, and tagging or labeling the 

product for future reference (Toledo et al., 2017). Business leaders should categorize and 

record products on a daily, weekly, and monthly basis (Goyal et al., 2016).  

Leaders are responsible for generating the capital necessary to carry inventory 

(Kontus, 2014). As a best practice, businesses should maintain enough inventories for 

day-to-day operations while keeping the ordering and carrying costs as low as possible to 

meet most inventory goals (Kontus, 2014). Ordering costs are an important consideration 

and businesses incur costs with each new authorized order, regardless of the size of the 

order (Govind et al., 2017). The cost of doing business requires that orders be made in 

bulk to minimize the number of repeat orders (Toledo et al., 2017). Researchers consider 

batch ordering the result of a poor inventory replenishment process (Govind et al., 2017). 

Some researchers have suggested that retailers keep excess inventories (Eisend, 2014). 

However, the reason for maintaining low inventory, as suggested by (Kontus, 2014), is 

because inventories reflect the investments made in working capital and there is a cost 

associated with keeping large amounts of inventories on hand (Toledo et al., 2017). 

Possessing large amounts of inventory may result in high costs relative to holding, 

transporting, and managing inventory over time (Ahmad & Shafie, 2016; Salam, 

Panahifar, & Byrne, 2016). 

Retailers should use some form of a demand-forecasting model to improve 

performance, advance business competitiveness and profitability based on accurate 
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inventory records (Goyal et al., 2017; Xi & Sha, 2014). Leaders use systematic demand 

forecasts to improve inventory management (Ahmad & Shafie, 2016). An accuracy-first 

approach to managing inventory may help small businesses avoid financial losses and 

promote inventory precision in the business operation (Ahmad & Shafie, 2016; 

Matsumoto & Komatsu, 2015; Viktorovna & Ivanovich, 2016; Xi & Sha, 2014). 

Uncertainty in production schedules may make most supply chains complex and increase 

the likelihood of bottlenecks and production delays (Matsumoto & Komatsu, 2015). The 

uncertainty stems from unknown elements that may create abrupt changes in demand. 

Forecasting can alleviate some uncertainty by creating information on future demand 

(Che-Jung et al., 2016). According to Viktorovna and Ivanovich (2016), the demand for 

inventories rests upon the degree of production and sales, creating dependence on 

inventory funding. In such cases, a production schedule and a cash budget that considers 

production and sales variability is in order. Variability in demand has a direct effect on 

the inventories and total value in the retail space when under the influence of seasonal 

factors (Viktorovna & Ivanovich). The demand for inventories is dependent on the degree 

of production and sales (Che-Jung et al., 2016; Viktorovna & Ivanovich). Product 

availability or fill rate is a critical element in the retail space and if ignored may result in 

customer loss and profitability erosion (Salam et al., 2016). Profitability erosion may 

signal an important misalignment between inventory levels and customer satisfaction 

(Che-Jung et al., 2016; Salam et al., 2016). Leaders should organize routine inventory 

reviews to gain visibility into product levels to ensure products are replenished timely 
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(Salam et al., 2016). Increasing visibility into products may confirm reassurance in 

product availability and stimulate profitability (Li et al., 2015). 

An accurate demand forecast can aid leaders in managing inventory and avoid 

loss of profits (Kontus, 2014; Li et al., 2015). Identifying best practices ensures an 

accuracy-first approach to managing inventory and promotes precise inventory 

replenishment (Goyal et al., 2016). As a best practice, leaders should maintain sufficient 

inventory for day-to-day operations while keeping ordering and carrying costs as low as 

possible (Kontus, 2014). Additionally, leaders should encourage training in inventory 

planning and demand forecasting to promote the quality of knowledge and skill to 

operate an inventory management system (Govind et al., 2017). Lastly, using a just-in-

time inventory management system supported by technology can help lower carrying 

costs. Business leaders can implement inventory control best practices to improve and 

sustain customer satisfaction levels (Goyal et al., 2016; Mohamed, 2016). As leaders may 

discover, profitability signals an important alignment between customer satisfaction and 

inventory levels (Ahmad & Shafie, 2016).  

Alternative Theories  

Retailers use several forecasting methods, including natural methods of judgment 

as well as time series methods such as moving averages (Hassani & Silva, 2015; Sindelár, 

2016). Organizations suffer when a lack of experience and resources adversely affects the 

frequent use of statistical forecasting systems (Trapero et al., 2015). Researchers note a 

strong reliance upon the expert judgment and opinion (Alvarado-Valencia, Barrero, 

Onkal, & Dennerlein, 2017; Padgett et al., 2016; Trapero et al., 2015). Judgmental 
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forecasting involves the instinctive estimation based on experience (Padgett et al., 2016). 

Time series forecasting is a mathematical method useful for making future predictions 

based on time-driven data points (Rathnayaka et al., 2015). Autoregressive integrated 

moving averaging (ARIMA) is one well-explored time series method used in retail 

demand forecasting. Empirical evidence further substantiates claims to validity (Veiga et 

al., 2016).  

Judgmental forecasting. Researchers confirm the use of human judgment and 

moving average forecasting methods for customer demand forecasting in small retail 

settings (Padgett et al., 2016). Forecasting with statistical methods alone can falter 

because of the volatility in the everyday business environment (Sindelár, 2016). 

However, researchers identify expert knowledge as a vital input in the process of demand 

forecasting and suggest that expert knowledge improves the competitive advantage of a 

business (Alvarado-Valencia et al., 2017; Bohanec, Robnik-Sikonja, & Borstnar, 2017). 

Researchers have argued that the judgmental forecasting model is perhaps the most used 

in situations characterized by a lack of resources and expertise in the use of advanced or 

simple statistical forecasting methods (Govind et al., 2017; Weatherford, 2016). 

Judgmental forecasting is an intuitive process; involving predictions often based on 

leadership and combined expert experience (Derbyshire & Wright, 2017; Sindelár, 2016). 

The likelihood of success in the judgmental forecasting method fuels the method’s 

popularity (Derbyshire & Wright, 2017). Forecasters must understand when and how to 

integrate expert judgment into the demand forecasting process to obtain a high degree of 
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accuracy (Alvarado-Valencia et al., 2017). Including prior promotional sales, the activity 

can improve the accuracy of judgmental forecasts (Trapero et al., 2015). 

Judgmental forecasting can be hampered by blind spots (Meissner, Brands, & 

Wulf, 2017) since all experts do not possess uniform levels of knowledge and experience 

on specific subject matters that impact forecasts (Alvarado-Valencia et al., 2017; Chang 

et al., 2015). It is important to consider an expert’s particular domain knowledge 

(Derbyshire & Wright, 2017). For example, a supply chain leader should know about 

ordering different products in specific quantities, while a marketing leader should 

understand market conditions, sales, and competitor factors (Trapero et al., 2015). 

Because each leader is an expert in his or her domain, it is critical that each expert offer 

contributions in his or her respective domain to avoid misguidance and maintain source 

credibility (Alvarado-Valencia et al., 2017; Sindelár, 2016).  

Subject matter expert selection represents a key component of a judgmental 

forecasting strategy (Derbyshire & Wright, 2017) since subject matter experts possess 

expert knowledge on specific subjects. Macro and microenvironments are important areas 

to include (Trapero et al., 2015). Chang et al. (2015) discussed the varying levels of 

knowledge and experience on specific matters that experts possess. Chang et al. and 

Meissner et al. (2017) asserted that leaders should conduct a blind spot analysis to ensure 

that each expert is a fit for engaging in specific aspects of future research. Meissner et al. 

stressed the importance of interviewing each expert, openly asking about elements that 

may influence and guide the future growth of the company. Experts’ interviews should 

include questions on economic, legislative, and technological elements, with the goal of 



31 

 

gathering data that applies to the organization (Meissner et al., 2017). Researchers also 

recommend developing an action plan for providing guidance on the data gathered 

through the interview process (Yin, 2018). Gathered data should be comprehensive and 

supportive of the assumptions and perspectives of the decision makers providing the 

feedback necessary for certifying the findings of the experts (Caretta, 2016). 

Autoregressive integrated moving average forecasting. The introduction of 

new products into the marketplace and seasonal occurrences complicate the prediction of 

customer demand when using judgment forecasting alone (Rathnayaka et al., 2015). 

Statistical methods prove most effective when used in the traditional context of time 

series demand estimation. Forecasters rely most consistently on moving average methods 

and exponential smoothing methods to forecast demand (Trapero et al., 2015). The 

ARIMA model is often used in retail settings to generate forecasts, having been 

thoroughly explored, examined and applied in forecast research due to the model’s 

desirable academic properties and supportive empirical evidence (Hassani, Silva, Gupta, 

& Segnon, 2015; Veiga et al., 2014). Researchers describe ARIMA as a basic linear 

forecasting model that is easy to understand and that produces good results in most 

analyses (Er & Mallick, 2017; Jin & Kim, 2015). The ARIMA model is a common time 

series forecasting framework that can reduce the number of inaccurate forecasts and aid 

leaders in lowering operating costs (Matsumoto & Komatsu, 2015). Researchers suggest 

that its capability of capturing changing consumption patterns makes it capable of 

outperforming frameworks like the Winters’s model (Cheng et al., 2016). The erratic and 

slow-moving nature of intermittent demand makes forecasting a challenge, with erratic 
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results yielding frequent variability of large demand (Cheng et al., 2016). Slow-moving 

results result in small variability in demand (Cheng et al., 2016). 

Time series forecasting is conditional upon the assumption that past events 

influence the future (Ka Man, Na, & Kit, 2015; López et al., 2013; Matsumoto & 

Komatsu, 2015; Toledo et al., 2017). However, when forecasting over longer terms such 

as annual or multi-year periods, forecasters should adjust the prior trend, seasonal and 

data elements that tend to evolve (Ka Man et al., 2015). The adaptive nature of ARIMA 

models renders forecasts more useful for the short-term application (Tomic & 

Stjepanovic, 2017). To use ARIMA strategies, forecasters construct a statistical model 

using past data to reflect the recurring pattern of a time series. Forecasters must begin the 

model with linear historical data to establish a pattern along the time series (Omar et al., 

2016). ARIMA gleans from a group of time series models called autoregressive 

integrated moving average models (Omar et al., 2016). The ARIMA process consists of a 

comprehensive set of three tasks: (a) model identification, (b) model estimation, and (c) 

model checking (Omar et al., 2016; Tomic & Stjepanovic, 2017). The model 

identification task requires awareness of the model elements – the moving average terms 

or lags of the forecast errors, the differenced time series, and the stationary nature of the 

series (Tomic & Stjepanovic, 2017). The identification task is the most important element 

of the process (Omar et al., 2016). Forecasters should follow the ARIMA model process 

for accurate forecasting (Omar et al., 2016).  

ARIMA is simplistic and accurate but is not without disadvantages. ARIMA is 

restrictive than other models when forecasters conduct volatility analyses within a time 
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series (Jin & Kim, 2015). Goodwin (2010) and Veiga et al. (2014) outlined the 

limitations of the ARIMA forecasting model, noting its (a) difficulty in obtaining 

accuracy for any forecast range and (b) the large degree of uncertainty in its estimation of 

various forecasting factors. As a result, forecasting intervals are slimmer than normal 

(Goodwin, 2010). Veiga et al. (2016) also noted the importance of avoiding certain 

assumptions with ARIMA, given its assumption that historical patterns of data will not 

change over time. Of course, if that assumption is true, then accurate forecasts are 

obtainable. Like other time series methods, ARIMA does not capture nonlinear patterns 

(Omar et al., 2016).  

Researchers have identified two effective types of time series forecasting methods 

– moving averages and exponential smoothing. Moving averages, unlike exponential 

smoothing models such as Winters’s (1960) model, put equal weight on past 

observations. ARIMA is a commonly used times series method, especially for retail 

demand forecasting. While time series models are effective, the use of expert opinion 

continues as a viable (Sindelár, 2016). An expert opinion is an effective option for 

demand forecasting in retail settings with limited resources of knowledge and technology 

(Govind et al., 2017). Forecasters should understand the importance of observation 

timing and of the professional fit of experts for ensuring an accurate demand forecast 

(Alvarado-Valencia et al., 2017). Using either ARIMA or expert opinion for demand 

forecasting alone is simplistic since the two approaches limit the forecaster’s ability to 

capture the volatility in data in seasonality (Alvarado-Valencia et al., 2017). As a result, 

exponential smoothing methods fit this doctoral study. 
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Demand Forecasting Strategy and Process 

Demand planning is the genesis of a great demand forecasting strategy (Raza & 

Kilbourn, 2015). Demand forecasting strategies should consist of formulating and 

implementing the stages necessary to advance small business profitability (Samiloglu & 

Akgün, 2016). To implement a demand forecasting strategy in a small, retail, medical 

supply business, leaders should pay attention to details relative to the method of 

forecasting selected (Holt, 1957) and observe the availability of current and past data. 

The importance of understanding the intricacies of demand forecasting cannot be 

understated. If applying Winters’s (1960) demand forecasting approach, leaders will need 

to pay attention to the details involved in trends and seasonality as these intricacies can 

affect profitability. The benefits of competitiveness and sustainability align with the 

profitability of an enterprise and are therefore important to the overarching strategy 

discussion (Wilson & Wu, 2017). Determining the best means of executing the strategy 

must include considerations of competitiveness and sustainability (Teh & Corbitt, 2015; 

Wilson & Wu, 2017). 

Demand planning. Demand planning drives decisions on inventory management, 

replenishment, ordering, and production (Cassettari et al., 2017; Raza & Kilbourn, 2015). 

Retail leaders face sensitive concerns due to fluctuations, diverse product offering, and 

the customers’ expectation for quality (Veiga et al., 2016). Planning is essential to 

countering volatile economic conditions and establishing a strong customer loyalty 

position for all businesses (Raza & Kilbourn, 2015). Align the demand plan with 

inventory plans and profitability goals (Kontus, 2014; López et al., 2013; Samiloglu & 
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Akgün, 2016). The collaborative task of demand planning requires the participation of 

sales, finance, market research and customer service professionals in an organization 

(Raza & Kilbourn, 2015). Demand planners use prior data on orders placed to lay the 

groundwork for their plans (Raza & Kilbourn, 2015; Toledo et al., 2017). Other relevant 

factors include sales history, enterprise strategy, competitor influence, promotions, 

economic conditions, internal constraints, and other social drivers (Raza & Kilbourn, 

2015). The demand plan allows a retail leader to gain a deeper understanding of customer 

needs and confirms the positioning to meet the resulting product demand (Raza & 

Kilbourn, 2015; Salam et al., 2016; Veiga et al., 2016). Failure to understand the 

customer creates an imbalance between the product supply and customer demand 

(Govind et al., 2017; Raza & Kilbourn, 2015).  

Balancing supply and demand creates value and profitability for a business (Che-

Jung et al., 2016; Raza & Kilbourn, 2015). A customer-focused strategy that includes 

evaluating customer satisfaction and loyalty levels may induce profitability (Mohamed, 

2016). Loyal customers are the most profitable for businesses since they do not draw 

marketing or promotional costs. Additionally, loyal customers may be willing to pay 

more for a product when there is trust and assurance that the product will be available 

(Goyal et al., 2016; Mohamed, 2016). The factors that measure customer satisfaction 

include (a) the number of product returns or replacements and (b) the decline or increase 

in sales (Mohamed, 2016). The demand forecasting strategy should consist of 

formulating and implementing stages necessary to advance a small business’s 

profitability (Samiloglu & Akgün, 2016). The collaborative task of demand planning 
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requires the participation of sales, finance, market research and customer service 

professionals in an organization (Siriram, 2016). A customer-focused strategy might 

induce profitability because loyal customers are the most profitable for business since 

they do not draw marketing or promotional costs (Mohamed, 2016). A customer-focused 

strategy may emerge from this study as a best practice.  

Forecasting strategy. According to Gebczynska (2016), the first stage of strategy 

creation begins with the outcome in mind. Leaders use the desired outcome to lay the 

groundwork for the analysis and the vision for the strategy. Forecasters should align the 

strategy with operating activities and identify themes, goals, and objectives. Successful 

strategy implementation depends on successful strategy formulation (Isaenko & Degtyar, 

2015; Van & Nienaber, 2015). Bunger et al. (2017) suggested several considerations 

when implementing any strategy: (a) identifying the responsible party for designing and 

executing the strategy, (b) enforcing the processes necessary for designing and executing 

the strategy, and (c) identifying the targets and measures for success. Strategy 

implementation also depends on identifying the rate of frequency for applying the 

strategy, identifying the desired outcomes, and identifying the impacts to the business 

(Bunger et al.). It is also necessary to identify the business, pragmatic or empirical case 

justification for the strategy. Strategy implementation may have a positive or adverse 

impact on business operations and outline solutions to business problems for which the 

strategy is intended (Bunger et al.). Leaders should create a monitoring plan to ensure 

that the postmortem occurs on the strategy to review and analyze quantitative and 

qualitative success indicators (Van & Nienaber, 2015). Profitability should be the 
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quantitative measure of success for the small business with customer satisfaction 

providing the qualitative measure of success (Samiloglu & Akgün, 2016). Modifications 

to the strategy may be necessary if the analyses indicate weaknesses in the strategy. 

Leaders must compare and analyze actual historical data for inaccuracies to determine a 

forecast model’s efficiency and effectiveness for the current period (Holt, 1957; Winters, 

1960).  

Bunger et al. (2017) explained implementation strategies as methods or 

techniques used to heighten the acceptance and sustain a program or operation. In most 

large enterprises, those who design strategies are different from the leaders who 

implement and execute them (Otchere-Ankrah, Tenakwah, & Tenakwah, 2015). Formed 

silos exist in the larger businesses, and thus there may be a loss of communication and 

reasoning behind the strategy (Trapero et al., 2015). Smaller businesses can avoid the 

silos and loss of communication that plague larger enterprises (Simionescu & Bica, 

2014). Business leaders may see the need to adjust the strategy to the ever-changing 

business environment to avoid implementation failure (Gebczynska, 2016). Strategy 

implementation failure often results from an unapproved strategy, lack of skill, poor 

communication, lack of details, and inability to execute in the planning phase (Shockley, 

Plummer, Roth, & Fredendall, 2014). Leadership input during strategy implementation 

supports comprehensive feedback on quality assurance procedures, educational literature, 

and any new process or procedural documents needed (Bunger et al., 2017). A pro 

strategy workplace depends on competency building, vision for organizational change, 
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and sustaining competitive advantage (Bunger et al., 2017; Jansson, Nilsson, Modig, & 

Hed Vall 2015).  

Van and Nienaber (2015) suggested that time constraint is a barrier faced by 

forecasters. Strategy implementation can be time-consuming as dictated and perceived by 

leaders at various levels. Additionally, Van and Nienabar suggested that the components 

to the implementation phase of a demand forecasting strategy in a small retail 

environment include: (a) understanding inventories, customer demand, increasing 

knowledge and expertise among associates, and (b) selecting a forecasting 

framework/model. Otchere-Ankrah et al. (2016) stressed the importance of teaching the 

forecasting and allowing associates and leaders to grasp the subject, make mistakes, and 

learn from them. Shockley et al. (2014) found that most of the 219 poor-performing, low-

profitability retail companies they studied had failed to invest proper resources into their 

forecasting infrastructure and training/development of employees. While researchers 

have not identified a perfect method, findings suggest that the use of forecasting models 

and investing in the skill development of associates can improve inventory with 

profitability long-term (Otchere-Ankrah et al., 2016). Sindelár (2016) contended that 

domain and forecasting work experience are significant contributors to forecasting 

success in the retail space. The literature included some discussion of other factors such 

as education, but findings confirmed that education does not contribute greatly to 

forecasting performance (Sindelár, 2016). Business leaders can acknowledge the social 

climate in the workplace with communication among peers and leadership (Sindelár, 

2017) to encourage forecasting expertise.  
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Forecasting process. The forecasting process is vital to any business operation 

according to Weatherford (2016) and contributes to the decision-making process (Che-

Jung et al., 2016). Large businesses use a mix of qualitative and quantitative forecasting 

methods and have more resources than small businesses (Hofer et al., 2016). However, a 

lack of resources does not diminish the value or importance of forecasting accuracy in 

small businesses. The accuracy level of the forecast should increase the intelligence on 

market demands (Che-Jung et al., 2016). A forecast should begin with the selection of a 

model, with prior historical information modified as the forecast progresses (Stekler, 

2015). Forecast method criteria should include the likelihood of accuracy, cost avoidance, 

return on investment, simplicity, timeliness, and comprehensibility (Hofer et al., 2016; 

López et al., 2013. Forecasters will establish a baseline mathematical forecast and later 

adjust for market conditions and other external factors (Trapero et al., 2015). A forecaster 

must be careful not to modify too early in the process, to avoid the risk of not having 

captured all the information critical to the output of the forecast (Goodwin, 2010). A test 

for efficiency is necessary when evaluating a forecast in real time, with efficiency defined 

as the declining gap between the forecasts and realization (Bohanec et al., 2017; Stekler, 

2015). Stekler (2015) recommended evaluating forecast variables together. The Winters’s 

(1960) model includes the variables of the level, trend, and seasonality, with the three 

variables evaluated simultaneously. The model relies on the alignment and impact on the 

forecast as the basis for evaluation. The forecaster, through a process known as 

multivariate evaluation, will avoid confirming one variable as sensible while the other 

two variables are determined to be suboptimal (Stekler, 2015). 
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Therefore, selecting a forecast model is vital to the success of the overall forecast, 

with simplicity and vigor being the most important criteria for evaluation (Van & 

Nienabar; 2015; Winters, 1960). Forecasters must take important steps to build a strategy, 

design phases of execution, and monitoring, engage the workplace culture, and select a 

forecast model. It is critical that forecasts align the forecasting strategy with operating 

activities and identify themes, goals, and objectives. Strategy implementation and 

postmortem phases are ideal processes for ensuring the forecast execution and monitoring 

of success indicators (Bunger et al., 2017). The quantitative and qualitative measures of 

profitability and repeat purchases align with the customer satisfaction demonstrated the 

level of success (Van & Nienaber, 2015). Competency building and sustaining 

competitive advantage can promote demand forecasting in the workplace (Bunger et al., 

2017; Jansson et al., 2015).  

Competitiveness and sustainability. Effective strategies should include the goal 

of competitiveness, a benefit of which is profitability (Samiloglu & Akgün, 2016). A 

small, retail, medical supply business should position itself to offer a full and best-in-

quality product offering when compared to its competitors (Liu et al., 2016). Effective 

demand forecasting strategies may aid a small, retail, medical supply business in the 

quest to increase profitability (Kontus, 2014). Van and Nienaber (2015) described the 

competitive advantage as rare, indisputable, and resourced based. Business leaders may 

need to reflect and identify the product categories that they wish the business to introduce 

and sustain (Van & Nienaber, 2015; Wilson & Wu, 2017). The products that drive 

multiple revenue streams are those sold to the public for profit and those that are also 
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made available for fee reimbursement from the state and federal government’s durable 

medical equipment and supplies programs (Kentucky Cabinet for Health & Family 

Services, 2018; U.S. Department of Health & Human Services, 2017). 

Business sustainability from a demand-forecasting context meets the existing and 

future needs of the business and its customers (Wilson & Wu, 2017). Sustainability 

supports a small, retail, medical supply company in the aim of prospering financially 

without sacrificing the company’s organic contribution to itself, society and social capital 

(Inigo, Albareda, & Ritala, 2017; Teh & Corbitt, 2015). Businesses with sustainment 

capacity demonstrate this capacity while also predicting future needs and supporting 

internal growth (Wilson & Wu, 2017). Sustainability is important and is conditional upon 

the leadership strategy, planning, vision, and decision-making of business leaders 

(Jansson et al., 2015). Otchere-Ankrah et al. (2016) argued that leaders with planning and 

forecasting responsibilities perform such tasks to monitor competition, legislation, 

technology, economic and market conditions that may threaten or strengthen a business. 

Small, retail, medical supply business leaders may scan the environment to stay proactive 

and not reactive to macroenvironmental factors that may induce a change in the business 

(Holt, 1957). Leaders should understand the business environment while building a 

demand strategy (Holt, 1957). A leader in a small, retail, medical supply business in 

Kentucky, therefore, should understand the customer population, the product offering, the 

federal and state regulatory implications, and the prior documented weaknesses and 

threats to the business. Understanding the environment allows business leaders to identify 
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and assess the likelihood of new opportunities, product offerings, and customers (Raza & 

Kilbourn, 2015; Siriram, 2016). 

Liu et al. (2016) affirmed the alignment between business competitive advantage 

and profitability. Leaders need to understand the source of revenues and find ways to 

minimize costs for greater profits (Weatherford, 2016). As profitability increases, so does 

sustainability (Mohamed, 2016; Wilson & Wu, 2017). Businesses with sustainability can 

operate while predicting future needs and supporting internal growth (Wilson & Wu, 

2017). Understanding the overall environment is critical for building and executing a 

competitive, profitable, and sustainable business through demand forecasting (Hofer et 

al., 2015; Siriram, 2016; Wilson & Wu, 2017). The business environment includes 

internal business needs such as inventory management as well as external business 

aspects such as market conditions (Kontus, 2014; Winters, 1960). Understanding the 

overall environment may position leaders to recognize the opportunities and threats that 

can strengthen or weaken the product offering and better generate the forecasts used to 

make business decisions. 

Transition  

The literature review included a synthesis and analysis of current literature, 

including (a) the Winters’s (1960) demand forecasting approach that is the conceptual 

framework of the study; (b) alternative methods to the conceptual framework, including 

judgment forecasting and autoregressive integrated moving averages; and (c) the small 

business environment alignment to demand forecasting, inventory management, and 

sustainable strategy. I discussed research that supports the retailers’ use of a demand-
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forecasting model to improve performance, advance business competitiveness, and 

profitability based on accurate inventory records. I referenced the work of researchers 

who have supported the alignment of inventory plans and design goals with a demand 

plan. Additionally, I discussed the practice of the small, retail, medical supply business 

leader scanning the environment to stay proactive while building a demand strategy. 

In Section 2, I expanded on the problem statement, restated the purpose statement, 

and provided a description of the roles of the researcher. I included a discussion of 

research methods and designs, population and sample size, ethical considerations, modes 

of data collection, analysis, and techniques. Section 2 concludes with a discussion of 

qualified research on reliability and validity. In Section 3, I outlined the results of the 

study through the presentation of outcomes, professional practice application, 

implications for social change, call for action, recommendation for future research, 

reflections, and study conclusions. 
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Section 2: The Project 

Section 2 begins with the purpose statement outlining the intent to explore 

successful demand forecasting strategies. The section includes a summary of my role as 

the researcher and a description of my intent to build trust and ethically engage with the 

eight participants that served as the target population of the study. I outlined and 

elaborated on the research method and design and discussed the population and sampling 

methods necessary for conducting a qualitative case study. The section includes my 

gathering and analyzing of the data in an ethically sound manner and confirming the 

reliability and validity of the study.  

Purpose Statement 

The purpose of this qualitative single case study was to explore the successful 

demand forecasting strategies that small, retail, medical supply business leaders use to 

increase profitability. The target population for this study consisted of eight business 

leaders from a private, small, retail, medical supply business in Kentucky. These business 

leaders had a history of successfully implementing strategies to forecast customer 

demand to increase profitability. The implications for social change are that medically 

underserved Kentucky citizens in need of accessible and abundant medical supplies could 

benefit from successful demand forecasting strategies applied by small, retail, medical 

supply companies through greater availability of retail medical products and an elevated 

level of caregiving as a results of these products.  
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Role of the Researcher 

The role of the qualitative researcher is to collect data based on the experiences of 

participants for interpretation and data analysis, which is critical to qualitative research 

(Kozleski, 2017). I collected data from participants who had successful experience 

applying demand forecasting strategies within a small, retail, medical supply setting in 

Kentucky. According to Neale (2016), qualitative researchers may use iterative 

categorization for managing the analysis, most analytical methods, and conceptual 

frameworks. Lach (2014) explained that the qualitative researcher should code and 

analyze data according to topic, theme, theory, or concept. Therefore, I applied 

techniques of coding text and data into themes to help support logical thoughts, 

arguments, and conclusions drawn to expand theoretical concepts in this study. 

I have a scholarly interest in demand forecasting, and I do not have prior 

professional experience or current professional relationships in the small, retail, medical 

supply industry. Manurung and Mashuri (2017) proposed that interest-based instructional 

materials could motivate a learner to apply prior knowledge of an instructional topic. 

Zhe, Zhiyuan, Lichan, and Ed (2015) noted that building up an interest in a topic through 

belief influences and expressed written and oral communication is an effective method to 

foster support. Kidney and McDonald (2014) postulated that having a relationship with 

the participants might reduce the number of barriers to collecting data.  

Therefore, I made personal introductions to all study participants and communicated my 

interest in the retail, medical supply space to encourage dialogue and support. 
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According to Elo et al. (2014), the ethical role of the researcher is to build trust 

and safeguard the rights of participants in a research study (Bull et al., 2015; 

Hammersley, 2015). Researchers use The Belmont Report for ethical guidance on 

research involving human subjects (U.S. Department of Health & Human Services, 

2014). The Belmont Report includes the instructions for research participant invitation 

and consent to engage in a research study as well as outlines the basic ethical principles 

of beneficence, justice, and respect for persons or subjects (U.S. Department of Health & 

Human Services, 1979). Mhaskar et al. (2015) suggested that university institutional 

review boards (IRBs) are the primary authority for clinical research studies approval in 

the United States. As the leading authority, IRBs safeguard the rights and welfare of 

human participants and work to approve ethical, safe, and compliant studies (Mhaskar et 

al., 2015). 

Researchers use strategies to lessen bias during the data collection, analysis, and 

conclusion of a case study (Onwuegbuzie & Hwang, 2014; Perkmann & Schildt, 2015). 

Researchers act alone as the data collector to reduce bias (Heslop, Burns, Lobo, & 

McConigley, 2017; Merriam, 2014). Additionally, researchers use methodological 

triangulation to analyze data and minimize bias in study findings (Perkmann & Schildt, 

2015). As part of the strategy to minimize bias, I acted alone as the data collector and 

used methodological triangulation as part of my data analysis process. I also used 

member checking to reduce bias. Member checking is a method of presenting results and 

interpretations to the participants to be confirmed and validated, and in this way, the 
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plausibility and truthfulness of the data collected can be acknowledged and supported 

(Zohrabi, 2013). 

Qualitative researchers use an interview protocol (see Appendix A) to guide them 

in complying, coordinating, and executing the data collection process (Dikko, 2016; Yin, 

2018). Researchers also use an interview protocol to complete the information analysis 

process (Yin, 2018), which may strengthen the reliability of semistructured interviews 

(Castillo-Montoya, 2016). Researchers conduct an inquiry-based conversation along with 

a feedback and piloting system by following the interview protocol (Castillo-Montoya, 

2016). Additionally, researchers can use an interview protocol to stay on task and aligned 

with research goals (Baskarada, 2014; Boehm & Hogan, 2014). Gould et al. (2015) 

postulated that the inclusion of open-ended questions in the interview protocol and 

follow-up inquiries, when allowed, is appropriate in a qualitative study. Therefore, I used 

an interview protocol as an important guide for coordinating, executing, and 

strengthening semistructured interviews with open-ended questions. My interview 

protocol included seven, open-ended questions designed to elicit the participant responses 

necessary to extract data that helped me answer the overarching research question for the 

study (see Appendix A).  

Participants 

Business leaders with at least 5 years of demand forecasting strategy experience 

within a retail medical supply setting to increase profitability met the participant 

eligibility criteria. Manhas and Oberle (2015) suggested that existing expertise and 

knowledge determines the degree of readiness to participate in a study and communicate 
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articulately and thoughtfully. Coleman (2014) postulated that knowledge of company 

operations and finances is essential eligibility criteria. According to Cadman et al. (2014) 

and Young et al. (2014), the skills and experience in a specific phenomenon are 

significant criteria for the selection of participants.  

Qualitative researchers must obtain approval from gatekeepers to access 

participants for data collection purposes (Ortiz, 2015; Speer & Stokoe, 2014). 

Gatekeepers have great knowledge of the company and can provide access to internal 

workings of the company to external parties (Stark, Garza, Bruhn, & Ane, 2015; Van den 

Brink & Benschop, 2014). Letters of cooperation traditionally contain a standard that 

participants have the right to engage or disengage from the study at their will without 

consequence (Nguyen, 2015; Petrova, Dewing, & Camilleri, 2016). Researchers should 

use electronic communication channels to gain access to an organization (Byrne et al., 

2016; Song & Suh, 2016). Al-Alwani (2015) and Lenters, Cole, and Godoy-Ruiz (2014) 

asserted the importance and relevance of e-mail correspondence. I identified an 

authoritative gate keeper in a retail medical supply organization through viva voce. My 

strategy for gaining access to participants was to send an e-mailed letter to an 

organizational gatekeeper requesting access to the organization and explaining 

participants’ rights. I prepared an interview protocol beforehand as a guide to my 

compliance, coordination, and execution of the data collection process (see Appendix A). 

The next steps I took were to (a) extend an invitation to the gatekeeper to participate in 

my study, (b) explain my study, and (c) request permission to ethically interview 

participants. Once the letter of invitation was accepted by the gatekeeper, I sent a letter of 
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cooperation to confirm approval to conduct my research study in an organizational setting 

and further explaining participants’ rights. If the gatekeeper had not accepted my 

invitation, I would have ceased all communication and moved on to invite a gatekeeper 

of another organization where the owners are operators.  

Researchers treat participants as partners to establish trust and build a working 

relationship with them (Angrist, 2015). Research participants need to trust researchers to 

have an effective working relationship (Johnson, 2014; Marshall & Rossman, 2016). 

Astin, Horrocks, and Closs (2014) and Kidney and McDonald (2014) asserted that 

fostering trust is conditional upon the informal and flexible aspects of participation. Alby 

and Fatignant (2014) asserted that researchers and participants need clear, frequent, and 

spontaneous communication because, according to Yanchar (2015), communication style 

is vital to relationship building. Therefore, I treated participants as partners through 

maintaining a relaxed and flexible style of communication during the informed consent 

process to build a trust-based working relationship.  

The overarching research question for this study aligned with my intent to select 

participants having at least 5 years of demand forecasting strategy experience within a 

retail medical supply setting. Marshall and Rossman (2016) suggested that participants 

with the greatest number of years of experience establish the strongest foundation for a 

better understanding of the phenomenon. Researchers set eligibility criteria, as asserted 

by Shoup (2015), to confirm selected participants have the successful experience and 

knowledge relative to the research study (Young et al., 2014). I selected eight leaders 

with at least 5 years of demand forecasting strategy experience within a retail medical 
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supply setting because of their knowledge relating to the topic under study, reinforcing 

alignment to the research question.  

Research Method and Design 

Research Method 

Yin (2018) asserted the importance of selecting the most appropriate research 

method for useful results. The qualitative method is appropriate when a researcher seeks 

to understand a bounded system using multiple data sources in a real environment (Cope, 

2015; Dabić & Stojanov, 2014). Elo et al. (2014) and Wowak and Boone (2015) 

postulated that the qualitative method is also useful to inquire about the process of a 

phenomenon. Lach (2014) suggested that techniques of coding text and data into themes 

help support logical thoughts, arguments, and conclusions drawn to expand theoretical 

concepts. I applied the qualitative method for my study because my intent was to explore 

a bounded system of demand forecasting strategies in a small medical supply business. 

Using the quantitative method, a researcher may test the statistical significance of 

relationships or differences among variables by testing related hypotheses (Lamb, 2013; 

Thamhain, 2014). Researchers use the quantitative method to explain numerical changes 

in a population or provide clarifications of predictions (Khan, 2014; Lach, 2014). The 

mixed method contains elements of both qualitative and quantitative research approaches 

(Caruth, 2013; Landrum & Garza, 2015). Researchers use the mixed method to explore 

problems and examine solutions relative to the overarching research question (Sparker, 

2014). I did not intend to examine solutions or statistical measurements and relationships 
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among two or more variables relative to testing hypotheses; therefore, the quantitative 

method and quantitative elements of the mixed method were not suitable for this study.  

Research Design 

The single case study design was suitable for this qualitative exploration of the 

demand forecasting strategies in a small, retail, medical supply business in Kentucky. I 

selected the single case study design because I intended to explore explicit, unique 

aspects of my research, and best understand the why and how of demand forecasting 

strategies. Ang et al. (2016) argued that with the single case study design, researchers 

gather and analyze qualitative data to realize explicit elements rather than broad 

generalizations. According to Dasgupta (2015) and Vohra (2014), the single case study is 

optimal for capturing explicit and unique cases. Lewis (2015) and Yin (2018) suggested 

that the single case study design allows a researcher to explore best why, how, or what of 

a phenomenon which, in this case study, was successful demand forecasting strategies 

used to increase profitability. 

While not a part of my study design, qualitative researchers employ the 

application of ethnographic and phenomenological designs, focusing on cultures and 

lived experiences. The goal of the phenomenological researcher is to explore the 

meanings of participants’ lived experiences (Dasgupta, 2015; Stanley & Nayar, 2014). 

Additionally, phenomenological designs generally require at least 20 study participants 

(Bevan, 2014). Ethnographic researchers focus primarily on human cultures (Brown-

Saracino, 2014; Goodrich et al., 2014). Ethnographic researchers deepen their 

understanding of the behaviors and cultural effects of individuals and groups, through 
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social engagement (Brown, 2014; Welch et al., 2015). The phenomenological and 

ethnographic designs were not suitable for this study because I did not explore 

participants’ lived experiences or shared cultural beliefs in this study. Therefore, the case 

study design was the most appropriate qualitative research design for this study. 

As a researcher, I aimed to accomplish data saturation during this doctoral study 

on demand forecasting strategies. Fusch and Ness (2015) suggested that data saturation 

would vary by study design. I selected a single case study design to include a census of 

eight participants. Marshall, Cardon, Poddar, and Fontenot (2013) asserted that 

researchers reach data saturation with as few as three study participants in a qualitative 

case study. According to Robinson (2014), researchers need a census under 20 to reach 

data saturation. Saturation refers to reaching a point of informational exhaustion (Gentles, 

Charles, Ploeg, & McKibbon, 2015; Roy, Zvonkovic, Goldberg, Sharp, & LaRossa, 

2015). The technique of interviewing participants until the repetition of responses occurs 

is in line with the Carman et al. (2015) suggestion for achieving data saturation. 

Additionally, data saturation occurs when there is adequate information without 

diminishing returns (Liu et al., 2014). Data saturation occurs when after interviewing 

participants, there is no discovery of new information (Fusch & Ness, 2015; Liu et al., 

2014). Therefore, I reached data saturation by interviewing all participants until repetitive 

responses occurred and there was no new information introduced. If I had not reached 

data saturation with eight participants, I would have continued to interview the 

participants until no new themes emerged. 
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Population and Sampling  

I sampled a small number of individuals so that I obtained a thorough and 

intensive analysis. According to Gentles et al. (2015), researchers sample a portion of the 

target population rather than the population in its entirety. The goal of qualitative 

research sampling is to obtain rich and in-depth information useful for understanding 

multifaceted, varying, and relative details of a case (Boddy, 2016; Gentles et al., 2015). 

Idiographic (small) sample sizes are effective enough for single cases to offer enough 

data for intensive analysis (Robinson, 2014). 

I purposefully sampled individuals with successful demand forecasting strategy 

experience from a population of leaders within a small, retail, medical supply company in 

Kentucky. Researchers describe purposeful sampling as a widely applied tool in 

qualitative research and participant selection (Bethea, Murtagh, & Wallace, 2015; 

Gentles et al., 2015). Researchers find purposeful sampling most helpful for the selection 

process of participants based on the phenomenon (Barratt, Ferris, & Lenton, 2014; 

Misigo & Kodero, 2014). Robinson (2014) and Wang, Rafiq, Li, and Zheng (2014) 

described the importance of purposeful sampling as identifying critical persons within a 

population, possessing the most knowledge about a subject.  

Qualitative researchers use convenience and snowball sampling as alternatives to 

purposeful sampling (Carman et al., 2015). Generalizations in research limit convenience 

sampling (Donoghue & De Klerk, 2013). Convenience sampling is restrictive to limited 

data (Bashir & Madhavaiah, 2014; Prabadevi, 2014). Hutabarat and Gayatri (2014) 

asserted that the success of snowball sampling hinges on personal contacts. Additionally, 
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snowball sampling involves the use of individuals influenced by study participants 

(McCreesh, Tarsh, Seeley, Katongole & White, 2013). The restrictive nature of 

convenience sampling was not appropriate for my study. The large reliance upon 

influenced persons in snowball sampling was not appropriate for my research.  

In this single case study, my sample included eight participants. I sampled a small 

size of participants so that I obtained a thorough and intensive analysis. According to 

Gentles et al. (2015), researchers sample a portion of the target population rather than the 

population in its entirety. The goal of qualitative research sampling is to obtain rich and 

in-depth information useful for understanding multifaceted, varying, and relative details 

of a case (Boddy, 2016; Gentles et al., 2015). Robinson (2014) asserted that idiographic 

(small) sample sizes are effective enough for single cases to offer enough data for 

intensive analysis. The small sample size of a qualitative case study may be homogenous 

and expressive regarding work-life history homogeneity (Robinson, 2014). Additionally, 

McIntosh and Morse (2015) postulated that a case study analysis is thorough with a 

smaller sample size. 

Fusch and Ness (2015) suggested that data saturation would vary by study design. 

I selected a single case study design to include a census of eight. Marshall et al. (2013) 

asserted that researchers reach data saturation with as few as three study participants in a 

qualitative case study. According to Robinson (2014), researchers need a census under 20 

to reach data saturation. Saturation refers to reaching a point of informational exhaustion 

(Gentles et al., 2015; Roy et al., 2015). Additionally, the technique of interviewing 

participants until the repetition of responses occurs is in line with the Carman et al. 
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(2015) suggestion for achieving data saturation. Data saturation occurs when there is 

adequate information without diminishing returns (Liu et al., 2014). Data saturation 

occurs when after interviewing participants, there is no discovery of new information 

(Fusch & Ness, 2015; Liu et al., 2014). I reached data saturation by interviewing all 

participants until repetitive responses occurred and there was no new information 

introduced.  

Selection criteria for participating in this study was a working knowledge of 

demand forecasting strategies, demonstrated through at least 5 years of successful 

demand forecasting experience. According to Cadman et al. (2014) and Young et al. 

(2014), the skills and experience in a specific phenomenon are significant criteria for the 

selection of participants. Marshall and Rossman (2016) suggested that participants with 

the greatest years of experience establish the strongest foundation for a better 

understanding of the phenomenon. I conducted confidential, in-depth interviews in a 

private, quiet office on site of the organization, at a time of convenience for the 

participants. Cotter et al. (2015) and Dikko (2016) suggested that a quiet environment is 

necessary for an interview and may encourage participation. Cetina, Dumitrescu, and 

Vinerean (2014) and Easterling and Johnson (2015) postulated that valuable interviews 

occur at the confidential place and time of convenience for interviewees.  

Ethical Research 

I had the responsibility of ensuring that participants understand any possible 

ethical challenges that may arise in the research study through an informed consent 

process. An informed consent document is a participant agreement containing participant 
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rights in the research data collection process (Atz, Sade, & Williams, 2014; Halkoaho, 

Pietila, Ebbesen, Karki, & Kangasniemi, 2016). Researchers are encouraged to draft the 

informed consent form in a comprehensible format (Montalvo & Larson, 2014). Birt, 

Scott, Cavers, Campbell, and Walter (2016) postulated that including consent practices 

might further encourage participation in a study. Therefore, I interviewed only the 

individuals who signed an informed consent form to participate without receipt of 

incentives.  

The ethical prowess of a study hinges on a high degree of trust between 

participants and the researcher (Barker, 2013; Elo et al., 2014). Participants are research 

partners (Angrist, 2015). As partners, participants should receive information about the 

aim of the study, including its voluntary nature and without financial incentives (Kendall 

& Halliday, 2014; Robinson, 2014). Offering incentives to participants may raise valid 

concerns about the data quality (Dixon, 2015; Parsons & Manierre, 2014). I established 

trust with participants to build the ethical prowess of this study by proactively sharing 

information about the purpose and voluntary conditions of the study. I did not offer any 

incentives to participants because an inappropriate reward or other overture to gain a 

participant’s compliance is a form of undue influence and is prohibited by the Belmont 

Report (U.S. Department of Health & Human Services, 1979). 

Participants were free to withdraw from the study at any time. Participants should 

understand that they have the right to freely engage or disengage from the study at their 

will without penalty (Kawar, Pugh, & Scruth, 2016; Petrova et al., 2016). Researchers 

further adhere to ethical standards by informing participants of their right to withdraw 
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from the research study (Faisal, Matinnia, Hejar, & Khodakarami, 2014; Furunes et al., 

2015). Maintaining open communication with all parties during the data collection 

process aligns with the strategy of (Yeldham & Gruba, 2014). Al-Alwani (2015) and 

Lenters et al. (2014) asserted the importance and relevance of e-mail communication. 

Therefore, I required that participants use e-mail as the primary channel to communicate 

with me their intent to disengage, before or after signing the informed consent form. 

My completion of the National Institute of Health training reflected my assurance 

to protect research participants (see Appendix D). The National Institute of Health 

emphasizes the researcher’s responsibility for safeguarding human research participants 

in the National Institute of Health training program (U.S. Department of Health & 

Human Services, 2014). Wolf et al. (2015) postulated that researchers holding certificates 

in privacy and protections have the best opportunities to increase study participation. 

Anderson and Cummings (2016) asserted that IRBs approve researchers who need to 

certify their compliance with ethics in a study. Mhaskar et al. (2015) suggested that 

university IRBs are the primary authority for clinical research studies approval in the 

United States and focus on safeguarding human rights. I obtained documented IRB 

approval from Walden University. The IRB approval number for this study was 02-13-

19-0541444.  

Researchers should take every opportunity to mitigate the risk of violating a 

research participant’s privacy and confidentiality (Bull et al., 2015). Check, Wolf, Dame, 

and Beskow (2014) strongly asserted the importance of privacy of all subjects when 

gathering data. Andrews, Dyson, and Wishart (2015) promoted the use of confidentiality 
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of research participants for mitigating risks to the privacy of participants. Thus, I omitted 

and replaced the names of participants in addition to the target organization from the 

study with codes to protect the privacy and confidentiality of participants. Miller, 

Gottlieb, Morgan, and Gray (2014) and Bamrara (2015) encouraged the secure protection 

of participants’ data. Watson (2015) and Wolf et al. (2015) concluded that the destruction 

of all data is necessary following its original purpose. I now store all collected data in a 

locked safe. I have planned to destroy all applicable data upon the 5-year expiration date.  

Data Collection Instruments  

In this qualitative, single case study, I acted as the primary instrument of data 

collection. Researchers have a valuable role as the primary instrument of data collection 

(Merriam, 2014). Heslop et al. (2017) asserted that qualitative researchers act alone as the 

primary instrument to detect and explain the findings of a study (Marshall & Rossman, 

2016). I used a semistructured interview format to ask open-ended questions to gather 

data. Semistructured interviews can be in-depth and honed through meaningful dialogue 

(Bryman, 2015; Esteves, 2014; Starr, 2014). Through meaningful dialouge, I explored 

demand forecasting strategies that small, retail, medical supply business leaders use to 

increase profitability. The semistructured interview differs from the traditional 

phenomenological interview as more preparation is required to collect data over a longer 

duration (Brown, 2014; Levine, 2015). Additionally, I reviewed company documents 

such as product offering sheets and prior month forecasts. Brédart et al. (2014) and 

Saunder, Lewis, and Thornhill (2015) suggested the review of documents and relevant 

processes to extend the opportunity for additional data. Dabić and Stojanov (2014) 
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confirmed documents as a useful type of data for qualitative studies. I found the use of 

secondary data viable to the study. 

Enhancing the validity and reliability of any study is of great importance 

according to several scholars (De Massis & Kotlar, 2014; Yin, 2018). Researchers 

confirm the credibility of results using member checking according to Birt et al. (2016) 

and increases the validity of qualitative research (Caretta, 2016). Additionally, member 

checking is a tool used to validate the responses of participants (Cope, 2015; Houghton, 

Casey, Shaw, & Murphy, 2013). Member checking is a technique that qualitative 

researchers may use for verifying participants’ answers to interview questions to ensure 

the accuracy and alignment of participants’ responses (Andrasik, Chandler, Powell, 

Humes, & Wakefield, 2014; Saunder et al., 2015; Simpson & Quigley, 2016). I ensured 

credibility by conducting member checking while adhering to an interview protocol. I 

gave study participants my interpretation of their responses to interview questions and 

asked participants to verify their answers.  

Data Collection Technique 

The data collection process includes face-to-face semistructured interviews as the 

primary technique for data collection. I followed an interview protocol (see Appendix A). 

I collected data from the possible interview sources: (a) initial consented face-to-face 

participant interviews, (b) transcribed interview responses, and (c) member checks for 

interpretation accuracy purposes. I conducted initial in-depth 30-minute semistructured, 

face-to-face interviews to explore demand forecasting strategies that small, retail, medical 

supply business leaders use to increase profitability.  
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Bryman (2015) and Yii, Powell, and Guadagno (2014) described the 

semistructured interview as an effective qualitative research data collection technique. 

Yin (2018) and Sparker (2014) suggested that semistructured interviews are appropriate 

when seeking out a stronger insight into a phenomenon. Roberts et al. (2014) and 

Keränen and Jalkala (2014) suggested the use of open-ended questions in a case study to 

gather direct views. Alexanders, Anderson, and Henderson (2015) asserted that 

researchers could obtain a rich understanding of participants’ experiences through open-

ended questions. 

Augustsson (2014) and Kihl, Babiak, and Tainsky (2014) recommended 

researchers conduct face-to-face interviews lasting 30-60 minutes. Face-to-face 

interviews are common in qualitative studies (Bowden & Galindo-Gonzalez, 2015; 

Schaupp & Bélanger, 2014; Sorina-Diana, Dorel, & Nicoleta-Dorina, 2013). Participants 

prefer face-to-face interviews (Irvine, Drew, & Sainsbury, 2013). Face-to-face interviews 

are flexible for the researcher to clarify responses and expand findings (Pacho, 2015). I 

conducted face-to-face, semistructured interviews to obtain deeper insights into demand 

forecasting strategies. Seven open-ended questions aligned with a primary research 

question: What demand forecasting strategies do small, retail, medical supply business 

leaders use to increase profitability?  

According to Walker et al. (2016), note taking during interviews contribute to the 

success of a study. Yeldham and Gruba (2014) concluded that researchers benefit from 

good listening skills during the data collection process. Researchers should transcribe rich 

details, verbal and nonverbal on the study topic during the note-taking process (Shapka, 
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Domene, Khan, & Yang, 2016). Therefore, I listened and drafted notes during the 

interview process. 

Member checking is a practical tool for interpretation of responses in interviews 

(Birt et al., 2016). Researchers use member checking to verify the accuracy and 

completeness of the interpretation of interviewees’ responses in interviews (Cope, 2015; 

Doubet & Ostrosky, 2015). Andrasik et al. (2014) and Onwuegbuzie and Byers (2014) 

postulated that follow-up interview questions allow the researcher to obtain clarity and 

verify accuracy on the participant’s comments. Therefore, I asked the participants to 

verify the accuracy of my written interpretation of their responses as part of the member 

checking process.  

Researchers realize the advantages of semistructured interviews as traditionally 

reflecting rich and extensive results (Frels & Onwuegbuzie, 2013). According to Kihl et 

al. (2014), researchers can obtain fully understandable perspectives through 

semistructured interviews, thus, making the interview format advantageous. Bowden and 

Galindo-Gonzalez (2015) asserted that researchers find semistructured, face-to-face 

interviews advantageous when observing body language. Additionally, the researcher’s 

use of secondary data such as archival documents may further support findings from 

initial data collected (Yin, 2018). Secondary sources are additional and contribute to the 

triangulation method to enhance the credibility of a study (Fusch & Ness, 2015). 

Researchers can save time on analysis using secondary sources (Saunder et al., 2015). 

Doody and Noonan (2013) concluded that a disadvantage of semistructured interviews is 

that novice researchers may fail to ask direct questions, resulting in missed data 
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collection opportunities. McIntosh and Morse (2015) postulated that researchers might 

encounter socially awkward dialogue during semistructured face-to-face interviews due 

to the possible nervousness of participants. Roulston and Shelton (2015) asserted that 

researchers discover bias when there is no use of reflective notetaking during 

semistructured interviews. Additionally, researchers may encounter the disadvantage of 

misinterpretation when analyzing data gathered by others (Camfield & Palmer-Jones, 

2013). Researchers may not gain additional knowledge supporting the initial findings 

(Putnam, Molton, Truitt, Smith, & Jensen, 2016). Additionally, researchers may discover 

a lack of documentation and are not able to confirm the primary data collected (Jansen, 

Capesius, Lachter, Greenseid, & Keller, 2014). I conducted semistructured face-to-face 

interviews, reviewed various archival documents and collected data for analysis and 

interpretation.  

Yin (2018) asserted that the validity and reliability of any study are important. 

Williams (2014) suggested that researchers conduct a pilot study to measure the 

reliability and validity of the collected data. However, I used member checking to 

confirm the accuracy of participants’ interview responses. Researchers use member 

checking to confirm the accuracy of interview responses (Alsulami, Scheepers, & Rahim, 

2016). Researchers use member checking to enhance the validity and reliability of the 

single case study (Birt et al., 2016; Caretta, 2016). I gave participants my interpretation of 

their responses to interview questions and asked participants to verify the accuracy of 

their responses. 
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Data Organization Technique  

Yin (2018) suggested that researchers code and organize semistructured interview 

transcripts and research notes accumulated over the course of the data collection process. 

Researchers that organize their data are more likely to conduct rigorous research (Yin, 

2018). It is valuable to compile data in an orderly way, comparable to quantitative data in 

a database (Yin, 2018). Flannery and Gormley (2014) and Yin discussed researchers’ use 

of catalogs to document and organize research materials into themes. 

I conducted semistructured, face-to-face interviews with eight business leaders 

following an interview protocol (see Appendix A). Each participant interview transcript 

was coded as numbers 1 through 8. I omitted and replaced the names of participants with 

codes to protect the privacy of participants. Miller, Gottlieb, Morgan, and Gray (2014) 

and Bamrara (2015) encouraged the secure protection of participants’ data. Garcia and 

Gluesing (2013) suggested that researchers codify and analyze all qualitative data into 

themes for effectiveness. Thus, I coded and organized all data collected on the transcripts 

into themes using themes, patterns, and commonalities extracted from the data collection 

and interview process.  

Chen and Zhang (2014) postulated the importance of technique and technologies 

for supporting effective data organization. I assigned each participant a password 

protected file that includes (a) their transcribed interviews, (b) any interview notes 

recorded on participant behavior or other occurrences during the interviews that may 

have influenced responses, and (c) any additional data related to the research process or 

the participants. I stored my data and information in password protected folders located 
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on a personal computer. The stored data and information has a backup storage in 

password protected folders on a Memorex 64GB flash drive. I scanned and saved any 

handwritten notes, written interview transcripts and recorded interviews into the separate 

password protected folders. Using Microsoft Word, I transcribed the interviews and 

export to NVivo 11 Pro. NVivo is a qualitative data analysis software, used in 

transcriptions as part of data collection and storage. The NVivo 11 software has features 

that help the researcher in data organization (Sotiriadou, Brouwers, & Le, 2014; Woods, 

Paulus, Atkins, & Macklin, 2015). 

Researchers use reflective journals to record their initial thoughts of each data 

collection event and themes emerging in the data collected (Nickson & Henriksen, 2014; 

Van Wijk, 2014). Researchers may create a journal section documenting emerging 

themes, events, and documents collected during the study (Applebaum, 2014; Davies, 

Reitmair, Smith, & Mangan-Danckwart, 2013). This part of the journal has insightful 

elements to anyone seeking to understand parts of the research study that focuses on the 

results, including discussions on the successes and challenges of the study (Davies et al., 

2013). I kept an electronic reflective journal, documenting emerging themes and insight 

into aspects of the interview process, setting and initial thoughts during the events of data 

collection. 

Researchers should retain data no longer than required as well as maintain a 

secure location for data collected (Casteleyn, Dumez, Van Damme, & Anwar, 2013). I 

filed and stored all data and findings of the study confidentially inside a safe for 5 years. I 

plan to destroy all related data after 5 years. Miller et al. (2014) and Bamrara (2015) 
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encouraged the secure protection of participants’ data. Watson (2015) and Wolf et al. 

(2015) concluded that the destruction of all data is necessary following its original 

purpose. 

Data Analysis  

The methodology for qualitative study data analysis often includes case study 

research designs and analysis of data, systematic and specific (Yin, 2018). I used 

triangulation as the primary data analysis process. Triangulation is the process of 

analyzing a case study through multiple in-depth approaches (Cope, 2014; Wilson, 2014). 

According to Carter, Byant-Lukosius, DiCenso, Blythe, and Neville (2014), there is data 

triangulation, methodological triangulation, investigator triangulation and the theory of 

triangulation. I used methodological triangulation because I conducted interviews and 

reviewed company documents as multiple methods of data collection. Methodological 

triangulation involves the use of multiple methods of data collection including interviews 

and company documents (Balzacq, 2014; Durif-Bruckket et al., 2014). Additionally, 

using methodological triangulation may control bias in the study (Perkmann & Schildt, 

2015) and increase the reliability of themes (Joslin & Müller, 2016).  

Alternative triangulation methods include data, investigator, and theoretical. 

Researchers use data triangulation to confirm the data collected during the semistructured 

interview and document review (Yin, 2018). Data source triangulation may occur at 

different times in the data collection process (Wang et al., 2014). Investigator 

triangulation involves the use of findings from more than one researcher (Carter et al., 

2014). Archibald (2015) postulated that investigator triangulation paired well with the 
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data collection efforts for mixed method research. Theoretical triangulation involves the 

use of multiple theoretical perspectives (Burau & Andersen, 2014; Wahl, Avery, & 

Henry, 2013).  

Tractability is an important element of case study data analysis (Fusch & Ness, 

2015). De Massis and Kotlar (2014) postulated the importance of analyzing qualitative 

data systematically to ease the explanation of any data analyses. Yin (2018) postulated 

that researchers might use an analysis cycle including compilation, disassembly, 

reassembly, interpretation, and conclusion for a successful case study analysis. Cope 

(2014) and Yin asserted that cross-case synthesis and the technique of pattern matching 

are appropriate for analyzing case studies. Researchers should employ a systematic 

process to extract valuable themes from the data (Claps, Svensson, & Aurum, 2015; 

Lawrence & Tar, 2013). Therefore, I compiled, disassembled, and reassembled as 

necessary all word patterns, coded and organized into themes for interpretation and 

conclusions. 

Researchers use NVivo data analysis software to enable the process of analyzing 

data collected and organized (Sotiriadou et al., 2014; Woods et al., 2015). De Massis and 

Kotlar (2014) suggested that researchers use the NVivo software for their coding and 

analytical tasks. Researchers use NVivo software when seeking minimal user error and 

simplification in the data analysis process (King, 2017). Therefore, I used NVivo data 

analysis software to code and analyze all data collected. Upon initially loading interview 

transcripts into NVivo 11 Pro software, I saved the member checked transcripts to a 

computer file. Second, I identified reoccurring words and phrases. Third, I assigned 
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codes. Lastly, I focused on the analysis that occurs when extracting themes from phrases 

and transcript passages. 

Du Plessis and De Vries (2016) and Keränen and Jalkala (2014) demonstrated 

successful application of thematic analysis to extract from and align key themes with 

existing literature and frameworks. Brailas et al. (2017) and Vohra (2014) suggested the 

use of a thematic analysis of qualitative data to identify emerging themes in the study 

data. Qualitative researchers conduct thematic analysis by analyzing data and searching 

for the most prominent themes that describe a case or phenomenon (Estrada, 2017). I 

used thematic analysis to focus on key themes, aligned the themes with the literature and 

the conceptual framework, which is Winters forecasting demand approach.  

Reliability and Validity 

Reliability 

The foundation for exploring and examining the quality of research designs starts 

with the domains, reliability, and validity (Alshenqeeti, 2014; Yin, 2018). According to 

Titze, Schenck, Logoz, and Lehmkuhl (2014), researchers apply rigor to ensure 

reliability. Dependability is the criteria for evaluating reliability in qualitative research 

(Cope, 2014). Researchers ensure dependability through documenting research 

procedures, thus, ensuring reliability (Nobel & Smith, 2015). Researchers apply member-

checking strategies to ensure that a study is reliable (Morse, 2015). Member checking is a 

technique that qualitative researchers may use for validating participants’ responses to 

interview questions to ensure the accuracy of responses (Andrasik et al., 2014). I ensured 

reliability through member checking and documenting research procedures. 
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 Procedural consistency is a primary principle of reliability (Fan & Sun, 2014; 

Kihn & Ihantola, 2015). Researchers strengthen their ability to replicate the findings of a 

study with the process of documenting procedures, thus, ensuring dependability 

(Williams, 2014; Yin, 2018). According to Harvey (2015) and Morse (2015), qualitative 

researchers use member checking to increase the reliability of research. Birt et al. (2016) 

asserted that the process of member checking the responses of participants should occur 

after the researcher initially collects data. Cope (2014) asserted that researchers could 

establish dependability through a clear and outlined documentation process. I 

documented the semistructured interview process as well as the member checking by 

asking participants to review and validate data collected, enabling future study 

replication. 

Validity 

Credibility, transferability, and confirmability are constructs of research validity 

(Cope, 2014). The validity and credibility of a study rest upon the clear interpretation of 

perspectives (Fusch & Ness, 2015). The process of data verification, triangulating sources 

and member checking are part of increasing credibility and confirmability (Yin, 2018). 

The process of triangulation is essential to the credibility of the study (Morse, 2015). 

According to Elo et al. (2014), researchers achieve transferability through extrapolation 

of study findings to other settings. Yin (2018) postulated that a case study finding that 

supports or rejects new theories has a large degree of transferability. Additionally, 

transferability may hinge on accurate interpretation and documentation of data gathered 

in the study (King, 2017; Nobel & Smith, 2015). Kornbluh (2015) asserted that 
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researchers use member checking to increase the trustworthiness and confirmability of 

study outcomes. I conducted interviews, interpreted what the participants stated, and 

shared this interpretation with the participants for confirmation and validation. 

Credibility. According to Yin (2018), credibility is the process of verifying data 

collection using member checking and source triangulation. MacRae et al. (2015) and 

Munn, Porritt, Lockwood, Aromataris, and Pearson (2014) postulated that credibility is 

most prominent when there is a match between data collected initially and the views of 

the participants upon member checking. The researcher’s use of an interview protocol 

can add strength to the credibility of a case study (Lin, Han, & Pan, 2015; Yin). 

Qualitative researchers can use an interview protocol (see Appendix A) as a multifaceted 

process to establish credibility (Dikko, 2016; Yin). I ensured credibility by using an 

interview protocol and member checking all documented participant interview responses. 

Transferability. Researchers achieve transferability by circulating information to 

others about the most important boundaries of the study to other contextual situations 

(Elo et al., 2014; Piškur et al., 2017). Researchers’ enhance transferability by 

comprehensively explaining the data collection process adequately for others to apply to 

their setting (Saab, Landers, & Hegarty, 2017). According to Black et al. (2013), 

researchers achieve transferability by explaining the original context of their study. 

Additionally, researchers attain an increased level of analytical transferability because 

there is substantiation between study outcomes and primary external concepts (Yin, 

2018). I addressed transferability by explaining the data collection process to ensure ease 

of interpretation, should future researchers determine the study applicable for transfer.  
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Confirmability. Confirmability, criteria of validity involves the assurance of trust 

in the methods and process of the study (Lin et al., 2015). Confirmability is necessary to 

certify the trustworthiness of the research study methods, procedures, and processes 

(Cope, 2014; Elo et al., 2014; Lin et al., 2015). Researchers may conduct an audit to 

verify the existence of information to substantiate the interpretation of findings and 

establish confirmability (Brott, 2015). Researchers use member checking as a method of 

verifying the alignment of interview responses and interview questions to establish 

confirmability (Birt et al., 2016; Morse, 2015; Saunder et al., 2015). I addressed 

confirmation and validation by member checking my interpretation with the participants. 

Data saturation. Fusch and Ness (2015) suggested that data saturation would 

vary by study design. I have selected a single case study design to include a census of 

eight participants. Marshall et al. (2013) asserted that researchers reach data saturation 

with as few as three study participants in a qualitative case study. According to Robinson 

(2014), researchers need a census under 20 to reach data saturation. Saturation refers to 

reaching a point of informational exhaustion (Gentles et al., 2015; Roy et al., 2015). The 

technique of interviewing participants until the repetition of responses occurs is in line 

with the Carman et al. (2015) suggestion for achieving data saturation. Additionally, data 

saturation occurs when there is adequate information without diminishing returns (Liu et 

al., 2014). Data saturation occurs when after interviewing participants, there is no 

discovery of new information (Fusch & Ness, 2015; Liu et al., 2014). Therefore, I 

reached data saturation by interviewing all participants until repetitive responses occurred 

and there was no new information introduced. If I had not reached data saturation with 
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eight participants, I would have continued to interview the participants until no new 

themes emerged. 

Transition and Summary 

Section 2 included the role of the researcher and the participants. Also included 

are the research method and design, sampling, ethics, data collection analysis, and 

techniques, along with reliability and validity. The information supported the alignment 

between the overarching research question, conceptual framework, and research design. 

Section 3 contains the findings, professional practice application, implications for social 

change, call to action, recommendations for future study, reflections, and conclusions. 
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Section 3: Application to Professional Practice and Implications for Change 

Introduction 

The purpose of this qualitative single case study was to explore the successful 

demand forecasting strategies that small, retail, medical supply business leaders use to 

increase profitability. I conducted face-to-face, semistructured interviews with eight 

business leaders of a small, retail, medical supply business in Kentucky who had at least 

5 years of successful demand forecasting experience. Prior to the interviews, each 

participant reviewed and signed the informed consent form and agreed to participate in 

the study. Following the initial interviews, I used member checking with each participant 

to ensure that my interpretations of the initial interviews were accurate. My review of the 

company’s sales, pricing, and inventory documents enhanced my understanding of the 

uncovered strategies and themes. The following three themes emerged from my analysis 

of the data: understanding sales trends, inventory management with pricing, and 

seasonality. In this section, I provided an overview of the study and a presentation of the 

findings. The section also contains discussions of applications to professional practice 

and implications for social change as well as my recommendations for action, 

recommendations for further study, and reflections. The section and study are then 

summarized in the conclusion. 

Presentation of the Findings 

I designed this study to answer the following overarching research question: What 

demand forecasting strategies do small, retail, medical supply business leaders use to 

increase profitability? Each interview occurred in a conference room of the company in a 
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quiet and confidential setting. I asked each participant seven interview questions to gain 

an in-depth understanding of the demand forecasting strategies small, retail, medical 

supply business leaders used to increase profitability. The initial interview lasted 30 

minutes. After the initial interviews, follow-up member checking took place with each 

participant to confirm the accuracy of my interpretations of the participants’ responses to 

interview questions. During the member checking process, I asked each participant, P1 

through P8, to review my interpretive notes of their individual interviews to either contest 

or confirm my interpretations of their responses. Each participant confirmed the accuracy 

of the interpretive reports. Additionally, for triangulation purposes, I used data from 

reviews of company documents (i.e., sales, pricing, and inventory documents) to support 

my findings from the interviews. The following three themes emerged from my analysis 

of the data gathered: understanding sales trends, inventory management with pricing, and 

seasonality. 

Theme 1: Understanding Sales Trends 

The first theme that emerged from data analysis was understanding sales trends. 

All participants communicated the importance of reviewing sales trends and indicated 

their knowledge of reviewing sales trends through hands-on experience and company 

training. Sales reports are reviewed daily, weekly, monthly, and annually. My review of 

the sales reports enhanced my understanding of the company’s sales trends. The sales 

reports covering the prior 36 months reflected consistent daily sales in apparel, footwear, 

accessories, and instruments. Participant 8 stated, “having consistent sales definitely 

helps with forecasting. There are some slow periods that we have to consider, but overall, 
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our sales in apparel and footwear are the most consistent.” Participants 2 and 3 

specifically discussed the identification of patterns, such as days of the week and product 

specificity, to include in their forecast. I did not notice a daily sale pattern for durable 

medical equipment while reviewing the sales reporting. Participants 1, 2, and 3 confirmed 

that wheelchairs and scooters are not products they sold every day. Participant 2 stated, 

“some product sales peak on Saturdays, while other products sell consistently no matter 

the day.” 

While reviewing the sales return and refund documents with Participants 4 and 6, 

I learned that the sales return and refund policies are an important element to 

understanding trends in sales and the forecasting strategy. According to Participant 4, 

“fixed sales are a critical element to a reliable margin that is easier to forecast than 

variable sales and do not require additional accounting with the use of accruals.” When 

abiding by the sales return and refund policy, sales employees are not allowed to accept 

open, used, and special-order products or provide refunds on such products. Participants 

3, 4, 5, and 6 gave the following examples of nonrefundable products: (a) wheelchair 

cushions, (b) commodes, and (c) stockings. Participant 4 stated, “special orders are easy 

to include in our monthly forecasts because we know those sales are fixed. We don’t 

accept returns or provide refunds on those types of items.” Participant 6 stated,  

There are two sales return policies that you should be aware of. We have one 

policy for special orders and another for power wheelchairs/scooters. Special 

order sales are final, but we give each customer 72 hours to return powerchairs 
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and scooters. There is a $350 dollar restocking fee for powerchairs and a $200 

dollar restocking fee for scooters if they are returned without an exchange. 

Furthermore, Participants 4 and 6 reiterated the importance of knowing the sales 

return and refund policies when developing forecasts and understanding potential reasons 

behind sales trends. Participants 3 and 7 specifically asserted that understanding market 

conditions in addition to understanding sales trends was a crucial strategy needed to 

develop demand forecasts. To develop a working knowledge of the needs and wants of 

the consumers, Participant 3 stressed the importance of understanding the economic and 

environmental factors within the state. Participant 3 commented,  

Kentucky is impacted by lower income in some communities and has a higher 

rate of diabetes, so we see a high demand for diabetic foot care products. We 

understand that some of our customers are looking for reasonably priced goods 

that will address their outpatient care needs.  

Furthermore, Participants 3 and 7 reiterated the significant impact of market 

conditions on sales, which can have a critical impact on the strategy to develop a demand 

forecast. Participant 7 commented, “you can increase sales by carrying products that 

customers need. We need to understand the market very well in order to meet the 

customer needs.” Participants 3 and 7 specifically emphasized the importance of 

understanding the market and build on their market understanding by applying their 

knowledge of sales trends at weekly, monthly, quarterly, and annual frequencies. To 

overcome any barriers associated with increased risk of using irrelevant data, all sales 

inputs are approved upon a team review.  
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When comparing these findings to peer-reviewed literature, I confirmed the study 

participants’ strategy of combining market knowledge and sales trends are viable for the 

purpose of demand forecasting. Ross and Lo Presti (2018) identified sales demand 

through the historical sales trends and gross profit margin earned over time. Additionally, 

Pavelková et al. (2018) and Ross and Lo Presti postulated that market analysis should 

reflect sales trends as well as the impact of imminent developments and additional factors 

on prospective sales. The collaborative task of demand planning requires the participation 

of sales, finance, and market research in an organization (Raza & Kilbourn, 2015). 

Demand planners use prior data on sales orders placed to lay the groundwork for their 

plans (Raza & Kilbourn 2015; Toledo et al., 2017).  

Additionally, in my review of sales reports, sales returns, and refund documents, I 

discovered variable and fixed sales patterns depending on the product. The durable 

medical equipment line item did not have a daily sales pattern and requires special order. 

During the interview process, Participant 6 confirmed that special orders applied to 

durable medical equipment, such as wheelchairs. Nonrefundable products associated with 

potential biohazards, such as commodes and cushions, were documented on the income 

statement as a fixed sale. Commodes were an example of a nonrefundable product 

provided by Participants 3, 4, 5, and 6. After the document review, I concluded that the 

fixed sales figures are the easiest to forecast from historical data due to the customer’s 

inability to return related products. These findings align with the commentary provided 

by Participant 4 related to the ease of forecasting fixed sales. This knowledge of the sales 

over time can help business leaders continue to forecast prospective sales through trends 
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and maintain their insights into the market demands, aligning further with peer-reviewed 

literature. 

Alignment with conceptual framework. The theme of understanding sales 

trends aligns with Winters’s (1960) demand forecasting approach. All participants 

indicated they each relied upon their individual experience and training in the company’s 

sales trends to formulate demand forecasts. According to the literature on the Winters 

forecasting demand approach, the model is an effective model for forecasting demand 

using time series data reflecting trend (Winters’s, 1960). Trends form a set of data points 

over time, and time series data in forecasting has significance to various practical areas 

because time series forecasting enables predicting the future by understanding the past 

(Ivanovski, Milenkovski, & Narasanov, 2018). Current data values are more effective in 

forecasts than prior historical data (Ivanovski et al., 2018). Historical data traditionally 

becomes less relevant as probe information moves deeper into the past when individuals 

apply the Winters model (Mastorocostas et al., 2016; Prestwhich et al., 2014). 

Furthermore, company leaders may find the montly sales trends more effective than the 

annual sales trends when forecasting using Winters approach. 

Alignment to the existing literature on effective business practice. The 

findings aligned with existing literature on the effective business practice of including 

sales trends to build forecasts. The strategy of using sales trends for demand forecasting 

aligned with various peer-reviewed studies. All of the study participants revealed 

knowledge of their employer’s finances during the interview process. Each participant’s 

knowledge of their employer’s finances adds credibility to their contribution to my study. 
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Coleman (2014) asserted that decision-makers must have knowledge of the company’s 

operations and finances. The understanding sales trends theme aligned with the work of 

Pavelková et al. (2018) and Ross et al. (2018), which emphasized the need for knowledge 

of sales trends to effectively forecast future sales. The sales prediction information from 

the forecast supports replenishment and inventory management operations (Goyal et al., 

2016; Liu et al., 2016).  

Theme 2: Inventory Management with Pricing 

The second theme that emerged from the data analysis of interviews, inventory 

logs, and pricing sheets was inventory management with pricing. When asked for 

successful strategies used to forecast customer demand to increase profitability, 

Participants 1, 3, 4, 6, and 7 stressed the importance of implementing an inventory 

management plan. My review of the companies’ daily inventory log enhanced my 

understanding of the inventory management plan. Participants 4 and 6 specifically 

indicated that the goal behind managing the inventory was to ensure that the business 

keeps plenty of stock on hand. In their responses, Participants 4 and 6 implied that the 

availability of product is necessary to generate sales and profits. According to the 

inventory log, there are 33 different product categories, 35 product subcategories, and 

100 different brands in stock by the start of each quarter. Participant 1 stated, “it is 

important to keep a detailed log of inventory available. The current inventory log is an 

optimized view of the current inventory on hand.” Participant 4 stated, 

We label each product offering and code the product with a unique identifier. 

Each unique identifier starts in the 100 series and goes up to the 10,000 series. 
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This labeling process helps us stay organized around which products are in stock 

versus those products that need to be reordered. 

Furthermore, Participant 4 reiterated the importance of implementing an inventory 

management plan with the intent to log products to know and ensure product availability 

properly. I confirmed that there was a unique identifier for each product when reviewing 

the inventory log. For example, each post surgery bra in-stock was labeled in the 300 

series and started as item number 305. I asked Participant 4 to confirm if this labeling 

process has any part in the demand forecasting strategy. Participant 4 stated, “the labeling 

process certainly helps when forecasting. We are able to quickly determine which unique 

identifiers linked to the product are in high demand by reviewing the movement from 

inventory to shelf and then sold.” Through my documentation review, I confirmed that 

unique inventory identifiers are on the sales report. Additionally, restocks are inventory 

elements that must be factored into the demand forecast strategy as well. Participant 6 

stated, “there is a $350 dollar restocking fee for powerchairs and a $200 dollar restocking 

fee for scooters if they are returned without an exchange.” I learned from Participant 6 

that the purpose of restocking fees on such items was to alleviate some of the costs to 

receive and process high cost but not regularly sold items back into the inventory. 

Through a review of documentation, I confirmed that the company imposed and collected 

restocking fees. According to Participant 6, “an accrual is created for the potential return 

of such items and the impact is included in the forecast. If such items aren’t returned the 

accrual is reversed in the following month forecast.”  
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All participants specifically indicated that, through experience and company 

training, they learned the best practice of including pricing as part of the overall strategy 

to forecast demand. Participant 3 stated, “through company training each participant is 

required to price at market rate and only with approval through consensus, markdown or 

markup prices.” As part of methodological triangulation, I reviewed the research 

partner’s monthly pricing sheets. My review of the organization’s monthly pricing sheets 

enhanced my understanding of the pricing model. Through this review, I discovered that 

the pricing model reflected routine discounts on hearing devices and durable medical 

equipment. Pricing markdowns occur only when a product is obsolete, underselling, or 

when there is a need to make room for new products on the shelves. I noticed a pricing 

markup on products where there was a documented history of returns on the related 

products. In addition, I compared the pricing of in-store items to online items and noticed 

that there were some online items that did not display a price. I learned from interviewing 

Participant 5 that prices are not listed online for durable medical equipment and 

government-controlled products. Durable medical equipment requires special orders, and 

government-controlled products require documentation prior to sale. Participant 5 stated,  

It is against the law for anyone in the company to openly sell a product controlled 

by a government mandate without first receiving proper documentation from the 

customer. After the receipt of proper documentation, we can price the product to 

sell. 

All study participants indicated that their company’s policy was not to display 

prices on items that are governed by government mandates. Participants 5 and 7 provided 
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the example of nasal masks accessories that attach to a breathing apparatus, as an 

example of a controlled product. Participant 7 stated,  

We keep copies of all documentation including proof of insurance provided by the 

customer for the purchase of controlled products. We know to forecast for the 

purchase of these items in advance because we cannot price the product and make 

the sale without receiving documentation in advance.  

To overcome any barriers associated with increased risk of using irrelevant data, 

all inventory and pricing inputs for all products, including controlled and noncontrolled, 

are approved upon a team review. When comparing these findings to peer reviewed 

literature, I confirmed the study participants’ strategy of considering pricing while 

managing inventory is viable for the purpose of demand forecasting and profitability. 

Taleizadeh and Rasuli-Baghban (2018) asserted that retailers must mark inventory- 

pricing decisions to ensure customer satisfaction and amplify profitability. Because 

retailing involves the furnishing and selling of goods and services for profit, leaders 

should focus on the demand generated by meeting customer needs (Ahmad & Shafie, 

2016; Viktorovna & Ivanovich, 2016). Inventory is a critical component of business 

operation and directly impacts production, customer satisfaction, and profitability 

(Ahmad & Shafie, 2016; Kontus, 2014; Matsumoto & Komatsu, 2015; Xi & Sha, 2014). 

According to Chenavaz and Paraschiv (2018), profit is revenues minus costs and pricing 

and demand affect revenues. Inventory levels affect costs. This fact underscores the 

impact of inventory and price on profitability. Individuals maximize profits by 
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establishing the best pricing and control for inventory forces at work (Chenavaz & 

Paraschiv, 2018).  

Alignment with conceptual framework. The theme of inventory management 

with pricing aligned with Winters’s (1960) demand forecasting approach. All participants 

relied heavily upon their implemented inventory plans and their ability to adjust pricing 

accordingly. According to the literature on the Winters’s forecasting demand approach, 

the accuracy of the demand forecast will drive the number of inventories held by a 

business (Holt, 1957). Demand forecasting is best suited for inventory planning and 

control (Winters, 1960). Furthermore, effective planning of usage, product management, 

inventory control, and capacity management occurs with time series analysis and 

forecasting techniques (Matsumoto & Komatsu, 2015). Business leaders could use 

Winters approach to plan inventories in the future and ensure the business capacity for 

more or less of a product based on its demand. 

Alignment to the existing literature on effective business practice. The 

findings aligned to existing literature on effective business practice of making inventory 

management with pricing decisions. The study participants’ best practice of considering 

pricing as part of an inventory management plan for demand forecasting aligned with 

various peer reviewed studies. The study participants’ knowledge of the company’s 

inventory management process aligned with Kontus’ (2014) study in that the practice of 

inventory management with increased focus on pricing and adequate replenishment may 

increase profits. The inventory management with pricing theme aligned with the work of 

Che-Jung et al. (2016) and Toledo et al. (2017), which emphasizes the importance of 
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inventory management to overall demand forecasting considerations. Researchers assert 

the importance of addressing inventory management issues with consumer behavior. 

Relative to demand, purchasing a product hinges on the important decision factor of price 

(Aktepe, Ersoz, Turker, Barisci, & Dalgic, 2018).  

Theme 3: Seasonality 

The third theme that emerged from the data analysis derived from interviews and 

a review of sales report planning was seasonality. Ivanovski et al. (2018) defined 

seasonality as a pattern that emerges in a regular period wherein the frequency of an 

event is within a year or less. When specifically asked the question: How do you prepare 

forecast demand levels based on sales, seasonality, contracts, geography, or some 

combination of these elements. All participants communicated the importance of 

knowing seasonal patterns and indicated their knowledge of seasonal product demand 

through hands on experience. All participants mentioned the impact of seasonality as an 

extension of the discussion of sales trends. 

Liu et al. (2016) asserted that holidays and consumer preferences to price at 

different times of the year can affect sales on traditional and nontraditional products. Gur 

Ali and Pinar (2016) and Liu et al. explored the impact of seasonality in a retail setting 

and discovered that other disturbances, in addition to seasonality, influence sales on most 

products. Thus, seasonal and consumer partialities to holidays influence sales. In 

addition, Manoitit and Mitra (2019) supported the practice of using seasonal patterns to 

determine pricing, which has a direct impact on sales planning. Participants 5 stated, 
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We mark holidays as days for a potential increase in demand on our monthly sales 

plan. Everyone on our staff should be incorporating seasonality when working on 

the sales planning. When I first started working, we never did include things like 

seasonality. As time went on, we learned and got better at that aspect of our jobs. 

I initially inquired into the available time series data that could reflect seasonality 

of traditional product offerings, as identified by Liu et al. (2016). According to Tavakkoli 

et al. (2015), seasonality is a characteristic in trend and time series data and reflects 

varied patterns depending on the time of year. Traditional product offerings in small, 

retail, medical supply businesses include footwear and apparel products, such as 

compression socks and orthopedic shoes (Liu et al., 2016; Winters, 1960). Liu et al. 

asserted that footwear and apparel demand is seasonal. Participant 5 suggested reviewing 

the sales reports to identify products that sale at a peak, or low end, during certain times 

of the year.  

To triangulate data from interviews, I reviewed the company’s prior 36 months of 

sales reporting to enhance my understanding of the seasonality within sales. The sales 

reporting reflected increased sales on government-controlled products during the October 

to December period. In the sales reporting, I found notes referring to Medicare 

enrollment season purchases. According to the U.S. Department of Health and Human 

Services (2017), Medicare open enrollment period is between October and December. 

The timing of such events may help explain the increased sales of controlled products. 

These products require documentation that may include proof of insurance. Forecasting 

seasonality is not without its challenges in relevancy of data because of uncertainty and 
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timing. However, to overcome any barriers associated with increased risk of using 

irrelevant data, all seasonal inputs are approved upon a team review. Participant 3 stated,  

Some products are sold more during spring and winter seasons. For example, 

during the spring season we’ll see an influx of people come to shop right after the 

insurance enrollment season. To ensure that we have the most accurate forecast I 

must make a note of this event and mark it annually and account for it in my 

reporting. 

The statement provided by Participant 3 supported my findings from reviewing 

the sales reports and the U.S. Department of Health & Human Services (2017) readings. I 

confirmed that the company sales of government-controlled products increase seasonally 

between October and December on the income statement. When comparing these 

findings to peer-reviewed literature, I confirmed the study participants’ strategy of 

including seasonality as viable for the purpose of demand forecasting accuracy. Cheng et 

al. (2016) and Veiga et al. (2014) identified seasonality as an important factor of demand 

forecasting in a retail medical supply setting. Researchers (Cheng et al., 2016; Kolassa, 

2015; Matsumoto & Komatsu, 2015) identified two consumption patterns of medical 

supply-demand: continuous demand, resulting from the daily use of a product; and 

intermittent demand, resulting from product diversification and seasonality. Research 

findings do imply that seasonality and trends continue as critical elements in any 

forecasting approach (Veiga et al., 2014). Ehrenthal, Honhon, and Van Woensel (2014) 

investigated the value of demand seasonality in inventory control within a retail setting 

and found gaps in optimality when demand seasonality is not included. Salvino, Tarleton, 
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Kuhn, and Kauffman (2018) argued that understanding seasonality may identify the 

periods of time that demand has its greatest density. Furthermore, the forecaster may use 

demand data to formulate an accurate forecast. 

Alignment with conceptual framework. The theme of seasonality aligned with 

Winters’s (1960) demand forecasting approach. All participants relied heavily upon their 

experience and knowledge of seasonality as a factor in sales planning as part of 

forecasting demand. Chosen for forecasting seasonality considerations, Winters model 

allows for simplicity and ease of understanding when compared to moving average 

forecasting models (Bernardi & Petrella, 2015; Wu et al., 2017). Winters designed a 

forecasting approach to handling simple seasonality that occurs across a year (Goodwin, 

2010). Business leaders could use Winters approach to adjust their forecasts for 

seasonality due to simplicity and user acceptance. 

Alignment to the existing literature on effective business practice. The 

findings aligned with existing literature on effective business practice of including 

seasonality. The study participants’ best practice of considering seasonal demand as part 

of the strategy for demand forecasting aligned with various peer-reviewed studies. The 

study participants’ knowledge of the company’s seasonal sales trends aligned with 

literature authored by Liu et al. (2016) in that seasonal and consumer partialities 

influence sales. The seasonality theme aligned with the work of Tavakkoli et al. (2015) 

and Veiga et al. (2014), which emphasized the importance of modeling seasonality in 

demand forecasting to identify demand patterns fully. 
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Application to Professional Practice 

The results from this study could be applicable to business practice and shed light 

on demand forecasting strategies applied by retail medical supply business leaders. Some 

small, retail, medical supply business leaders lack effective demand forecasting strategies 

to increase profitability. The purpose of this single case study was to explore successful 

demand forecasting strategies small, retail, medical supply business leaders use to 

increase profitability. Through the exploration of the research question, I confirmed that 

demand forecasting in a small, retail, medical supply setting encompasses thought 

leadership in inventory with pricing, sales demands and trends, and seasonal inputs. 

Demand forecasting is a task best completed by consensus instead of single 

accountability; that is, multiple stakeholders have input on the forecast. The inclusion of 

multiple stakeholders is the single underlying practice to overcoming barriers in the 

development of the forecast. When an individual lacks experience or judgement, another 

leader is able to close any gaps in knowledge. Each leader relied heavily on the 

experience and knowledge of their peers in addition to their own experiences. 

Additionally, forecasts are not final until there is a team sign off for agreement.  

The results of this study reflect similar yet a diverse range of experiences and 

practices external from what is provided in company training to promote successful 

demand forecasting. The results of this study were relevant to beneficial aspects of 

demand forecasting, such as competitive advantage. Demand forecasting can stimulate 

competitive advantage in the retail space if incorporated into the overarching strategy of a 

business (Hofer et al., 2015; Ren & Choi, 2015; Veiga et al., 2016). I discovered through 
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the findings that business leaders can incorporate inputs from market research, operations 

and sales to develop a robust demand forecast. Siriram (2016) postulated that aligning 

marketing, operations, sales, and production to forecasting inputs drives competitive 

advantage if leveraged properly. 

Implications for Social Change 

The strategies identified in this research have been successful for leaders of small, 

retail, medical supply company in Kentucky. Inventory management with pricing is a 

theme among successful demand forecasting. Business leaders focusing on inventory 

management for demand forecasts can realize potential insights, leading to a reduction of 

excess inventories to provide potential funding for social and capital investments. Social 

capital is the collective ability of social groups to work together for the common good. 

Group members can enlarge individual resources by improving connections among a 

network of champions and benefactors (Durojaiye et al., 2013). Social capital investment 

on the part of a small, retail, medical supply business could support Kentucky and global 

initiatives designed to foster accessible and abundant medical supplies and caregiving to 

medically underserved citizens. Social capital investment could establish a socially 

responsible and trusted reputation. 

Recommendations for Action 

In alignment with the conceptual framework of Winters’s (1960) demand 

forecasting approach, the findings of this study could serve as an advisory guide for 

business leaders seeking to improve their forecasting, demand plan, and profitability. The 

strategies mentioned in the research findings came from experienced business leaders in 
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the small, retail, medical supply industry. The results of this study could enable other 

retail medical supply organizations to learn from the experiences of the participants, 

including gaining sustainability and a competitive advantage. Business leaders lacking 

demand forecasting exposure and experience could benefit from the knowledge that 

emerged from this study. The results of this study can be disseminated during trainings 

and through use of professional white papers made available to business leaders seeking 

professional development. 

Demand forecasting can stimulate competitive advantage in the retail space if 

incorporated into the overarching strategy of a business (Hofer et al., 2015; Ren & Choi, 

2015; Veiga et al., 2016). The first recommendation is for business leaders to focus on 

gaining demand forecasting knowledge and inquiring into various methods or approaches 

to forecast. By doing so, business leaders will have a fundamental understanding of 

potential strengths and challenges from forecasting demand. This strategy can enable 

leaders to understand the differences and similarities in the inputs, including trend, 

seasonality, and sales of forecasting approaches and to create a plan selecting the best 

approach to meet their organizational need. 

The second recommendation is for business leaders to invest in an inventory 

management system. Inventory management is the process of developing policies to 

realize an optimal inventory investment and maximize the business rate of return 

(Kontus, 2014). As indicated in the results of this study, inventory management is 

essential to demand forecasting by ensuring there is enough stock available to meet the 

sales demand. The accuracy of the demand forecast will drive the number of inventories 
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held by a business (Holt, 1957). Govind et al. (2017) asserted that leaders should 

encourage training in inventory planning and demand forecasting to promote the quality 

of knowledge and skill to operate an inventory management system. 

Recommendations for Future Research 

I derived the findings from a limited geographic area; therefore, I recommend 

furthering the research through the perspectives of other small, retail, medical supply 

business leaders from different states. Conducting research among a similar population of 

leaders working in different states may give insights into the strengths and challenges that 

exist to forecast demand in those different states. A comparison between states may give 

further insight into the sales demand and sustainability of businesses. The findings of this 

study are limited to the small, retail, medical supply business. There may be potential for 

business leaders within other industries to benefit from the knowledge provided in this 

study. Thus, confirming or denying the applicability of my findings to other populations.  

Reflections 

My experience during the DBA doctoral study process was challenging yet 

rewarding. Pursuing qualitative research placed me in a position to communicate and 

gain valuable knowledge from a diverse group of academics. The doctoral study process 

exposure has strengthened my ability to engage more openly and cross pollinate ideas 

suitable for future research. During this doctoral study I became aware of my own bias. 

To mitigate bias, I maintained an open mind and acted only as the researcher. I 

understood the findings from the viewpoints of the participants and maintained an 

impartial position during the research process. All of the themes from the findings were 
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consistent with my own views. As a holder of a graduate degree in business, I have 

undertaken graduate-level courses on inventory and sales, all of which were among the 

strategic elements shared by the participants. Thus, confirming and expanding upon my 

own knowledge in those subject matters. 

Conclusions 

As business opportunities continue to arise due to ever-growing medical needs of 

consumers, leaders require strategies to predict demand using a variety of approaches. 

Leaders must have the appropriate resources and capabilities to guide their business 

through the forecasting process successfully. Three themes emerged from the study, 

understanding sales trends, inventory management with pricing, and seasonality. Through 

the results, I confirmed that demand forecasting strategies guided by the conceptual 

framework of Winters’s (1960) demand forecasting approach can assist leaders seeking 

to forecast accurately for profitability and competitive advantage.  

Business leaders should consider gaining demand forecasting knowledge and 

inquiring into various methods or approaches to forecast. By doing so, business leaders 

may have a fundamental understanding of potential strengths and challenges from 

forecasting demand. This strategy can enable leaders to understand the differences and 

similarities in the inputs, including trend, seasonality, and sales of forecasting approaches 

and create a plan selecting the best approach to meet their organizational needs. The 

strategies used by the participants in this study can serve as guidelines for business 

leaders seeking to explore demand forecasting best practices to increase profitability and 

garner social change. 
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Appendix A: Interview Protocol 

Interview: Explore successful demand forecasting strategies small, retail, medical supply 

business leaders use to increase profitability. I will start with greetings and a brief 

introduction. 

1. I will thank the participant for accepting my invitation to participate in the 

interview. 

2. I will ensure that participants read and understand before signing the informed 

consent form. 

3. I will inform participants that the interview will last no more than 30 minutes, 

and the interviews will be audio recorded. 

4. I will begin interviewing. 

5. I will explain to participants that as part of member checking, I will present 

my interpretation of the interviews to them for validation. 

6. I will conclude the interview, stop audio recording, and thank the interviewee 

again for taking part in the interview. 
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Appendix B: National Institutes of Health Training Certificate 
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