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Volume component analysis for classification of LiDAR data

Nina M. Varney and Vijayan K. Asaria

aUniversity of Dayton, 300 College Park, Dayton, OH, USA

ABSTRACT

One of the most difficult challenges of working with LiDAR data is the large amount of data points that are
produced. Analysing these large data sets is an extremely time consuming process. For this reason, automatic
perception of LiDAR scenes is a growing area of research. Currently, most LiDAR feature extraction relies
on geometrical features specific to the point cloud of interest. These geometrical features are scene-specific,
and often rely on the scale and orientation of the object for classification. This paper proposes a robust
method for reduced dimensionality feature extraction of 3D objects using a volume component analysis
(VCA) approach.1

This VCA approach is based on principal component analysis (PCA). PCA is a method of reduced feature
extraction that computes a covariance matrix from the original input vector. The eigenvectors corresponding
to the largest eigenvalues of the covariance matrix are used to describe an image. Block-based PCA is an
adapted method for feature extraction in facial images because PCA, when performed in local areas of the
image, can extract more significant features than can be extracted when the entire image is considered. The
image space is split into several of these blocks, and PCA is computed individually for each block.

This VCA proposes that a LiDAR point cloud can be represented as a series of voxels whose values
correspond to the point density within that relative location. From this voxelized space, block-based PCA
is used to analyze sections of the space where the sections, when combined, will represent features of the
entire 3-D object. These features are then used as the input to a support vector machine which is trained to
identify four classes of objects, vegetation, vehicles, buildings and barriers with an overall accuracy of 93.8%

Keywords: LiDAR, automatic perception, scene understanding, VCA, volume component analysis

1. INTRODUCTION

LiDAR is one of the fastest growing technologies for creating 3D models. Applications include surveying,
remote sensing and surveillance. One of the many challenges of LiDAR data, especially aerial LiDAR, is the
task of scene understanding.2–5 Because aerial LiDAR is able to create dense 3D scenes, the result is a large
amount of points which requires extensive time for analysts to sort through and recognize targets or objects
of interest. Because of this challenge one of the main tasks in LiDAR processing is the task of automatic
scene understanding. Scene understanding can be thought of in two basic tasks, the first being individual
object segmentation and the second being a classification of those objects into meaningful categories.

In our particular application we identify the need to separate objects into 5 separate subclasses; ground,
vegetation, buildings, vehicles and power lines.6,7 By separating the objects into these basic subclasses, we
can provide the end user with immediate contextual information about the scenes, significantly reducing the
amount of time that it takes to both analyze the scene and identify objects of interest.

In order to perform the automatic perception on the scene we break the process down into several
steps. The first of these steps is a ground estimation, next is an octree segmentation, followed by a volume
component analysis(VCA) for feature extraction, preformed on each individual segment, lastly a cascade
of support vector machine (SVM) classifiers is used to sort the segments into our five previously identified
classes. Overall the proposed method is robust, correctly identifying an aerial urban LiDAR scene with an
accuracy of 93.8%

2. METHODOLOGY

The proposed method can be broken down into four processes, a RANSAC-based ground estimation, octree
segmentation, VCA feature extraction and SVM cascade of classifiers.
The overall scheme is shown in Fig. 1.
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Figure 1: Point cloud classification methodology

2.1 RANSAC Ground Estimation

Figure 2: RANSAC Ground Estimation

The first step is identifying the ground points in the LiDAR model.8–10 In order to do this we use a
RANSAC method to estimate the ground plane.11 In any given aerial scene, the ground points make up the
majority of points. Because of this, we can think of the ground points as inliers, lying on the same plane
and the object points as outliers, varying in distance and density from the ground plane. Our goal is to use
RANSAC to identify the points lying on this underlying plane.

First, the scene is clustered into smaller subsections. This will allow us to capture subtle variations in the
ground plane. The size of these sub-sections varies, but a good rule of thumb is to choose a subsection which
is about two times larger than the largest object you are trying to identify. Next, each of these subsections
is considered individually and a RANSAC plane estimation is performed.

As per the usual RANSAC method, a randomly chosen subset of points is selected and the model
parameters are calculated. The model of the plane is described by a system of linear equations, shown in
Eq. 1, where xT is a set of N points, randomly selected for each iteration and θ is the parameter vector
which instantiates the plane containing the points x(1), ...x(N), shown in Eq. 2.

θ1x
(1)
1 + θ2x

(1)
2 + θ3x

(1)
3 + θ4

...

θ1x
(N)
1 + θ2x

(N)
2 + θ3x

(N)
3 + θ4

(1)

∣∣∣∣∣∣∣
(x(1))T 1

...
...

(x(N))T 1

∣∣∣∣∣∣∣ θ = Aθ = 0 (2)

θ can be solved using singular value decomposition. Once the model of the plane, M , is identified, we
can estimate the error using Eq. 4.

M(θ) = x ∈ R3 : [xT 1]θ = 0 (3)

e(x,M(θ))2 =
([xT 1]θ)2

||θ(1 : 3)||2
(4)

This process is repeated, with another randomly chosen subset of points and the model which contains
the smallest error will be used. We then calculate each points distance from the chosen model and identify
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outliers, or object points, based on a distance threshold from each point to the plane. An example of a scene
and its identified ground plane can be seen in Fig. 2.

2.2 Octree Segmentation

Figure 3: Octree Segmentation Results

After the ground points are identified we consider only the object points and perform an octree segmen-
tation.12,13 The process is as follows;

First, for each point we estimate a surface normal. A radius around the point is chosen and we examine
all the points within that radius. Next we use principal component analysis to estimate a plane which de-
scribes that set of points. From this plane we can identify a surface normal which sits perpendicular to the
plane. This surface normal is assigned to the point and this process is repeated for each point.

After the surface normal calculation, we perform an octree based segmentation. The entire point cloud
area is split into 8 equally spaced bins, 2× 2× 2. Next we check the surface normals within each bin. If the
variance of the surface normals in each bin is significantly low we stop the segmentation. If the variance of
the surface normals is above a certain threshold then we split the bin into 8 additional bins. This process is
repeated until each bin contains only points with uniform surface normals. A point cloud and its equivalent
octree segmentation are shown in Fig. 3, where each individual color represents a different bin.

2.3 Volume Component Analysis Feature Extraction

Figure 4: Volume component layers

After the initial segmentation, a VCA feature extraction is performed. Each segmented object is con-
sidered individually, the object is normalized into a 25 × 25 × 25 voxel space, this can be represented by a
matrix where each cell represents the number of points contained within the cell. Each vertical layer of the
matrix is considered and PCA is performed on each layer.14,15

The mean of each slice is computed and subtracted from the layer, a covariance matrix, H, is constructed
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according to Eq. 5 and eigen analysis is performed, from this eigen analysis, weights are computed and a
set of weights from each layer are concatenated together to form the feature vector. The feature vectors are
then normalized.

H = (X − Ẋ)(X − Ẋ)T (5)

2.4 SVM Classification

Figure 5: Cascade of Classifiers

Once the feature vectors are calculated they are used as inputs to a support vector machine.16,17 The
support vector machines are set up in a cascade of classifiers approach. Four linear SVMs are trained for the
vegetation, buildings, vehicle and power-line classes. The feature vectors corresponding to each object are
used as inputs to the vegetation classifier. All vectors which are not identified as vegetation are then used
as inputs into the building SVM, this process is repeated until all SVM’s have been applied. Those feature
vectors which have not been classified by the four SVM’s are identified as objects outside the four classes.
The overall classifier scheme can be seen in Fig. 5.

3. EXPERIMENTAL RESULTS AND DISCUSSION

The performance of the proposed feature extraction technique has been evaluated on a set of segmented and
voxelized point cloud objects in a subset of the aerial LiDAR data from Surrey, British Columbia, which was
made available through the Open Data Program. The point cloud resolution is 15.6 pts/m2. The proposed
method was examined on 11 scenes, ranging from 59,740 to 3,705,537 total points. To perform RANSAC
ground estimation, the subset size was chosen to be 30,000 points, with a distance threshold of 0.3 meters.
Octree segmentation was performed and we examined bins with a variance less than 0.3. Volume component
analysis was performed and the size of the normalized voxel space was chosen to be 25× 25× 25

The results were achieved using MATLAB on a standard desktop computer, with a 2GHz processor and
12 GB of RAM. Processing time for the largest point cloud, containing 3,705,537 points, and measuring 98.9
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Table 1: Accuracy

Vegetation Buildings Vehicles Power lines

Accuracy 96.2 92.1 95.2 92.0

Accuracy4 91.8 91.5 92.0 84.2

MB and spanning approximately 500m2, was 128 minutes.
In order to measure the effectiveness of the proposed method we used the measure of accuracy. Accuracy

is defined as the ratio of correctly predicted positive and negative cases over the total number of predictions.
Table 1 shows the accuracy of our proposed method over the method discussed in.4

Additionally, Fig 6 and 7 show the classification results of several sub-scenes within the data set. Once
the points were identified, we assigned them RGB color codes according to their class, for the ground infor-
mation the color was scaled based on the intensity from the original LiDAR data, for additional contextual
information. In the scenes below, ground is represented in brown, buildings are in purple, vehicles are in
cyan, vegetation is in green and power lines are shown in pink.

Figure 6: Scene 1 and its resulting classification

Figure 7: Scene 2 and its resulting classification

4. CONCLUSION

We proposed a method of automatically extracting volume-based features using our novel volume component
analysis (VCA) approach. The proposed method was found to have an overall accuracy of 93.87%. Overall,
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the results provide an increased level of scene understanding and context which will help analysts when
identifying objects of interest, in aerial LiDAR data. Future work includes adding additional levels of scene
understanding, specifically the precise object detection and identifying different object types within each
class, with a focus on vehicles.
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