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Scene projection by non-linear transforms to a geo-referenced
map for situational awareness

Kevin C. Krucki and Vijayan K. Asari

University of Dayton Vision Lab, Dayton, OH 45469 USA

ABSTRACT

There are many transportation and surveillance cameras currently in use in major cities that are close to the
ground and show scenes from a perspective point of view. It can be difficult to follow an object of interest
across multiple cameras if many of these cameras are in the same area due to the different orientations of
these cameras. This is especially true when compared to wide area aerial surveillance (WAAS). To correct
this problem, this research provides a method to non-linearly transform current camera perspective views into
real world coordinates that can be placed on a map. Using a perspective transformation, perspective views
are transformed into approximate WAAS views and placed on a map. All images are then on the same plane,
allowing a user to follow an object of interest across several camera views on a map. While these transformed
images will not fit every feature of the map as WAAS images would, the most important aspects of a scene (i.e.
roads, cars, people, sidewalks etc.) are accurate enough to give the user situational awareness. Our algorithm is
proven to be successful when tested on cameras from the downtown area of Dayton, Ohio.

Keywords: Field of view, situational awareness, perspective transform, scene projection, horizon estimation

1. INTRODUCTION

There are many transportation and surveillance cameras currently in use in major cities across the world. Most
of these cameras are close to the ground and show scenes from a perspective point of view. It can be difficult to
follow an object of interest(e.g. a car or person) across multiple cameras if many of these cameras are in the same
area due to the different orientations of these cameras. This is especially true when compared to wide area aerial
surveillance (WAAS) views. To correct this problem, this paper provides a method to non-linearly transform
current camera perspective views into real world coordinates that can be placed on a map in real-time. Using a
perspective transformation matrix, original camera views are transformed into approximate WAAS views, called
the approximate wide area view image (AWAVI) and placed into the cameras real world field of view (RWFOV)
on a map. All images are then on the same plane, allowing a user to follow an object of interest across several
cameras. While these transformed images will not fit every feature of the real world as WAAS images would,
the most important aspects of a scene (i.e. roads, cars, people, sidewalks etc.) are accurate enough to give the
user situational awareness.

The image transform takes place in multiple steps and on two markedly different types of images. The
first type of image does not look above the horizon; the camera is looking only at the ground. The second type of
image is from a camera looking above the horizon and, as can be seen in the Results section of the paper, is much
more challenging to accurately fit a map compared to the first type of image. For the algorithm to determine
which type of image we are looking at, certain information from the camera must be known. Knowledge of the
tilt parameter allows us to determine if the camera is looking above the horizon at the sky. Obviously, the parts
of the image that are sky cannot be represented as the ground on a 2D map and therefore are removed before
transforming. To remove the sky from an image, horizon estimation, as used by Hoeim et. al.1 is used to identify
where the horizon is. All pixels above this location are discarded. This horizon estimation takes place by finding
the intersections among all nearly parallel lines, also known as vanishing points, in the image and uses an average
to find an approximate location that is accurate enough for the algorithm.
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After the sky is removed from the second type of image, all images are treated equally. The image needs
to then be transformed into its real world coordinates as if looking down on it in a map. The matrix needed for
the transform to real world coordinates is attained by using the camera’s RWFOV, which can be calculated by
knowing the height, pan, tilt, zoom, and GPS coordinates of the camera and basic trigonometry. The camera’s
field of view in angular form, entirely different from its RWFOV, is the first parameter calculated from the
equation. By knowing this angle, the tilt of the camera, and the camera’s height off of the ground, we can
calculate the length, base width and top width of the RWFOV using trigonometric relationships. Once the
physical lengths and widths of the RWFOV are known, the distance the RWFOV is from the camera can be
calculated by shifting it according to the tilt parameter of the camera. The four corners of the RWFOV are
then calculated and placed around the camera’s GPS location. The transformation matrix is calculated from
these four corners and is applied to the original image to give the transformed, AWAVI image. The final result
is obtained by placing the AWAVI onto the map.

2. METHODOLOGY

2.1 Real World Field of View

An example real world field of view (RWFOV) in 3-dimensional space can be seen in Fig. 1 in red. To calculate
the four corners of the RWFOV, several different parameters from the camera must be known. This includes
the camera’s height above the ground, h, the maximum and minimum focal lengths of the camera, fmax and
fmin,respectively, the sensor width and sensor height of the camera, dxanddy, respectively, the GPS location of
the camera in latitude and longitude, GX and GY , respectively, and the pan, tilt, and zoom parameters of the
camera, β, γ, and z, respectively. It is important to note that pan and tilt are related to one another. When the
pan is adjusted by 180°and tilt is changed to be the same angle from straight down but on the other side, then
the views are equal. For example, if straight down is considered γ = −90°, then a camera that has γ = −45°and
β = 0°is equal to a camera that has γ = −135°and β = 180°. It is also important to note that for this purpose,
γ = −90°when the camera is pointing straight down and β = 0°when the camera is facing due north. With these
parameters known, the RWFOV can be calculated using trigonometry.

First, the zoom parameter of the camera, z, must be taken into account. Changing z will change the focal
length of the camera, f according to Eq. 1.

f =
(fmax − fmin)(z − 1)

zmax
+ fmin (1)

Figure 1: An example of the RWFOV is shown in red. The white lines show the triangle used to calculate the
RWFOV (shown in Fig. 2), while the yellow lines represent the viewing limits of the camera in 3D space.
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h

b a

where zmax is the maximum zoom setting of the camera.

With the focal length calculated, the angular fields of view of the camera αx and αy are calculated using
Eqs. 2 and 3.2

αx = 2 ∗ tan−1(
dx
2f

) (2)

αy = 2 ∗ tan−1(
dy
2f

) (3)

Next, the distances a, b, c, and d are calculated according to Fig. 2 and Eqs. 4-7. Fig. 2 is the same as
the white portion of Fig. 1.

θ = αy + π/2 − γ (4)

φ = αy − θ (5)

a = h ∗ tan(θ) (6)

b = h ∗ tan(φ) (7)

The distance the RWFOV reaches away from the camera, Y , corresponding to Fig. 1, is then calculated
by Eq. 8.

Y = a+ b (8)

To calculate the base width Xb and top width Xt, shown in blue in Fig. 1, the values for c and d are
needed. These are calculated with Eqs 9 and 10 and Xb and Xt are calculated using Eqs. 11 and 12

c = h/cos(θ) (9)

d = h/cos(φ) (10)

Xb = 2d ∗ tan(αx/2) (11)

Xt = 2c ∗ tan(αx/2) (12)

Figure 2: With knowledge of the camera parameters, including height, h, and tilt γ, and calculated parameters
αx, θ, and φ, the distances a, b, c, and d, are calculated through basic trigonometry.
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It is important to note that in many cases the camera points above the horizon, meaning that the Y
distance reaches out to infinity. In these cases, the distances Xt and Y are manually scaled back to a maximum
value of the user’s preference.

The distances of the RWFOV are now known. However, its location with respect to the camera is unknown.
Therefore, a tilt factor, tf , to move the RWFOV away from the camera is needed. Eq. 13 is used to calculate tf .

tf = 2c ∗ tan(αx/2) (13)

All distances are now calculated to find the four corners of the RWFOV in relation to point (0,0) i.e. the
camera is at point (0,0). The points Pi(xi, yi), where i = 1, 2, 3, 4, are the four points of the RWFOV if the
camera is centered at (0,0), and xi and yi are the locations of the points in 2D space. These are detailed in
Eqs. 14-17.

P1(Xb/2, Y/2 + tf ) (14)

P2(−Xb/2, Y/2 + tf ) (15)

P3(Xt/2,−Y/2 + tf ) (16)

P4(Xt/2,−Y/2 + tf ) (17)

These points are then rotated according to the pan parameter, γ, around the camera. This is accomplished
by transforming the points into polar coordinates, rotating each point by γ and then transforming back into
Cartesian coordinates. Lastly, these points need to be converted from the unit that height is in (e.g. feet,
meters, miles) into degrees of longitude and latitude and placed at the camera’s GPS location. An overview of
this process can be seen in Fig. 3 and an example of the final RWFOV on a map with parameters listed in the
caption can be seen in Fig. 4.

2.2 Transforming the Image

To get the approximate wide area view image (AWAVI), several operations are performed on the original image.
To start, we determine what type of image is being transformed: an image with sky or an image without sky.
Knowledge of the tilt parameter and angular field of view (FOV) of the camera allows us to determine which
type of image we are transforming. If the angular FOV is below the horizon then there will not be sky in the
image and we can immediately start the transform. If the angular FOV is above the horizon then there will
be sky in the image. The part of the image that is sky cannot be represented as the ground on a 2D map and
therefore it is removed from the image using horizon estimation.

2.2.1 Horizon Estimation

The horizon can be estimated in images using the features of the image. It can be accomplished by finding the
intersections of long nearly parallel lines in the image. These lines are found using edge detection in the same
manner Kosecka and Zhang3 did. Then the position that minimizes the 1

2L distance from these intersections is
calculated. This provides for a strong estimate of where the horizon exists in man-made scenes because they
contain many lines parallel to the ground plane. These lines intersect at vanishing points which exist on the
horizon.1 An example of this can be seen in Fig. 5.

2.2.2 Transforming the Image into the RWFOV

Now that the sky has been removed from the image, the transform process can begin. In order to get a top down
view of the image it must be transformed into the RWFOV. To do this, the four corners of the image (xi, yi)
must be plotted to the four corners of the RWFOV (ui, vi). This is possible by calculating the transformation
matrix, H shown in Eq. 18, and solving the system of linear equations given by Eq. 19.4

H =

 h1 h2 h3
h4 h5 h6
h7 h8 h9

 (18)
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Figure 3: An overview of the process of calculating the RWFOV. Fig. 3a shows a plot of an example RWFOV
with the camera at (0,0), and no rotation, translation, or scaling. Fig. 3b shows a plot of an example RWFOV
with the camera at (0,0), rotation, and no translation or scaling. Fig. 3c shows a plot of an example final RWFOV
with the camera at its GPS coordinates. Note that the shape in Fig. 3c is different than previously due to the
different scaling of degrees of longitude and latitude.

H

 xi
yi
1

 =

 ui
vi
1

 (19)

If it is assumed h9 = 1, then Eq. 19 will give eight equations for eight variables and H is solvable. Using
MATLAB’s imtransform with H and the image will then produce the AWAVI image.

3. RESULTS

The dataset used to test this algorithm was collected from cameras in downtown Dayton, Ohio controlled by The
Institute for Development and Commercialization of Advanced Sensor Technology (IDCAST). After analysis of
different images from IDCAST cameras, it became apparent that this approach was not perfect for all images.
If the camera had a large RWFOV or was aimed above the horizon, a large amount of distortion occurred.
Therefore, the base of the camera field of view was widened in the transform to remedy this distortion. The
camera used for all results had the parameters fmax = 119, fmin = 3.3, and zmax = 72, dx = 3.2 and dy = 2.4.
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Figure 4: Example RWFOV placed onto a map. The parameters for this example are fmax = 119, fmin = 3.3,
zmax = 72, dx = 3.2, dy = 2.4, z = 1.923, γ = −9, β = −125◦, GX = −84.18084, GY = 39.7658, h = 35 feet and
a maximum length of y and Xt of 752 feet.

Figure 5: Example of horizon estimation to remove the sky. The red lines show nearly parallel lines which
intersect at the vanishing points of the scene. The blue line shows the estimated horizon.

Several results are shown Figs. 6-10 with the following images: the original image, the RWFOV, the
transformed image, and the transformed image placed on a map. The camera parameters are in the caption of
each figure. Results for images without sky are shown in Figs. 6, 7, and 8. Results for these images are quite
good, as most of the image looks as it would if we were looking straight down from a plane. The only blemishes
in the images are in Figs. 6 and 8 the building appears to be ground and in Fig. 7 the street lights stretch across
the image. Otherwise, the features of the scene, especially the road and cars, are transformed nicely. These
images give a phenomenal amount of situational awareness, as there is now a directional component to what is
happenning in the image. Even though they do not precisely match the map, we can still see what is happenning
in the scene.

On the other hand, the results shown for images with sky in Figs. 9 and 10 have large amounts of distortion
near the top of their transformed images. Although the parts of the image that are close to the camera look
acceptable, the area furthest from the camera looks too distorted to get any reliable information. This is due
to the large size of the RWFOV stretching out pixels at the top of the image. To fix this issue, the base of the
RWFOV was tripled. The effect of tripling the base width is shown in Figs. 11 and 12 with their original images
as well. Although these images do not line up with the road as well as the original transformation images do,
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(a) Original Image (b) Real World Field of View of Camera

(c) Transformed Image (d) Transformed Image Placed on a Map

Figure 6: The camera parameters for this example are z = 1.923, γ = −36.5375, β = 162.0796◦, GX = −84.18084,
GY = 39.7658, h = 35 feet and a maximum length of y and Xt of 752 feet. The original image, RWFOV of the
camera, transformed image, and transformed image placed on the map are shown.

they are much clearer at the furthest point from the camera. The cars in Fig. 11 are an excellent example of
this.

4. CONCLUSION

This paper presented a novel way to look at regular images from a camera on a map. First the RWFOV of a
camera was calculated with knowledge of camera parameters and trigonometry. Next, the transformation matrix
was calculated by solving a system of linear equations and the image was transformed. Lastly, the image was
placed onto a map to give situational awareness. This was proven in the results section, where several different
images collected in downtown Dayton, Ohio were transformed into their RWFOV. While all transformed images
gave a superior amount of situational awareness compared to the original image, some more closely resembled
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the real world than others. The images that were transformed into small RWFOVs had much less distortion
than images with large RWFOVs or views out to infinity. To combat the distortion that occurs in an image
transformed into a large RWFOV the base of the RWFOV was arbitrarily tripled. Although these images did
not fit the real world as closely, they were much clearer than the previous transformations which led to more
situational awareness. All image transformations effectively gave situational awareness and, if live video was
being streamed into the RWFOV, it would be much simpler for a person to follow a car or person between
different camera views.
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(a) Original Image (b) Real World Field of View of Camera

(c) Transformed Image (d) Transformed Image Placed on a Map

Figure 7: The camera parameters for this example are z = 1.923, γ = −156.9143, β = −156.9143◦, GX =
−84.18084, GY = 39.7658, h = 35 feet and a maximum length of y and Xt of 752 feet. The original image,
RWFOV of the camera, transformed image, and transformed image placed on the map are shown.
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(a) Original Image (b) Real World Field of View of Camera

(c) Transformed Image (d) Transformed Image Placed on a Map

Figure 8: The camera parameters for this example are z = 1.923, γ = −22.7709, β = 133.6478◦, GX = −84.18084,
GY = 39.7658, h = 35 feet and a maximum length of y and Xt of 752 feet. The original image, RWFOV of the
camera, transformed image, and transformed image placed on the map are shown.
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(a) Original Image (b) Real World Field of View of Camera

(c) Transformed Image (d) Transformed Image Placed on a Map

Figure 9: The camera parameters for this example are z = 1.923, γ = −9, β = −125◦, GX = −84.18084,
GY = 39.7658, h = 35 feet and a maximum length of y and Xt of 752 feet. The original image, RWFOV of the
camera, transformed image, and transformed image placed on the map are shown.
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(a) Original Image (b) Real World Field of View of Camera

(c) Transformed Image (d) Transformed Image Placed on a Map

Figure 10: The camera parameters for this example are z = 1.923, γ = −16.7996, β = 18.2731◦, GX =
−84.187813, GY = 39.764368, h = 18 feet and a maximum length of y and Xt of 752 feet. The original image,
RWFOV of the camera, transformed image, and transformed image placed on the map are shown.
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(a) Original Image (b) Real World Field of View of Camera

Figure 11: The original image and its transformed image with the base tripled.

(a) Original Image (b) Real World Field of View of Camera

Figure 12: The original image and its transformed image with the base tripled.
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