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The characterization of Cu/diamond interface thermal conductance (hc) along with an improved

understanding of factors affecting it are becoming increasingly important, as Cu-diamond compo-

sites are being considered for electronic packaging applications. In this study, �90 nm thick Cu

layers were deposited on synthetic and natural single crystal diamond substrates. In several speci-

mens, a Ti-interface layer of thickness �3.5 nm was sputtered between the diamond substrate and

the Cu top layer. The hc across Cu/diamond interfaces for specimens with and without a Ti-

interface layer was determined using time-domain thermoreflectance. The hc is �2� higher for

similar interfacial layers on synthetic versus natural diamond substrate. The nitrogen concentration

of synthetic diamond substrate is four orders of magnitude lower than natural diamond. The differ-

ence in nitrogen concentration can lead to variations in disorder state, with a higher nitrogen con-

tent resulting in a higher level of disorder. This difference in disorder state potentially can explain

the variations in hc. Furthermore, hc was observed to increase with an increase of Ti-interface layer

thickness. This was attributed to an increased adhesion of Cu top layer with increasing Ti-interface

layer thickness, as observed qualitatively in the current study.

[http://dx.doi.org/10.1063/1.4906958]

I. INTRODUCTION

For reliable operation of high power density electronic

devices, an efficient heat removal from hot regions is required.

The high thermal conductivity (k) and low coefficient of ther-

mal expansion of Cu-diamond composites make them pre-

ferred materials for these heat sink applications. Consequently,

this composite system has been the subject of extensive inves-

tigation in recent years.1–4 Maximization of the metal/diamond

interface thermal conductance (hc) is a promising path to

improve the composite k.3,5 Therefore, examinations of hc for

Cu/diamond interface and factors influencing it are both of sci-

entific interest and practical importance.

In the absence of an interface layer between Cu and dia-

mond, hc for Cu/diamond interfaces are quite low and this

causes k of composites also to be very low. For example,

Schubert et al.4 reported k¼ 215 W/m-K for a Cu-42 vol. %

diamond composite with no interfacial layer. In this case, k
for the composite is significantly lower than for Cu

(�400 W/m-K). Thus, in this example, the addition of dia-

mond in Cu matrix leads to a deterioration of the ability to

spread heat rather than the desired improvement. For this

particular composite, hc was calculated to be 0.5 MW/m2-K

and this low value of hc resulted in the low k.4 The introduc-

tion of a thin interfacial carbide (e.g., Cr3C2, B4C, TiC, etc.)

layer between Cu and diamond has been shown to increase

the k of Cu-diamond composites to values well above that of

Cu, which is effected due to the improvement in hc.
2–4,6–8 It

has also been established that hc is inversely related to the

thickness of interfacial carbide layer.3 The calculation of hc

in prior studies3,4,6,7,9 invoked Hasselman-Johnson10 and/or

differential effective medium9 models, which requires the

composite k to be one of the input parameters.

There is an alternate method, time-domain thermoreflec-

tance (TDTR),11–15 to determine hc for metal/diamond interfa-

ces, which allows precise and more direct measurement for an

individual interface rather than an average over a bulk sample.

The sample for TDTR examination can be prepared by depo-

sition of thin metallic layers (�90 nm thick) on a diamond

substrate. The metal layers are locally heated (temperature

increase is �1 K) with a pump laser beam, and the change in

its reflectance with time and temperature is monitored with a

probe laser beam. The modeling of changes in reflectance of

metal top layers leads to the determination of hc. Several stud-

ies have employed TDTR or similar techniques to determine

hc for metal/diamond interfaces.16–18 Recent advances with

two-color13,18,19 TDTR have greatly improved the characteri-

zation of specimens with a Cu top layer. Gengler et al.19

reported an hc� 60 MW/m2-K for an interface between Cu

and highly oriented pyrolitic graphite (HOPG), whereas

Monachon and Weber18 reported an hc� 35 MW/m2-K for an

interface between Cu and diamond. There are no prior reports

on TDTR-determined hc for a material system, where an inter-

face layer is introduced between Cu and diamond.

In the current research, a Ti interface layer is introduced

between Cu and diamond, and the hc for this material system

is determined with TDTR. The objective of this study is to

determine if the presence of a Ti interface layer improves the
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hc, akin to an enhancement effected by carbide interface

layers in the case of Cu-diamond composites. Furthermore,

the thickness of Ti interface layer is systematically varied

and the hc is determined using TDTR for different Ti layer

thicknesses. This part of the study was aimed at identifying

any correlations between hc and the Ti interface layer thick-

ness. Stoner and Maris16 have used molecular-dynamics

(MD) simulations to demonstrate that the strength of the

potential binding metal to the substrate has a significant

effect on the predicted hc, with a higher strength resulting in

a higher hc. Transition metals such as Ti and Cr bond

strongly to carbon and, moreover, Ti has a stronger bond

with carbon than Cr.20 Furthermore, it has been shown

experimentally that another carbon-based material has a

higher hc with Ti than with Cr,19,20 despite a better matching

of vibrational density of states with Cr than with Ti.

Therefore, Ti was selected as the interface layer between Cu

and diamond in the current study.

In their seminal paper,21 Swartz and Pohl concluded that

bulk disorder near the interface can cause significant devia-

tions in the experimentally determined hc from its model pre-

diction. In the current study, the concentrations of nitrogen

and other impurities (e.g., hydrogen, oxygen, etc.) were

measured as these may contribute to the disorder. Secondary

ion mass spectrometry (SIMS) was used for concentration

measurements as a function of depth below the sample sur-

face. Atomic force microscopy (AFM) was used to measure

the surface roughness of diamond substrates. The differences

in hc of specimens with synthetic and natural diamond sub-

strates are discussed in the context of variations in near-

surface disorder and interface roughness.

II. EXPERIMENTAL PROCEDURES

In this study, two different types of single crystal dia-

mond substrates, synthetic and natural, were used to make

specimens for hc determinations. The synthetic and natural

diamond substrates were supplied by Element Six (Santa

Clara, CA) and Blue Nile (Seattle, WA), respectively. Their

crystallographic orientations were determined with electron

backscattered diffraction (EBSD) techniques in an FEI XL-

30 scanning electron microscope (SEM) with a field emis-

sion gun (FEG). The diamond substrates were tilted at 70� in

the SEM sample chamber, and the EBSD patterns were

acquired with TSL OIM Data Collection software (supplier:

TexSEM Laboratories, Inc., Draper, UT, USA) at an acceler-

ating voltage of 20 kV and a working distance of 25 mm.

Several Kikuchi bands in each EBSD pattern were detected

manually and indexing of the pattern yields the crystallo-

graphic orientation of diamond substrates. The manual detec-

tion method has been used previously to determine the

crystallographic orientation of fracture facets in

Ti-alloys.22,23 The EBSD technique of crystallographic ori-

entation determination is known to be accurate within

61�.24 The crystallographic orientations of diamond sub-

strates were depicted in inverse pole figures using TSL OIM

Analysis software.

The SIMS experiments were carried out in a Cameca

IMS 4F unit with Csþ as the primary ion beam at 14.5 keV.

The concentrations of six elements (nitrogen, hydrogen, oxy-

gen, fluorine, chlorine, and sulfur) as a function of depth

were measured in both the synthetic and natural diamond

substrates. CN�, H�, O�, F�, Cl�, and S� secondary ions

were monitored for concentration quantification of N, H, O,

F, Cl, and S, respectively. To minimize the contributions of
13C2

� to CN� counts, high mass resolution spectrum was uti-

lized in the case of CN� secondary ions. The conversion of

the measured secondary ion counts to concentration was

accomplished using relative sensitivity factors from carbon

standards. The depth scale was calibrated by measuring the

depth of analysis crater with a stylus profilometer. The detec-

tion limits for the different elements are shown in Table I.

The roughness was measured via AFM in a Bruker

Nanoscope. The scan size was 30 lm� 30 lm, the scan rate

was 1 Hz, and the measurements were conducted in the tap-

ping mode.

The metal films were deposited on the diamond sub-

strates via magnetron sputtering. A direct current (DC) pro-

cess was used for deposition of the Cu top layer; whereas a

high power pulsed magnetron sputtering process was used

for deposition of the Ti-interface layer. The high power

pulsed process differs from ordinary sputtering in that (1) the

metal flux is composed primarily of ions rather than neutrals

and (2) the maximum kinetic energy of the incident ions is

significantly larger (�10–15 eV) than in ordinary sputtering.

The base pressure for magnetron sputtering apparatus was

less than 5� 10�9 Torr, and the pure metal (Ti and Cu) tar-

gets were sputtered in 10 mTorr of ultra-high purity Ar. The

maximum temperature of the substrate surface during depo-

sition was approximately 70 �C as measured by a calibrated

infrared pyrometer aimed at the sample surface.

The sputter-coated diamond substrates were character-

ized with electron probe microanalysis (EPMA) to determine

the thickness of metallic film(s). The EPMA experiments

were conducted using Cameca SX100 unit operating at

15 kV. Data from EPMA experiments were modeled to

determine the metal layer thickness. Several software pack-

ages (e.g., GMRFILM, Strata, and Multifilm) have been

developed by different research groups to process the EPMA

data for determinations of film thickness and composi-

tion.25–27 GMRFILM permits the determination of film

thickness (with an accuracy of 610%) from experimentally

determined X-ray intensity ratios (k-ratios) and known film

density, as described in Ref. 25. In the current work, the k-

ratios for the elements of interest (i.e., Cu and Ti) were deter-

mined with EPMA experiments using wavelength-dispersive

spectrometer (WDS) on the surface Cu-film on diamond

TABLE I. Detection limits of analyzed elements in diamond.

Element Detection limit (atoms/cm3)

H 2� 1017

N 2� 1015

O 5� 1016

F 5� 1014

S 1� 1015

Cl 1� 1015
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substrates and on pure elemental (Cu and Ti) standards. The

k-ratios and density of metals (qCu¼ 8.89� 103 kg/m3 and

qTi¼ 4.51� 103 kg/m3) were entered in the GMRFILM pro-

gram to calculate the metallic layer thicknesses. Prior studies

report a good correlation of thin film thickness values deter-

mined using EPMA with those determined using

Transmission Electron Microscopy (TEM),25 Spectroscopic

Ellipsometry,25 and Rutherford Backscattering Spectrometry

(RBS).25,27 The experiments in our laboratory on sputter-

coated metal films also confirmed a good correlation of thin

film thickness values determined using EPMA–GMRFILM

method with those determined using TEM, Profilometry, and

RBS. Therefore, EPMA–GMRFILM technique is expected

to provide accurate values of metallic layer thicknesses in

the current research.

Thermal conductance of the Cu/diamond interfaces was

determined with a two-color TDTR lab.13 The output of a

mode-locked Ti:sapphire laser is split into a pump and a

probe beam. The pump beam (wavelength �785 nm) is sent

first through a pulse compressor and then through an electro-

optic modulator (EOM), which imposes a square-wave pulse

train with a frequency of 9.8 MHz. The pump beam is then

aligned along a mechanical translation stage to systemati-

cally alter the timing between the pump and the probe pulses.

The probe beam is sent through an optical parametric oscilla-

tor (OPO) to modify its wavelength to �600 nm. Both beams

are then focused to a spot size of �50 lm at a 45� angle to

the sample. The reflected probe beam is spatially filtered,

recollimated, and sent through a 750 nm short pass optical

filter to reject scattered pump-beam light. Finally, the probe

beam is passed through a neutral-density filter (optical

density¼ 1.0) and focused onto a silicon photodiode detec-

tor. The output of the detector is sent to the input of a dual

phase, radio frequency lock-in amplifier that has its reference

channel connected to the same electronic signal that drives

the EOM. The scans and data acquisition are computer con-

trolled with a LABVIEW program developed in our labora-

tory. TDTR data were acquired from five randomly chosen

locations on each sample surface. Data analysis was per-

formed with a nonlinear least squares application to Cahill’s

frequency domain model14 to determine hc for Cu/diamond

interfaces. The results from the five scans on each sample

were used to establish an average 6 standard deviation

value. Although specimens had up to 3.5 nm thick (as

described below in Sec. III) Ti-interface layer between Cu

and diamond, the modeling of TDTR data is reported to pro-

vide hc for Cu/diamond interface, as the conduction across

Ti-layer was not modeled separately. This approach is simi-

lar to that reported in Ref. 15, where 3 nm thick Ti adhesion

layer was inserted between Cu and sapphire, and the model-

ing of TDTR data was reported to provide hc for Cu/sapphire

interface.

III. RESULTS

The EBSD patterns for the synthetic and natural dia-

mond substrates are shown in Figures 1(a) and 1(d), respec-

tively. The patterns at different locations throughout the top

FIG. 1. Determination of crystallographic orientation of diamond substrates with EBSD technique in an SEM. (a) EBSD pattern from synthetic (CVD) dia-

mond, (b) manual detection of Kikuchi bands in pattern (a), (c) indexing of pattern (a), (d) EBSD pattern from natural diamond, and (e) indexing of pattern (d).
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polished surface of each substrate remained essentially

unchanged, which confirms that the substrates are single

crystals. Several of the Kikuchi bands are detected manually

and are shown as red lines in Figure 1(b). The indexed pat-

terns for synthetic and natural diamond substrates are shown

in Figures 1(c) and 1(e), respectively. The crystallographic

orientations of diamond substrates are shown in Figure 2.

The SIMS depth profiles for the synthetic and natural di-

amond substrates are shown in Figures 3 and 4. The bulk

nitrogen concentration of synthetic diamond substrate is

2.2� 1016 atoms/cm3 (i.e., 0.15 ppm by weight), which is

approximately four orders of magnitude smaller than the

value of 1.33� 1020 atoms/cm3 (i.e., 883 ppm by weight) for

natural diamond substrate. The bulk concentrations of hydro-

gen, oxygen, sulfur, chlorine, and fluorine in both the dia-

mond substrates are below the detection limit for the element

of interest (Figure 4 and Table I).

The surface profiles for the two substrates are shown in

Figure 5. The roughness of synthetic diamond is higher than

the natural diamond. The root mean squared roughness (Rq)

values for synthetic and natural diamonds are 5.8 and

2.8 nm, respectively. The average roughness (Ra) values for

synthetic and natural diamonds are 2.3 and 1.6 nm, respec-

tively. Furthermore, the surface topography is more uniform

for natural diamond than synthetic diamond (Figure 5).

The thickness of Ti-interface layer ranged between 0

and 3.5 nm on different specimens, as determined with

GMRFILM modeling of data acquired via EPMA. The thick-

ness of the Cu top layer was also determined with

GMRFILM modeling of EPMA data, and it varied in the

range of 73–133 nm for different specimens.

The hc values determined via TDTR method are

depicted in Figure 6 for the two types of diamond substrates

(synthetic and natural) and for a range of thicknesses of the

Ti-interface layer. Each of the data points in Figure 6 is an

average of measurements at five different locations on a

specimen, whereas the error bars indicate standard deviation

for each set of five measurements. Two specimens with the

synthetic diamond substrate and without any Ti-interface

layer were prepared, and characterized with TDTR. The hc

values for these two specimens are shown as two different

data points in Figure 6, and demonstrate that the reproduci-

bility of methodology, including specimen preparation and

TDTR characterization, employed in the current study is

within 610%.

Our results are compared with the predictions of the

acoustic mismatch model (AMM) that assumes no phonon

scattering at the interface, and the diffuse mismatch model

(DMM) that assumes scattering of all phonons incident on

the interface.21 According to AMM, the Cu/diamond inter-

face thermal conductance is given by28,29

hc �
1

2
qm:cpm

:
v3

m

v2
d

:
qmqdvmvd

qmvm þ qdvdð Þ2
; (1)

where qm and qd are the densities of Cu and diamond,

respectively, vm and vd are the phonon velocities in Cu and

diamond, respectively, and cpm
is the specific heat capacity

of Cu. Using qm¼ 8960 kg/m3, cpm
¼ 385 J/kg-K,

vm¼ 2881 m/s, qd¼ 3520 kg/m3, and vd¼ 13 924 m/s as

input parameters28 in Eq. (1), hc for Cu/diamond interface is

estimated to be 48.1 MW/m2K3. This AMM-predicted value

of hc is shown as a dashed horizontal line in Figure 6.

DMM assumes that all the phonons are randomly and

elastically scattered at the interface, and the scattering proba-

bility into each material is decided by the density of phonon

states in each material.21,30 The transmission probability is

written as

FIG. 2. Inverse pole figures showing

the crystallographic orientation of dia-

mond substrates. The red closed circles

depict the orientation of surface nor-

mal in the stereographic triangle for di-

amond crystal, which were determined

with EBSD at 13 different locations on

the substrate. (a) Synthetic diamond

and (b) natural diamond.

FIG. 3. SIMS depth profiles showing nitrogen concentration as a function of

depth below the surface for synthetic and natural diamond substrates.
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a1; j xð Þ ¼ v2; j g2;j xð Þ
v1; j g1;j xð Þ þ v2; j g2;j xð Þ ; (2)

where ai; jðxÞ is the phonon transmission probability of

mode j on side i, x is the phonon angular frequency, vi; j is

the phonon sound velocity of mode j on side i, and gi;jðxÞ is

the density of phonon states of mode j on side i. The inter-

face thermal conductance is given by21,30

hc ¼
1

2

X
i;j

@

@T

ðp=2

0

ðxmax
i

0

ai; j h;x; jð Þgi; j xð Þn x; Tð Þ�hxvi; j

� cos h sin h dh dx;

(3)

where h is the phonon incident angle, xmax
i is the maximum

phonon angular frequency on side i, �h is Planck’s constant

divided by 2p, and nðx; TÞ is the Bose occupation distribu-

tion function. nðx; TÞ is given by30

n x; Tð Þ ¼ 1

e�hx=kBT � 1
; (4)

where kB is Boltzmann’s constant and T is the temperature.

From the DMM, the hc for Cu/diamond interface was

calculated to be 88.6 MW/m2K.30,31 This DMM-predicted

value of hc is also shown in Figure 6 as another dashed hori-

zontal line.

For a qualitative assessment of the adhesion of Cu film

on diamond for specimens with different thickness of

Ti-interface layer, it was attempted to remove the metal

film from diamond substrates using ScotchVR tape. It was

observed that insertion of Ti-interface layer improves the ad-

hesion of Cu to diamond, as it was more difficult to remove

the Cu film. Furthermore, the Cu top layer adhered more

strongly to diamond with an increase of Ti-interface layer

thickness. These results provide an idea about the variation

in Cu film adherence to diamond substrate, albeit qualita-

tively, with change in the Ti-interface layer thickness.

IV. DISCUSSION

The hc of specimens with synthetic diamond substrate is

higher than with natural diamond substrate (Figure 6). It is

clear from Figure 2 that the surface of both the diamond sub-

strates is parallel to the (001) crystallographic plane. Thus,

the crystallography of surface is essentially the same for two

FIG. 4. SIMS depth profiles showing concentrations of hydrogen, oxygen, sulfur, chlorine, and fluorine as a function of depth below the surface for (a) syn-

thetic and (b) natural diamond substrates.

FIG. 5. Surface profiles (scan area-

¼ 30 lm� 30 lm) acquired with AFM.

(a) Synthetic and (b) natural diamond

substrates. Rq and Ra denote root mean

squared and average roughness,

respectively.
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types of diamond substrates. The substantially lower nitro-

gen concentration in synthetic diamond than in natural dia-

mond (Figure 3) and essentially similar bulk concentrations

of H, O, S, Cl, and F in the two diamonds (Figure 4) suggest

that the degree of disorder in synthetic diamond is signifi-

cantly less than in the natural diamond substrate. Since k of

diamond is known to decrease with an increase of its nitro-

gen content,32 this also implies that synthetic diamond has a

higher k. This is further supported by the modeling of TDTR

data, which suggests that k of synthetic diamond is higher

than natural diamond. In this context, it is interesting to note

that Swartz and Pohl have suggested that bulk disorder in the

near-surface region can potentially cause significant varia-

tions in hc and therefore, an improved understanding of this

disorder is highly desirable.21 The current study provides the

experimental evidence of variations in nitrogen concentra-

tion of the natural and synthetic diamond substrates, which

can lead to variations in the degree of bulk disorder in near-

surface regions of the two substrates. This can explain, at

least in part, the differences in hc of specimens with natural

and synthetic diamond substrates. In addition to the differen-

ces in nitrogen concentration, the roughness and uniformity

of surface topography for the two substrates are different. In

this discussion, it is relevant that Hopkins et al. have

reported a reduction in hc for Al/Si interfaces with an

increase of substrate surface roughness.33 Assuming a simi-

lar relationship between substrate surface roughness and hc

for Cu/diamond interfaces, the hc for specimens with syn-

thetic diamond substrate is expected to be lower than with

natural diamond substrate, which is opposite of the observed

behavior (Figure 6). There are two possible reasons for this

apparent deviation from expected behavior: (a) difference in

average surface roughness is small (2.3 nm for synthetic dia-

mond versus 1.6 nm for natural diamond), which can result

in only small variations in hc and (b) there is a significant dif-

ference in nitrogen concentration (four orders of magnitude

lower in synthetic than in natural diamond), which can more

than compensate for any small variations in hc due to differ-

ences in surface roughness and topography.

The values of hc of specimens with synthetic and natural

diamond substrates are compared with the predictions of

AMM and DMM (Figure 6). The hc of specimens with syn-

thetic diamond substrate (without Ti-interface layer) lies in

between the AMM and DMM-predicted values. This is con-

sistent with Ref. 21, where the experimental measurements

of Kapitza resistance for Cu/helium by different researchers

were reported to lie in between the predictions of AMM and

DMM. The hc of specimen with natural diamond substrate

(without Ti-interface layer) is lower than even the AMM-

predicted value (Figure 6), which presumably is due to a sig-

nificantly higher level of bulk disorder in this substrate.

For specimens with either synthetic or natural diamond

substrate, the presence of Ti-interface layer causes an

increase in hc, when compared with the specimens without

any interface layer (Figure 6). This can be explained by a

higher interfacial bond strength between Ti and diamond

than between Cu and diamond. Both the simulations by

Stoner and Maris16 and the experimental work of Collins

et al.17 suggest that the strength of interfacial bonding may

have a strong influence on hc, which can help rationalize the

findings of current research.

For specimens with either synthetic or natural diamond

substrate, an increase in Ti-interface layer thickness clearly

results in an increase in hc (Figure 6). A consideration of the

relative values of the mean free path (MFP) of heat carriers

(i.e., electrons) in bulk Ti and the Ti-interface layer thick-

ness, in the context of Fuchs-Sondheimer size-effect

theory,34,35 suggests that the k of interfacial Ti-layer would

increase with an increase in its thickness. The bulk MFP

(Kb) of conduction electrons in Ti at room temperature is

28.5 nm,36 which is at least 8� longer than the Ti-interface

layer thicknesses examined in current study. In addition to

the scattering mechanisms operational in bulk Ti, the elec-

trons in thin Ti-interface layers are also expected to scatter at

Cu/Ti and Ti/diamond interfaces, which would result in the

effective MFP (Keff) of electrons in Ti-interface layer to be

significantly less than Kb. The distributions of Kb and film

MFP (Kf) are shown schematically in Figure 7. Keff can be

calculated using equation:37 K �1
ef f ¼ K �1

b þ K �1
f : For the

current case of Ti-interface layer thickness being signifi-

cantly less than Kb, an increase in Ti-layer thickness causes

an increase in Kf and thereby in Keff, which in turn causes an

increase in k of interfacial Ti-layer. According to Fuchs-

Sondheimer size-effect theory,35 for j� 1

kf

k
¼ 3

4
� 1þ pð Þ

1� pð Þ � j ln
1

j

� �
; (5)

where kf is the thermal conductivity of Ti film, k (¼21.9 W/

m-K) is the thermal conductivity of bulk Ti, p is assumed to

be the fraction of elastically scattered electrons (the remain-

der are scattered diffusely at the interface), and

j ¼ film thickness
Kb

. kf is calculated for the range of interface

layer thicknesses examined in current study and its variation

with interface layer thickness is shown in Figure 8(a). Two

values of p (¼ 0 and 0.5) are considered. kf increases with an

increase of interface layer thickness (the rate of increase is

higher at the higher p of 0.5). This could be a possible reason

for observed increase in hc with Ti interface layer thickness

(Figure 6). To check this possibility further, hc for the Ti

FIG. 6. Effect of Ti interface layer thickness on Cu/diamond interface ther-

mal conductance. The solid lines depict the approximate trend for experi-

mental data points. The dashed horizontal lines depict the predictions of

AMM and DMM for Cu/diamond interface.
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interface layer was calculated as: hc ¼ kf

film thickness
(as dis-

cussed, for example, in Ref. 7). Figure 8(b) shows that hc of

Ti interface layer actually decreases with an increase of its

thickness even though kf increases, and this drop in hc is

more significant for a higher p. It appears that the increase in

Ti-layer thickness more than compensates the increase in its

kf, which results in the hc of Ti interface layer to decrease.

Second, a comparison of Figures 6 and 8(b) suggests that hc

of Ti interface layer is an order of magnitude higher than the

hc for specimens examined in the current study. Therefore, it

is concluded that Fuchs-Sondheimer size-effect theory can-

not explain the observed variation in hc with Ti interface

layer thickness, which is depicted in Figure 6.

As discussed in Sec. III, the Cu top layer adhered more

strongly to diamond with an increase of Ti-interface layer

thickness. In this context, it is interesting to note that a modi-

fied acoustic mismatch model proposed by Prasher38 predicts

that hc is proportional to the square of adhesion energy of the

interface for the case of weak bonding. Therefore, the

increase in hc with increasing Ti interface layer thickness is

attributed to an improvement in metal layer adherence and

the resultant increase in interfacial adhesion energy.

Schmidt et al.20 reported that the values of hc for a Ti/c-

axis oriented HOPG specimen and an Al/c-axis oriented

HOPG specimen with a 5 nm thick Ti-adhesion (interface)

layer between Al and HOPG were similar. By analogy, it is

expected that the hc for a Cu/diamond specimen with a

3.5 nm thick Ti-interface layer in the current study will be

similar to a Ti/diamond specimen. Stoner and Maris16 meas-

ured an hc¼ 100 MW/m2-K for Ti/diamond specimen at

room temperature, which is lower than 157 MW/m2-K meas-

ured in the current study for a Cu/diamond specimen with

3.5 nm thick Ti-interface layer. This difference could be

associated with possible differences in the disorder state of

the diamond substrates in the two studies, as was observed

for the specimens with synthetic and natural diamond sub-

strates in the current study. Furthermore, the lattice dynami-

cal calculations in the same study predict a value of 70 MW/

m2-K for hc across Ti/diamond interface,16 which again is

lower than the hc of 157 MW/m2-K for the Cu/diamond spec-

imen with a 3.5 nm thick Ti-interface layer characterized in

the current study. However, the diffuse mismatch limit is

higher than the prediction of lattice dynamics modeling, and

radiation limit is even higher than the diffuse mismatch

limit.16 It is expected that the diffuse mismatch and radiation

limits for Ti/diamond interface will better match the hc

measured in current study for Cu/diamond specimen with a

3.5 nm thick Ti-interface layer.

V. SUMMARY AND CONCLUSIONS

The interface thermal conductance between Cu and di-

amond was measured using TDTR method. Very thin Ti

interface layers (�3.5 nm thick) were introduced between

Cu and diamond, and the effects on hc of presence of Ti at

the interface as well as variation in its thickness were

examined. The specimens for TDTR characterization were

prepared via magnetron sputtering of metal layers (Cu and

Ti) on synthetic and natural single crystal diamond sub-

strates. The results indicate that the values of hc for speci-

mens with synthetic diamond substrate are �2� higher

than for specimens with natural diamond substrate. This

difference can be attributed to a lower level of disorder in

near-surface region of synthetic diamond substrate, as a

result of significantly lower nitrogen concentration than

natural diamond. Furthermore, the presence of a Ti-

interface layer increases the hc in specimens with either

synthetic or natural diamond substrate. The hc is directly

related to the Ti-interface layer thickness, within the range

FIG. 7. Electron mean free path distribution in Ti interface layer (sche-

matic). Bulk MFP (Kb) is determined by the scatterings with phonons and

impurities, whereas film MFP (Kf) is determined by the scatterings at Ti/Cu

and Ti/diamond interfaces. Kf is shorter than Kb (After Ref. 37).

FIG. 8. Calculations using Fuchs-Sondheimer size-effect theory showing the influence of Ti interface layer thickness on its (a) thermal conductivity and (b)

thermal conductance. p denotes the fraction of elastically scattered electrons. The solid lines depict the logarithmic fit through the calculated values.
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of thicknesses examined in the current study. An enhanced

adhesion of Cu top layer with increasing Ti-interface layer

thickness causes an increase in hc.
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