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Abstract

Cloud computing is a relatively new set of technologies that can allow businesses to
easily scale their computing resources and improve responsiveness to customer needs. This
has held true for application, server, and desktop virtualization. Desktop virtualization in
particular provides a means to solve many of the traditional challenges associated with
deploying and maintaining large business workstation environments, including centralized
data management, rapid deployment of workstations, and centralized updating. VMware, a
longtime leader in the virtualization sector, offers a desktop virtualization platform that is
widely considered to be the best in class. This paper explores the process of building a
desktop virtualization solution using VMware View, a cloud-ready desktop virtualization

solution from VVMware.
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Chapter |
INTRODUCTION
Introduction

A significant consideration for Chief Financial Officers (CFOs) today is decreasing
the cost of operating their IT infrastructure and increasing the amount budgeted for research
and development. VMware, one of the most prominent companies in the virtualization sector,
offers a wide range of products that can allow a company to reduce the total cost of
ownership (TCO) of its desktop infrastructure and improve their return on investment (ROI).
VMware offers a RCOI calculator at http://roitco.vmware.com. This document talks about the
benefits and the methodology of VMware View on top of vSphere hypervisor. A VMware
View deployment can help companies rapidly and dynamically scale their IT infrastructure to
respond to customer demands and take their services to new markets more rapidly. VMware
View helps companies to rapidly provision, centrally manage, and efficiently patch their end-
user desktops. This is possible only when they also deploy an ESXi server infrastructure,
which is part of VMware vSphere product suite. The vSphere suite allows companies to build
and run multiple servers as virtual machines on top of the ESXi hypervisor. This paper
explores the many benefits of moving to desktop and server virtualization using VMware
virtualization technologies.

Problem Statement

Many companies in today’s competitive market risk losing their competitive edge due
to not keeping pace with market trends. Customers now want services delivered faster, in
more locations, and on a variety of devices. This shift in customer expectations means that
companies must be able to rapidly provision computing resources, patch systems

transparently, and recover services from any unplanned downtime, all without disrupting the



9
end-user experience. This paper focuses on how a company can rapidly provision and deliver
services and manage and patch them centrally from a single virtual datacenter.

Nature and Significance of the Problem
The issues and challenges explained in the problem statement affect virtually every
company throughout the world. Changes in the IT marketplace have increased the demands
customers place on the information systems they use, and companies that wish to remain
relevant and profitable need to adapt accordingly.
Objective of Research
This research focuses on understanding and solving significant challenges facing IT
departments in businesses worldwide. Specifically, it looks at how virtualization solutions
like VMware View can help companies decrease their capital and operational costs by
centralizing IT system management.
Research Questions and/or Hypotheses
1. How can vSphere High Availability provide an effective and affordable disaster
recovery solution?
2. How do vCenter Server, View Composer, and View Connection Server work
together to provide seamless desktop virtualization?
3. How does View Composer optimize storage?
4. How many virtual desktops can be run concurrently on a single ESXi server?
5. What is the optimal storage design for VMware View?
6. How many IOPS (Input/output Operations per Second) should a storage LUN

(Logical Unit Number) be able to provide?



Acronyms
AD: Active directory
AMD RVI: Rapid virtualization technology
DC: Domain Controller
DCUI: Direct Console User Interface
DMZ: Demilitarized zone
DPM: Distributed power management
DRS: Distributed resource scheduler
DSN: Data source name
EULA: End User license agreement
FQDN: Fully qualified domain name
FT: Fault tolerance
GB: Giga bit
HA: High Availability
HVD: Hosted virtual desktop
IAAS: Infrastructure as a service
Intel VT: Virtualization technology
IOPS: Input output per second
IT: Information Technology
LAN: Local area Network
LUN: Logical unit number
MED-V: Medium Enterprise desktop virtualization
MHZ: Mega hertz

ODBC: Open Database Connectivity
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OS: Operating system
OVF: Open virtual machine format
PAAS: Platform as a service
PCOIP: Personal computer over Internet protocol
RDP: Remote desktop protocol
ROI: Return on Investment
SAAS: Software as a service
SLES: SUSE Linux enterprise server
SP1: Service pack 1
SSL: Secure Sockets Layer
SSO: Single Sign on
TCO: Total cost of ownership
TCP: Transmission Control Protocol
UCS: Unified computing system
UDP: User Datagram Protocol
VDI: Virtual desktop infrastructure
VM: Virtual Machine

WAN: Wide area network
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Chapter 11
BACKGROUND AND REVIEW OF LITERATURE
VMware
VVMware is a multinational company founded in 1998, which specializes in
virtualization, cloud computing, and implementing software-defined datacenters (VMware,
2015).
Cloud Computing
Cloud computing is a way to access information systems and services over Internet.
There are three major delivery models in cloud computing:

e 1AAS (Infrastructure as a Service): End users are provided with access to the bare
metal hardware they need for their business needs. Example laaS providers
include Soft Layer, AWS, and Rackspace.

e SAAS (Software as a Service): Software can be rented as a service from a cloud
provider. Examples include Office365 from Microsoft, Zimbra Cloud Suite, and
Google Apps for Business.

e PAAS (Platform as a Service): A development platform with all necessary tools to
build an application can be purchased from PAAS providers. Major players in the
market include Sales force, Microsoft Azure, and Google App engine.

All the above services operate on a pay-as-you-go billing model. A real-world

analogy of cloud services is a taxi. Taxis offer a mode of transportation where customers can
have convenient access to transportation without having to worry about vehicle maintenance,

paying for fuel, or carrying an auto insurance policy (Cloud Computing, 2015).
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Virtualization
Virtualization is a technology that, put simply, allows individual, powerful computers
to run multiple operating systems and provide a variety of services to customers at one time.
The main goal is to transform traditional computing platforms in order to make them more
scalable, robust, and flexible. Virtualization technologies come in many different forms for
different use cases (Techopedia, n.d.).

Types of Virtualization

Virtualization Type VMware Citrix Microsoft
Server vSphere XenServer Hyper-V
Desktop View XenDesktop Med-V
Application ThinApp XenApp App-V

(Data Center Knowledge, 2012)
Server Virtualization

Server virtualization involves the emulation of an operating system, which can run
enterprise application like SQL Server, Oracle 12c, Lotus Notes, Exchange Server,
SharePoint, and web server software. Examples of server virtualization products include
VVMware vSphere, Citrix XenServer, and Microsoft Hyper-V (Raido, n.d.).
Desktop Virtualization

Desktop virtualization involves the emulation of end-user desktop environments in
order to allow them to be managed, patched, and security in a centralized manner. Examples
of desktop virtualization products include VMware View, Citrix XenDesktop, and Microsoft

Med-V (Desktop Virtualization, 2011).
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Application Virtualization

Application virtualization involves abstracting the application layer from the
underlying operating system layer, making them run inside a bubble, which controls and
mediates interactions between each application and the operating system. Benefits include the
ability to run legacy applications on modern operating systems, as well as the ability to
securely host numerous different applications on a single platform. Examples of application
virtualization products include VMware ThinApp, Citrix XenApp, and Microsoft App-V.
(Application Virtualization, 2015).

Physical Server Types and Models

There are three different form factors of physical servers in the market today—tower
server, rack server, and blade server.
Tower Server

A tower server is a standalone server that is built in an upright cabinet. Examples of
tower server models include Dell PowerEdge, HP ProLiant, and IBM System X M5 tower
(Dell, n.d.a; Hewlett-Packard, n.d.a; International Business Machines Corporation [IBM],

n.d.; Rouse, 2006).

Figure 1. Tower Server (Valli, n.d.)
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Rack Server
A rack server is a server designed to be installed in a standard rackmount enclosure.

Models of rack servers include Dell PowerEdge, HP ProLiant, and Cisco UCS Rack servers.

(Dell, n,d.b; Cisco Systems, n.d.a; Hewlett-Packard, n.d.b; Rouse, 2011).

Figure 2: Rack Server (3 Benefits Of, n.d.)
Blade Server

A blade server is a server with an integrated and modular design, which consumes
less datacenter space and less electricity than traditional server types. Models of blade servers
include HP C7000, Cisco UCS Blade, and Dell PowerEdge Blade servers. (Blade Server,

2014; Cisco Systems, n.d.b; Dell, n.d.c; Hewlett-Packard, n.d.c).

Figure 3. Blade Server (Hewlett-Packard, n.d.d)



ESXi

VMware’s ESXi is type-1 or bare-metal virtualization software on which multiple

operating systems can be installed and run simultaneously. ESXi is built around the

16

VVMkernal, the central software component which intelligently shares the server hardware on

which it is running to all the virtual machines. This is also called as a virtual machine monitor

(VMware, 2009).

ESXi Architecture

and Support

Rt

Management

1]

VMware ~ Common Infrastructure Virtual Machine
Management srmatio Agents Support and
Framework (NTP, Sylog, etc.) Resource Management

3 Em

VM | VM | VM
| J

VMkernel

Figure 4. ESXi Architecture (VMware, n.d.m)

ESXi is a very efficient virtualization platform, and has been enhanced over the years

of its development. Today, all of the management agents, which used to run on a separate

service console on past versions, are now run directly on ESXi without the need for the

service console. Third-party agents for hardware monitoring can now run directly on the

VVMKkernel as well. As a result, the disk footprint after removing the service console for ESXi

is just 32 MB, making it very efficient and lightweight. ESXi is available in two versions:
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e ESXi Installable, which can be installed selecting the hardware-vendor-specific
image.
e ESXi Embedded, which comes pre-installed with OEM (original equipment
manufacturer) hardware (ESXi, 2013).
Virtual Machine

A virtual machine is essentially a software-defined computer, which is built and run
on a virtualization server like ESXi. A virtual machine can offer virtually all of the
capabilities of a physical computer, and provide a similar level of performance as well
(Virtual Machine, 2009).

vSphere Client

VMware vSphere Client is a secondary piece of software, which is used by
administrators to connect to ESXi and vCenter servers. In addition to its core functionality,
vSphere Client can be extended with plugins for different solutions, such as Update Manager
and Site Recovery Manager (VMware, n.d.a).

Database

A database is software used to maintain data in a structured and tabular format. Some
examples of enterprise-class database software include Microsoft SQL Server, Oracle 10g,
and PostgreSQL (Database, 2013). Several components in a VMware infrastructure require a
database. vCenter Server requires a database to store all the information regarding the ESXi
hosts and virtual machines it manages. View Connection Server requires a database to store
all the events that happen on a View desktop environment. View Compose also requires a
database; this saves the vCenter Server information, linked clone desktop information, replica

information of the View Composer, and Active Directory connections (VMware, n.d.b).



18
Active Directory (Domain Controller)
Active Directory is another key component of a VMware environment. It integrates
with vCenter and View to provide centralized authentication and authorization services to all
the virtual machines on vSphere and View desktops (Microsoft, n.d.).

vMotion

VIV Karmel VM Kernel

S 3

Source host Destination host

Figure 5. vMotion (VMware, 2012)

vMotion is a feature that allows a running virtual machine to be migrated from one
ESXi host to another in the same cluster without powering down the virtual machine. This is
otherwise called a “live migration” or “hot migration.” Any changes to the virtual machine
memory state that occur during the vMotion migration will be captured to the bitmap and, at
the end of the migration, the bitmap will be copied to the virtual machine on the destination.
vMotion requires shared storage and communication on the VMKernel port enabled on both
the source and destination servers. This feature allows for zero-downtime maintenance of the

servers in a VMware cluster (VMware, 2012).
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Storage vMotion

Figure 6. Storage vMotion (VMware, n.d.n)

This feature allows migration of virtual machine disk files from one physical storage
location to another without disrupting the virtual machine’s operations. This type of “live
migration” can help reduce downtime due to storage upgrades and maintenance. This feature
requires that the storage LUNs on which the disk files are migrated should be accessible by
both ESXi hosts (VMware, n.d.d).

High Availability

High availability is a feature, which can automatically restart virtual machines from a
failed server on another server in the cluster. This is a cluster-level feature. A master server
will be elected to take care of identifying the failure of a node in the cluster and restarting the
virtual machines it hosted on a healthy server. This feature works at the vCenter level

(VMware, n.d.e).
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~" : Resource Pool % ﬁ’
VMware vSphere VMware vSphere VMware vSphere

Operating Server Failed Server Operating Server

Figure 7. High Availability (VMWare, n.d.e)
vCenter Server
vCenter Server is a centralized management tool, which can be used to manage
multiple ESXi servers and the virtual machines running on them. vCenter is necessary in

order to use features like vMotion, HA, DRS, FT, Clone, Template (VMware, n.d.f).

VM VM VM VM VM VM VM VM ‘vmhvmwvmmvm‘

VMware vSphere VMware vSphere VMware vSphere

oV, [

Figure 8. vCenter Server (VMware, n.d.o)

View Connection Server
The View Connection Server is a software component, which acts a broker for clients,
allowing for centralized authentication and management of local and remote desktop sessions

(von Oven & Coombs, 2015).
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Figure 9. View Connection Server (VMware, n.d.p)

View Composer

Private Cloud (vSphere)
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View Composer is a component of the View suite, which can conserve storage space

by allowing multiple View desktops to share the same virtual disks (VMware, n.d.j).

\

Optimize storage with View Composer

Traditional VDI

View Composer

o

O
O
O

Figure 10. View Composer (Bright-Streams, n.d.)
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Chapter 111
METHODOLOGY

How It Works

To complete this project, a VMware vSphere datacenter has to be built. The

foundation of such a datacenter is one or more ESXi servers with compatible hardware.

(VMware. n.d.h). The processor(s) in each server must support either the Intel or AMD

virtualization technology (Intel VT and AMD-V, respectively). The high-level steps involved

in building a vSphere datacenter are:

1.

2.

7.

8.

Install ESXi on two or more servers with compatible hardware.

Create LUNs on a supported storage resource and add them as datastores on the
ESXi servers.

Create one or more virtual networks with standard vSwitches.

Create three Windows Server 2008 R2 virtual machines on one of the ESXi
servers for vCenter, an Active Directory domain controller, and a SQL Server
database server.

Install vCenter server to one of the Windows Server virtual machines and
configure vCenter to manage the ESXi servers.

Configure virtual datacenters and clusters in vCenter.

Enable HA & DRS for availability and load balancing, respectively.

Check whether the site is fully-functional and troubleshoot any issues that arise.

Once the vSphere datacenter is fully-functional, View must be implemented on top of

it, as vSphere handles the compute and network layers for VMware View. Below are the

steps to build a View environment on top of vSphere:
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1. Install a supported version of Windows Server on two virtual machines, one for
the View Connection server and another for the SQL database. If a database is
already available, a second Windows server is not necessary.

2. Install a supported version of Windows Server on an additional virtual machine
for View Composer. This also requires a database on a new or existing server.

3. Log into View administration portal from a web browser and add vCenter server
information and other required parameters.

4. Create a Windows 7 or Windows 8 virtual machine and perform the following
tasks: install all the required applications, remove the virtual network interface
from the machine, take a snapshot of the VM, and shut it down.

5. Utilize View Composer to build linked clone desktop pools from the Windows 7
or 8 VM snapshot (VMware, n.d.g).

Once these steps have been completed, the architecture will resemble that shown in

Figure 11.

vSphere and View Architecture

—— Centralized
=1 _ Virtual Desktops Linked

VMWARE
THINAPP

Figure 11. vSphere and View Architecture (Cisco Systems, 2015)



Architecture Explanation

Cloud Based Virtualization

Cloud computing is a service built on top of a virtualized platform. A virtualization

platform can be vSphere, Xen server, Hyper-V, Xen, or KVM. The virtualization software

acts as a compute layer from which resources are extracted and delivered to organizations

over cloud.

vSphere

VVMware vSphere is server virtualization platform, which allows organizations to

build consolidated datacenters, thereby enabling them to reduce their operating and capital

expenses. Some of the technical and financial benefits that vSphere can provide include:

1.

2.

7.

8.

Server consolidation

Increased server hardware utilization (RAM and CPU)
Reduced electricity costs

Reduced cooling requirements

Reduced datacenter space requirements

Zero downtime maintenance of servers
High-availability

Ability to pool resources from multiple servers

The vSphere product suite also offers a centralized management interface, vCenter

Server. A single vCenter Server instance can manage hundreds of ESXi servers and

24

thousands of virtual machines. vCenter offers a wealth of features to an enterprise datacenter,

including:

1. Fault tolerance to ensure applications remain available in the case of partial cluster

failure.
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2. Live migration (vMotion) of virtual machines from one ESXi server to another.

3. Distributed Resource Scheduler (DRS) for dynamic workload balancing on the

cluster.

4. Distributed Power Management (DPM), which can automatically place lesser-

utilized hosts in standby mode to conserve electricity usage.
VMware Horizon View

VMware Horizon View is the platform to deliver centralized, virtual desktop
machines hosted on a server running a hypervisor, and located in a data centre. The end user
then connects remotely to their virtual desktop machine from their endpoint device such as a
Windows laptop, Apple Mac, or tablet device (Malanco, 2014).

VDI (Virtual Desktop Infrastructure) provides users the freedom to work in a way that
suits them, by freeing them from the restrictions of not having to be in the office, but also
allowing them the choice of device they use making them more productive, and ultimately
your business more agile.

From an IT administrator’s perspective, it allows you to centrally manage your
desktop environment, from being able to manage desktop images, to the ease of adding and
removing user entitlements, all controlled from a single management console.

VMware View VS Traditional Desktops:



Table 1

VMware View vs. Traditional Desktop
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Traditional Desktops

VMware Virtual Desktops

Desktops are individual.

Less security as the data is stored on the hard disk on
each desktop.

Hard to maintain security compliance.

Hard to maintain IT compliance.

Desktops provisioning is a big task and time
consuming.

Hardware failures cause downtime.

Hard disk failures cause data loss.

Have to be physically in front of the desktop to
access it.

Less flexibility with ever changing needs.
Patching physical desktops is a nightmare.

Hard to maintain, have to be physically present to
troubleshoot issues.

High Capital and operational costs.

Storage space on the disk cannot be completely
utilized at times.

Desktops run centrally in the datacenter and are
consolidated on to few ESXi hosts.

Data is stored and accessed centrally from a storage
box, which runs in a datacenter.

Can stay in compliance as the user data disks can be
refreshed back to base image states as soon as they
log off.

Even though if the users install unwanted software,
the virtual desktops can be brought to base disk state
by just a click.

Thousands of desktops can be spinned with just a
click.

Hardware failures causes downtime, which is
minimal and the environment can be brought up and
running ins hardly 10 mins.

As data is stored centrally on a storage array, which
is robust, and RAID technologies are implemented to
make sure data is available even in a event of disk
failure.

The virtual desktops can be accessed over internet
from a PC or a tablet or a mobile phone.

Multiple desktops types can be provisioned from
desktop master images within a few clicks

Patching all the desktops can be done through a
single click from a updated base image snapshot.

Can be maintained and issues can be fixed centrally.
As multiple desktops run on a single ESXI server
both capital and operational costs can be reduced.

Storage optimization can be done with desktop
virtualization. No chance of disk space wastage.
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Virtual Desktop Infrastructure

The desktop operating system is hosted as a virtual machine running on a hypervisor
that in turn, is part of the data centre server infrastructure. This is also sometimes referred to
as a Hosted Virtual Desktop (HVD).

A user connects to their desktop remotely from a client device (a PC or mobile
device) using an optimized delivery protocol (PColP) and a connection broker. No data
leaves the data centre but screenshot updates are sent over the network.

The virtual desktop typically gets built on-demand, bringing together the different
components that make up a full desktop. The operating system, user profile, desktop policies,
and applications are all treated as separate components, abstracted from the underlying
machine, and are then delivered back together to create a user’s desktop experience
(Malanco, 2014; Suhr, 2014).

There are three different editions available from VMWare Horizon View: (a) Horizon
View Standard Edition, (b) Horizon View Advanced Edition, and (c) Horizon View

Enterprise Edition. The key elements of Horizon View are outlined in the following diagram.

N
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Figure 12. Virtual Desktop Infrastructure (Packt Publishing, n.d.)
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Figure 13. VMware View High Level Architecture (Packt Publishing, n.d.)

The process for connecting to a View virtual desktop is as follows:

1.

2.

Install VMware View client on end-user devices.

The end user enters the IP address of the connection broker (View Connection
server) and his/her logon credentials.

The request first hits the load balancer configured to balance the load onto
multiple connection servers.

The request passes through a firewall and security servers, which help block
unwanted access to the View connection servers.

Next the request hits the View connection server or the View manager, which
authenticates it against Active Directory.

Based on the user’s credentials, he/she will be presented with desktop pools that
he/she is authorized to access.

The user can now select a desktop pool from which to activate a virtual desktop.
The view connection server will now present a desktop to the user from the

desktop pool he/she selected.

28
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9. If there are no virtual desktops available in the pool, View connection server
initiates a clone operation on vCenter server.

10. If the user needs to utilize the virtual desktop without a network connection, View
transfer server can be used to download the session to the user’s device. The user
can then upload the desktop back to the View environment once done working on
the desktop locally.

Once View connection server is installed, the dashboard looks as below. This is where

administrators can actually create and manage desktop pools, add vCenter servers, and

troubleshoot problems.

VMware Horizon View Administrator

Remote Sessions

Local Sessions

Problem Desktops

Events !
System Heath [ @ @

vCenter Servers Security Servers NNECt ervers Transfer Servers

Dizable Ede Backup Now v More Commands

Inventory

Benefits of Desktop Virtualization
e Centralized administration of desktops
e Centralized data management
e Better IT compliance
e |IT security Compliance
e Simplified administration and patching
e Rapid provisioning of virtual desktops

e Access desktops remote and from a variety of devices
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Benefits of Desktop Virtualization—Explained

1. Centralized administration of desktops: When using traditional, physical
desktop workstations, all the desktops must be managed in a decentralized and
ad-hoc manner. Desktop support teams work 24/7 to make sure all the
desktops are up and running to avoid a loss of employee productivity. In
contrast, desktop virtualization all virtual desktops can be managed centrally
from a View Connection server console.

2. Centralized data management: When using traditional, physical desktop
workstations, each employee’s data is saved on the hard disk inside his/her
workstation. If a hard disk fails or is stolen, it can result in data loss or a major
security incident. With desktop virtualization, all the virtual desktops exist on
servers owned and secured by the company. This makes data loss and
unauthorized access much less likely.

3. Better IT compliance: On traditional desktops, it can be difficult and time-
consuming to keep track the software that is being installed by end-users. This
can result in many employee workstations being out-of-compliance with
organizational policies. On virtual desktops, software installation and
configuration are managed centrally, and can be more easily tracked by IT
staff.

4. 1T security Compliance: On traditional desktops, security is a challenge as
locally-stored data is available to the users and there is a chance for the data
being stolen or misused. On virtual desktops, data are centrally stored and

secured, making data loss and leakage much less likely.
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5. Easy administration and patching: View virtual desktops are managed
through a centralized management console and View Connection server
dashboard. Thanks to this centralized model, virtual desktops can be updated
and patched from a single console. A new virtual desktop snapshot can be
created from the completely patched operating system image, and all the
existing desktops can be recomposed to the new snapshot state by using the
recompose operation on the View Composer server.

6. Rapid provisioning of virtual desktops: Provisioning of physical desktops
can take a significant amount of time. When an organization purchases new
desktop computers, they must go through a lengthy provision process. With
View virtual desktops, administrators can quickly and easily instantiate new
virtual desktop instances based on existing operating system images. Linked
clones allow for even faster deployment.

7. Ease and flexibility of access: Desktops deployed by View Composer are run
centrally on the ESXi servers. Virtual desktop sessions can be accessed from a
variety of devices, as long as they have network connectivity and the View
client software installed on them. If users need to continue their work offline,
VMware View can make use of local mode, allowing virtual desktop sessions
to be downloaded and utilized in the absence of a network connection.
Changes can then be synced with the View servers once the user reconnects.

Security
Desktop virtualization offers several security benefits. As virtual desktop sessions are
managed centrally and the data disks of all the desktops are now on shared storage, data is

more secure than in a traditional desktop scenario. Users cannot permanently install
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unauthorized software on the virtual desktops, as floating desktop pools can regularly refresh
desktop sessions to approved images.

Limitations

e Need Perfect design to implement Desktop virtualization without which performance
issue can resurface. View implementation makes multiple virtual desktops to run as
virtual machines on a single ESXI server. All the desktops running would be sharing
the IOPS on the Datastore. Improper design will lead to performance issues on the
desktops and also leading to downtime as well. View implementation requires a
perfect storage 10 design which will eliminate the performance issues mentioned
above.

e Initial investment is bit higher. VMware View licensing is costly and company has to
purchase high end servers and storage to implement the solution which all leads to
end up more on capital expenditure. Considering the benefits of virtualization like less
power bills, less cooling cost, view would decrease the operational expenditure
(Courtenmanche, 2013).

VMware View Components, Description and Prerequisites
e VMware View Connection server
e VVMware View Security server
e VMware View Composer
e VMware View Agent
VMware View Connection Server
VMware View Connection server is a connection broker, which can be managed
through a web-based graphical interface. The Horizon View Connection Server, sometimes

referred to as Connection Broker or View Manager, is the central component of the View



infrastructure. Its primary role is to authenticate users and deliver the appropriate desktop
resources based on the user’s profile and user entitlement (Lowe, 2013).

Prerequisites

Table 2

VMware View Connection Server Requirements
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Components Minimum Recommended
Processor lcpu (2GHz) 4 CPU
Memory 4GB 10 GB*
Network 10/100 Mbps NIC cards 1 Gbps

*The RAM 10 GB recommended is to run 50 Virtual Desktops.

OS Requirement
Table 3

VMware View Connection Server OS Requirements

Operating System Version Edition
Windows Server 2008 R2 64 Bit Standard or Enterprise
Windows Server 2008 R2 Spl 64 Bit Standard or Enterprise

VMware View Replica Server
View Replica Server is used to provide high availability and load balancing to the
connection server. We can have one or more replica servers. For this paper one Replica
Server has been installed.
Prerequisites
Table 4

VMware View Replica Server Requirements

Components Minimum Recommended
Processor 1CPU (2GHz) 4 CPU
Memory 4 GB 10 GB*
Network 10/100 Mbps NIC cards 1 Gbps

*The recommended 10 GB RAM is to run 50 Virtual Desktops.
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Operating System Requirements
Table 5

VMware View Replica Server OS Requirements

Operating System Version Edition
Windows Server 2008 R2 64 Bit Standard or Enterprise
Windows Server 2008 R2 SP1 64 Bit Standard or Enterprise

In addition to the above requirements, there are few more requirements for installing
View Replica Server:

e An administrator account on the View admin portal is required to start the View
Replica Server installation.

e The View Replica Server should be connected to the same LAN as the Connection
Server, as the database replication cannot be done across a WAN.

e View Replica Server should not be installed on a server that is running any View
infrastructure servers.

VMware View Security Server

e Horizon View Security Server is an instance of the View Connection Server
which sits within your DMZ so that you can allow end users to securely connect
to their virtual desktops from an external network or the Internet.

e Security Server is a component of the View suite, which adds an additional layer
of security between the Internet and an organization’s internal network.

e The View Security Server should be integrated with Connection Server to get the

security benefits it offers.



Pre-Requisites
Table 6

VMware View Security Server Requirements
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Components Minimum Recommended
Processor 1CPU 4 CPU
Memory 4GB 10 GB
Network 10/100 Mbps NIC cards 1 Gbps
OS Requirement
Table 7
VMware View Security Server OS Requirements.
Operating System Version Edition
Windows Server 2008 R2 64 Bit Standard or Enterprise
Windows Server 2008 R2 SP1 64 Bit Standard or Enterprise

VMware View Composer

VMware View Composer, a key component of VMware vSphere, is tightly integrated

with VMware View Manager to provide advanced image management and storage

optimization. VMware View Composer reduces storage requirements for virtual desktop

machines by up to 90 percent and enables organizations to more effectively manage their

desktop images (VMware, n.d.j).

View Composer—L.inked Clones

View Composer uses the concept of linked clones to create desktop pools. Linked

clones are virtual desktops that share a common base image, thereby greatly reducing the

storage requirements for a View desktop pool.

e Step 1: Prepare the master desktop image. In this step the master desktop has to be

created on an ESXI server and a snapshot of the desktop has to be taken.
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e Step 2: Create the View desktop pool. This step involves creating a desktop pool

making use of linked clones. While creating a pool, the following items must be

configured: the virtual machine name, number of desktops required in the pool,

spare powered-on desktops, and disposable disk settings. A snapshot for the pool

creation has to be specified for the wizard.

e Step 3: Enable Provisioning. This is the step where the View Connection Server

requests View Composer to create desktop pools.

VMware View Composer Prerequisites

Table 8

VMware View Composer Server Requirements.

Component Required Recommended
Processor 1.4 GHz or faster Intel 64 or AMD 64 processor with 2 CPUs 2GHz or faster
and 4 CPUs

Networking One or more 10/100Mbps network interface cards 1 Gbps
Memory 4 GB 8 GB
Disk space 40 GB 60 GB

OS Requirements

Table 9

VMware View Composer Server OS Requirements

Operating System Version Edition

Windows Server 2008 R2 64 Bit Standard or Enterprise

Windows Server 2008 R2 SP1 64 Bit Standard or Enterprise
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Chapter 1V
HARDWARE AND SOFTWARE REQUIREMENTS

HP ProLiant DL 360 G8 with Intel Xeon with 96 GB RAM. Dell PowerVault
MD3200I storage. A total of six servers and two client machines, one client to serve as a
golden image for view desktops and another client used to connect to view environment.,
where in the view client is installed are created to complete this research paper which include
the following:

1. Domain Controller running Windows Server 2008 R2

2. Three SQL Server databases instances to store vCenter configuration, View

Connection Server data, and View Composer configuration and inventory data

3. One vCenter Server instance

4. One View Connection Server installed on Windows Server 2008 R2

5. One View Composer Server installed on the same machine where vCenter server
IS running.
6. Two View Replica Servers

7. Two Windows client operating system instances

8. One Windows 7 Client machine with View Agent installed for Master Image-
9. One Windows Client machine with view client installed to connect to View
environment

10. Two VMware ESXi hypervisor (One Bare metal and one Nested)
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Product Costing
VMware View licenses are sold in two ways: (a) Named Users: Each desktop is
dedicated to a single user and (b) Concurrent Users: A set number of desktops are deployed
and used by all staff members.
Table 10

Product Costing

License Type Horizon View Horizon View Horizon View
Standard Advanced Enterprise
Named Users - $3025 $4130

Concurrent Users $3025 $4840 $6800




Chapter V
IMPLEMENTATION
Following are all the screenshots taken while building the VMware View setup.
(Beerens, 2013; Courtenmanche, 2013; Lowe, 2013, 2015; Malanco, 2014; Suhr, 2014;
VMware, n.d.c, n.d.k, n.d.i, n.d. j, n.d.l).
Domain controller setup:
1. Create a Windows Server 2008 R2 virtual machine on the physical ESXi server.

Name used for DC: Win2K8-DC.

Recent Tasks

o T
o =
:

2. Select the datastore for the virtual machine.

" %) Create New Virtual Machine = ﬂ]

Storage Virtual Machine Yersion: 8
Select a destination storage for the virtual machine files

Configuration Select a destination storage for the virtual machine files:
Mame and Location
Storage

Guest Operating System
Metwork

Create a Disk I}
Ready to Complete

Name Drive Type | Capacity = Provisioned | Free | Type Thin Prow
datastorel Mon-550 271.25GB 973.00 MB 270,30 GB YMFSS Supporte

3. Select the OS family and the OS from the list of supported OS.
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Configuration

Mame and Location

Storage

Guest Operating System
Metwork

Create a Disk

Ready to Complete

Guest Operating System:
* Windows
" Linux
" Other

Version:

Identifying the guest operating system here allows the wizard to provide the appropriate defaults for
the operating system installation.

4. Selecting the network card, network label, and adapter type.

Configuration

Mame and Location
Storage

Guest Operating System
Network

Create a Disk

Ready to Complete

Create MNetwork Connections

How many NICs do you want to connect? Il = l
Connect at
MNetwork Adapter Power On
MIC 1: lCampus Private - ’ IEIDDD - I v

&

];14 If supported by this virtual machine version, more than 4 NICs can be added after the
wirtual machine is created, via its Edit Settings dialog.

Adapter choice can affect both networking performance and migration compatibility. Consult
the ¥YMware KnowledgeBase For more information on choosing among the network adapters
supported for various guest operating systems and hosts.

5. Review the selection and click Finish to start creating the VM.

£33 Create New Virtual Machine (== Eam =)

Ready to Complete

Click Finish to start a task that will create the new virtual machine

wirtual Machine Version: 8

Confiquration
Mame and Location
Storage

Metwork
Create a Disk
Ready to Complete

Guest Operating Svstem

Settings For the new virtual machine:

MName: WINZKS-DC

Host/Cluster: iris01.berl.steloudstate . edu

Datastore: datastore1

Guest OS: Microsoft Windows Server 2008 R2 (64-bit)
NICs: 1

NIC 1 Network: Campus Private

NIC 1 Type: E1000

Disk provisioning: Thin Provision

wirtual Disk Size: 40 GB

I Edit the virtual machine settings before completion

/3. Creation of the virtual machine (¥M) does not include automatic in ion of the guest operating
system. Install a guest OS on the ¥M after creating the VM.
Help | <pack | [ mosn_| cancel |

6. Alter the RAM and CPU of the VM as required. Enabling CPU and memory hot

plug will allow a user to increase the RAM and CPU of a virtual machine even

while it is powered on.
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2k8- Wirtual M
Hardware Options l Resources | Yirtual Machine Yersion: 8
Settings ‘ Summary —Memory Hot Add
General Options WINZKB-DC . . . )
\ Shut D The guest OS5 for which this ¥M is configured supports
VMware Tools Lo adding memory while the YM is powered on.
Power Management Standby
Advanced
General Mormal " Disable memary hot add for this virtual machine.
CPUID Mask Expose Nx flagto ...
Memory/CPU Hotplug Enabled/Disabled ] ¢ Enable memory hot add for this virtual machine.
Boot Options Mormal Boot
Fibre Channel NPIY MNone [ECR ot Elg
CPUJMMU Virtualization Automatic The guest OS for which this ¥M is configured supports
Swapfile Location Use default settings adding virtual CPUs while the ¥M is powered on.
% " Disable CPU hot plug for this virtual machine.
' Enable CPU hot add only for this virtual machine.
¢~ Enable CPU hot add and remove Far this virtual
machine,

7. Power on the VM and configure the CD/DVD drive to map the 1ISO image for

Windows Server 2008 R2.

File Wiew Wh

) 86 EGDRRD R

Connectto D:

I Connectito ISO image on local disk...

Connect to host device...
Connect to ISO image on a datastore..,

8. Select the language preferences, time, and keyboard layout.

Install Windows ]

e /

- i1
Windows Serverz008

9. Click on Install now.



% Install Windows

s
i
Windows Server 2008

Install noy =
LS

~What ta know before installing Windows

“Repair your computer

Lpimoht = 2009 Mictosaf Conarsion, All sghis sserved

10. Set the password for the administrator user and log into the machine.

':\.fieva
| m m > & @ & B & @

I =/ Windows Serverzoos
I} Enterprise

11. Install VMware Tools on the VM to enhance the mouse, keyboard, and screen

performance. Reboot the VM to ensure the changes take effect.

“irisOLbcrlstcloudstate.edu - vSphere Client

prism. b stclous

I

q

o File Wiew |W¥M
i. [~ ] Power »

Guest » Answer Question...
Snapshot L Send Ctrl+A&lt+del

5 Edit Settings... Instal[Upgrade Wiiware Tools
Add Permission... Ctrl+P

Report Performance...

Rename

Open in New Window...  Ctrl+Alt+N
Remaove from Inventory
Delete from Disk

42



12. Promote the Windows Server instance to a domain controller by running the

“depromo” command at an administrative command prompt.

[ & Features >
il T Get an overview of the status of this server, perform top management tasks, and add or remove server
e agnostics
- 3 roles and features.
@ it Configuration
= #5 Storage =
(~) Server Summary Server Summary Help
~ Computer Information T Activate Windows
=
Full Computer WIN-493MTN2BMEG I8 chince System Propertica,
Name: P view Network Connections
3
Workgroup: WORKGROUP 4 Corisopre Remols Deskion
S, Configure Server Manager Remote
Local Area 1Pv4 address assigned by DHCP, Management
Connection: 1Pv6 enabled
Remote Desktop: Disabled
Server Manager Disabled
Remote
Management:
Product ID: Not activated

I Do not show me this console at logon

£ Run x|

7= Typethename of a program, folder, document, or Internet
71 resource, and Windows will open it for you.

Open: [ dcpromd] =1
! This task will be creats ini: i rivil

OK I Cancel I Browse... |

13. DCPROMO wiill start the AD installation.

— WINZK8R2
& ! Active Directory Domain Services Installation Wizard E———

Welcome to the Active Directory
Domain Services Installation
Wizard

This wizard helps you install Active Directory Domain
Services {AD DS} on this server, making the server an
Active Directory domain controller. Te continue, click Next

I Use advanced mode installation

Leam more about the additional options that are
available in advanced mode instalistion.

More sbout Active Directory Domain Services

<8ack [ Net> || Cancel |

14. Indicate that a new domain in a new forest should be created.
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16. Provide a NetBIOS name for the server.

© WIN2K8R2

-

e first domasin in the forest is the forest root domain. its name is also the name of

44
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17. Select the domain functional level. Here | have selected the Windows Server 2003

level for backwards compatibility.

Set Domain Functional Level
Select the domain functional level.

Domain functional level:
ledows Server 2003 zl
Details:
features lel include o
all features ay = 2 DNS corfi and the
- Cor
ady
med
- Iast] leis
upd r — = £2]
a5 X9

<Back [ Ned> |  Cancel |

18. Install the DNS server role.

@ WINZK8R2 on iris01l.berl.stcloudstate.edu
File View VM

= N> &2 @ B 2> 8

I~ DNS server

= Gioba! catalog

T~ Headonlo domain controller (RGDICT
Addgional information:

I The first domain controller in a forest must be a global catalog server and
icannot be an RODC.

|We recommend that you install the DNS Server service on the first domain
[controlier

=

19. Ignore the error message and click Yes to continue.

WIN2KBR2

IV DNS server
IZ | Global catalog
I~ Fieadoriy domain contioller (RODC]

| The first domain controller in a forest must b a global catalog server and =)
lcannot be an RODC..
domain — -
lcortrolier. : @ Active Directory Domain Services Installation Wizard
A delegation for this DNS server cannot be created because the
=] 4 jA authoritative parent zone cannot be found or it dogs not run
T Windows DNS server. If you are integrating with xisting DNS
» infrastructure, you should manually create 2 delegation to this
More aboust addtional domain controller options DNS server in the parent zone to ensure reliable name resolution
from outside the domain sivadioud,com”. Otherwise, no action is
required,
Do you want to continue?
e e e
= Yes
o
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20. Specify the database, log files, and sysvol locations.

- WIN2KER2

‘-Tl Active Directory Domain Services Installation Wizard

Location for Database. Log Files. and SYSVOL L*'
Specify the folders that will contain the Active Directory domain cortroller = LAJ
database, log files. and SYSVOL, .4
For better performance and recoverability. store the database and log files on sep.
volumes. ' ‘

g

Log files folder:

lC:\WIndows\NTDS Browse...
SYSVOL folder:
IC:\Wmdows\SYSVOL Browse.. |

<Back [ Net> Cancel |

21. Review all the options and click Next.

< WIN2K8R2

Active Directory Domain Services Installation Wizard

Configure this server as the first Active Directory domain controllerin a new forest. &

The new domain niame is "sivacloud.com”. This s also the name of the new forest.
The NetBIOS name of the domain is "SIVACLOUDD".

Forest Functional Level: Windows Server 2003

|Site:: Default-First-Ste-Name:

To change an option, click Back. To begin the oparation, click Next.

These settings can be exported to an answer file for use with e
Phangs P Bxport settings,

22. Now as we are done with the domain controller installation, we next need to
install a virtual ESXi server instance on our physical ESXi server. The steps to

complete this process are as follows:



@ iris0Lbcrlstcloudstate.edu - wSphere Client

File Edit View Inventory Administration Plug-ins I-‘”Qc"m MNew Virtual Machine

ﬁ ‘fb Home p gf Inventory b B Inven
& &

= [F iris01.berl.steloudstate. edu

iris01.berl.stclouds|

& voo i

@ vShield Manager Getting Started

@ WINZKSRZ

& WP What is a Hos|

A host is a com|
as ESXor ESXj

Name and Location

Virtual Machine Version: 8

Specify a name and location For this virtual machine

Configuration

Name and Location
Storage

Guest Operating System
Metwork

Create a Disk

Ready to Complete

Mame:
esxan]

Wirtual machine ;/M) names may contain up to 80 characters and they must be unique within each
wvCenter Server YM folder.

WM Folders are not viewable when connected directly to a host. To view Y¥M Folders and specify a location
For this ¥M, connect to the vCenter Server.

23. In OS type, select Other (64-bit), as ESXi is neither Windows nor Linux.

@ Create New Virtual Machine

Guest Operating System

Configuration

Specify the guest operating system to use with this virtual machine

Name and Location CuestOperation ay=tem:
Storage " windows
Guest Operating System -
ek Linux
& Other
Ready to Complete <
Version:

Identifying the guest operating system here allows the wizard to provide the appropriate defaults for
the operating system installation.

= En =]

Virtual Machine Version: 8

24. Review all the selections and click on Finish to create the virtual machine.

) Create New Virtual Machi

Ready to Complete

ine

[E=E=n

virtual Machine Yersior

Click Finish to start a task that will create the new virtual machine

Confiquration

Name and Location
Storage

Guest Operating System
Metwork

Create a Disk

Ready to Complete

Name:
Host/Cluster:
Datastore:
Guest OS:

MICs:

NIC 1 Network:
NIC 1 Type:

Disk provisioning:
Virtual Disk Size:

ESX01
iris01.berl.steloudstate. edu
datastarel

Other (64-bit)

1

Campus Private

E1000

Thin Provision

70 GB

N

I Edit the virtual machine settings before completion

Help |

< Back I Finish I Cancel
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25. Map the installation I1SO to the CD/DVD drive and click CTRL+ALT+ INSERT

to begin the installation.
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() ESX01 on iris0Lberl.steloudstate.edu =l & =]
File View WM

ol p & B

& CD/DVD drive 1
ESXi-5.5.8-ZW14¥9WZ¥¥1-standard Boot Menu

ESXi-5.5.8-28148982881-standard Installer

Boot from local disk

~lemilm BB

Automatic boot in 7 seconds...

To release cursor, press CTRL + ALT

To leave Full Screen, press Ctrl+ Alt+Enter.

Helcome to the VMuare ESXi 5.5.8 Installation

VHuare ESXi 5.5.8 installs on most systems but only
systens on VYHuare's Compatibility Guide are supported.

Consult the VMuare Compatibility Guide at:
http: /. vnuare . con/resources/conpatibility

Select the operation to perforn.

26. During the installation ESXi will scan for all the hardware attached.

Select a Disk to Install or Upgrade

» Contains a VMFS partition
# Clained by VMuare Virtual SAN (VSAN)

Storage Device Capacity

Local:

Renote:
(none)

27. Enter a root password. The root account will be used for administering the ESXi

Server.
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Passuords match.

(Esc} Cancel {F9} Back (Enter? Continue

28. Click F11 to start the installation.

o install (=0

(Esc) Cancel (F9) Back (F11) Install

29. Enter to reboot after the installation.

n - installec

tEnter? Reboot

30. Login to the ESXi Server with the root account to start the configuration.
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. prISI.OCILSte IS tate o0
To leave Full Screen, press Ctrl+Alt+Enter.

Authentication Required

Enter an authorized login nane and password for
localhost.berl. local.

Conf igured Keyboard (US Default)
Login Name: [ root 1
Passuord : [ o 1

<Enter> 0K <Esc> Cancel

31. Once logged in, the user is shown the Direct Console User Interface (DCUI) of
the ESXi server. The DCUI allows the user to configure the IP network settings,
root password, and hostname. The user can also view system log files and

enable/disable system services.

prisn.ber.stcloudstate.edu

IP Configuration

This host can obtain netuork settings avtomatically if your netuork
includes a DHCP server. If it does not. the follouing settings nust be
specified:

( ) Use dynanic IP address and netuwork configuration
(o) Set static IP address and network configuration:

[ 192.168.2.180
[ 255.255.255.8
Default Gateway [ 192.168.2.1_ 1

<{Up/Doun> Select <Space> Mark Selected <Enter> 0K <Esc> Cancel

32. Once we have a virtual instance of ESXi installed, the next step is to create a
vCenter Server instance on a Windows Server VM. | installed vCenter on a
Windows Server 2008 R2 VM and joined the machine to the domain created for

this lab.
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33. Before installing the vCenter Server software, there are a few preliminary steps

that must be taken:

e LT .
e N 7 DVD Drive (D:) VMware VIM
Server Manager (WIN-N3DL18VHC @

& 3> Roles
¥ pqf Features [~ Always do this for software and games:

[ 7 Diagnostics
&3 jﬁ Configuration Install or run program from your media

@

General options

Run autorur, exe
ublished by VMware, Inc.

| Open folder to view files

’ plorer

View more AutoPlay options in Control Panel

34. Install VMware Tools. VM tools can be mounted from the VM option on the
virtual machine console. From the VM option navigate to guest and click on

Install/Upgrade the VM tools.

& iris0lbcrl.steloudstate.edu - wSphere Client

— -
bl & SIMANCS on irisDLberl stcloudstate.edu El‘ o >:
& Fie view W]
a5l i} Powver 4

] ‘ Guest » l Answer Question...

= Snapshot » Send Ctrl+Alt+del
Edit Settings... ‘ Install/Upqeade Viware Tools ]
ViMware Add Permission... Ctrl+P pvCenter ™ Svf’ngle Sign-On
Simpié ReGoIEPEfEIaR R ple Sign-On s an authentication broker and security token exchange. When a

35. Assign the static IP address to the Windows Server instance. Like the ESXi

servers it manages, vCenter should always be assigned a static IP address.




QOO | & ~ convolpanel ~ kand P c v

- Mirshin thie natuinrd daiicre  Miannace thie cannartins O s connect
"’ Local Area Connection Proprathes _)_g
erv
C
Cot '-
Ful General |
Nar
You can get IP settings d aly if your rk supports
Wo T this capabiity, Otherwise, you need 1o ask your network sdministrator
1 for the appropriate IP settings.
Loc
o " Obtasin an IP address sutomatically
Ko ~ (% Use the following IP addres
Ser 1P address: 192 .168. 2 .110
m Subnet mask: I 255 . 255 .25 . 0
Pro Default gateway: 192.168. 2 . 1
~ et € Obtiir (095 waryee address aldomiticaty
(% Use the following DNS server addr
iRe Preferred DNS server: 192.168 . 2 . 25
oK Concel |

36. Change the computer name and join it to the domain created earlier.

Critemproperies
[Computcrname/Domain Changes Y
You can change the name and the membership of this

computer. Changes might affect access to network | ot
Mere information

Oumua'n-ao.
|SNAw1chsl

Full computer name:
SIVAWINVCS

Member of
& Domain:
l-tvedood com

€ Workgroup:
FV—DRIOSROUP

ok | cace | mey |

37. To begin the vCenter installation, the vCenter ISO image must be mounted onto

the virtual machine. The steps to complete the installation are as follows:
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X SIVAVCS

To leave Full Screen, press Ctrl+Alt+Enter.

= Computer

Organize v  Systemproperties  Uninstall or change a program ~ Map network drive  Open Control Panel

=100 Favorites + Hard Disk Drives (1)

B Desktop Local Disk (C:)

Download: B
,‘i 2 oo 28.9GB free of 32.8 GB
= Recent Places
“ Devices with Removable Storage {2) N
=i Libraries DVD Drive {D:) VMware VIM
@ %) Documents MEH Floppy Disk Drive (A:) 0 bytes free of 3.43GB
N = COFS

@Music

38. Either choose the simple install to have the wizard install all necessary
components, or choose the custom, component-based installation, where each
component is installed separately.

The custom installation option allows the administrator to install vCenter components

on different servers, if desired, and configure important features like high availability.

Single Sign On (SSO) is a vCenter component, which allows users to login into all of

vCenter components with a single user name and password.

%] VMware vCenter Installer

vmware vSphere® 5.5

i‘ VMware vCenter Server VMware® vCenter™ Single Sign-On

Simple Install vCenter Single Sign-On is an authentication broker and secur
user is authenticated with vCenter Single Sign-On, thatuserc
semvices to which the user has been granted access. This imj
user authentication. vCenter Single Sign-On is a prerequisite
vCenter Inventory Service, and vCenter Server.

Custom Install

vSphere Web Client

vCenter Inventory Service Far a list of information you need to install this component, se
Rl S hitp:#www vmiware.comiinfo?id=1267
VMware vCenter Desktop Client Prerequisites:
None
VMware vCenter Support Tools
vSphere Update Manager
vSphere ESXi Dump Collector
vSphere Syslog Callector
vSphere Auto Deploy
vSphere Authentication Proxy
Host Agent Pre-Upgrade Checker
vCenter Certificate Automation Tool

Install the vCenter Web Client. Web Client is used to connect to vCenter Server,

offering an alternative to the traditional vSphere Client application. Web client uses a web
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browser like Google Chrome, Mozilla Firefox, or Internet Explorer to administer the vCenter

infrastructure without having to use vSphere Client.

SIVAVCS

- To leave Full Screen, press Ctrl+ Alt+Ent:
= VMware vCenter Inst.

vmware vSphere 5.5

| VMware vCenter Server VMware vSphere® Web Client

Simple Install The vSphere Web Client allows you toc manage vCenter Server ¢
inventories using a Web browser. The vSphere Web Clientis th
| iehstosinstal management interface and supports all the iatestvSphere featu
i vCenter Single Sign-On
For a list of information you need to install this component, see
hitp:www vmiware com/info?id=1271

vSphere Web Client

| vCenter Inventory Service o
Prerequisites:

Vesiter Samen vCenter Single Sign-on

VMware vCenter Desktop Client
VMware vSphere Client

VMware vCenter Support Tools
vSphere Update Manager
vSphere ESXi Dump Collector
vSphere Syslog Collector
vSphere Auto Deploy
vSphere Authentication Proxy
Host Agent Pre-Uipgrade Checker
vCenter Certificate Automation Tool

Install

1. The next step in the wizard is to install the vCenter Inventory Service.

VMware vCenter Server VMware® vCenter ™ Inventory Service

Simple Install vCenter Inventory Service stores vCenter Server application and inventory dal
to search and access inventory objects across linked vCenter Server system
Custom Install
vCenter Single Sign-On For a list of information you need to install this component, see the installatic
hitp:fiwww vmware.com/info?id=1269

vSphere Web Client

Prerequisites:
vCenter Single Sign-On

vCenter Server

VMware vCenter Desktop Client

VMware vSphere Client
VMware vCenter Support Tools
vSphere Update Manager
vSphere ESXi Dump Collector
vSphere Syslog Coltector
vSphere Auto Deploy
vSphere Authentication Proxy
Host Agent Pre-Upgrade Checker
vCenter Certificate Automation Tool

2. Finally, the core vCenter software is installed.
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Y Vi lware vCewtar Snetaller

vmware vSphere' 5.5

VMware vConter Sarver VMware® vCanter Server ™

Bimple iInstan vCenter Server Manages Gatacenter aCCess Control, pertormance m
CONNGLIANGA, ANG UNMES rESOUTCES FOM INCNIAUAl Bervars 10 Ge sh
Custom instatl machines in the ertee datacentsr

vContar Sangle Sign.On
T podn e vOantes Server 1o an axising vCenter Sarnver inztance. sel
MSphere Web Clent Configuration in the Instalier

VCONte? Wvemory Service
For 3 Ust of INformation you Need 1o install this companent, see the I
hEp 2www vITware comindo 71de 1298
Vitware vCenter Daskiop Chent i
Wiware vEphere C R i e e I

Vitware vCenter Su Gatect the e oo the choltes Galow.
viphore Update M

e e T - |
vSphere Dyslog Ce

oy v P
VEphore AU enhCabon Frosy

Host Agent Pre-Upgrade Checker
VCanter Camncate Autemason Tool

%) vMware vCenter Installer

vimware vSphere® 5.5

| VMware vCenter Server VMware vSphere® Client

Simple install The vSphere Clientis required for connecting ta an ESXi host directly a
vSphere Update Manager. For all other tasks, use the vSphere Web Cli
Custom Install vSphere 5.5 are avaiiable only in the vSphere Web Client.

vCenter Single Sign-On
vSphere Web Client
vCenter Inventory Service

Prerequisites:
None

vCenter Server

VMware vCenter Deskiop Client

VMware vSphere Client

VMware vCenter Support Tools
vSphere Update Manager
vSphere ESXi Dump Collector
vSphere Syslog Collector
vSphere Auto Deploy
vSphere Authentication Proxy
Host Agent Pre-Upgrade Checker
vCenter Certificate Automation Tool

4. Once the vCenter installation completes, we next need to delegate permissions to
the administrator user on the same machine so that the user can log in. In vSphere
5.5, a default domain, vsphere.local will be created automatically. By default, only

the vsphere.local\administrator account will have access to the vCenter server.
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’) SIVAWINVCS. sivacioud.com - vSphere Client
File Edit View Inventory Administration Plug-ns Help

E3 Bl [g& rome » g8 inventory Bl Hosts and Clusters

** SIVAVCS

¢ B
T P [SIVAWINVCS sivacioud-com | | T e R ([ = - R — x
TR —— (=5 u| X
| Gatting Startea. | Dstacent i |
2 d groups toindude in this role. You can al i
iataias Chieck Names feature to validate your entries against the drectory.
&  VSPHERELOCAL\Admi
epingn] RS [svacLouno =l
Theseus furrent
e [ Users and Groups B
[Show Users First ~] Search
Name Name | Description / Full Name 1 i{ -
SIVADCS
SIVAWINVCSS &
krbtgt
Administrator 1
Guest
&3 Account Operators Members can administerdomainuserand g... ]
L ]
Users: |s1vACLOUDO\Administrator b
Groups: I
Check Names
|
ecent Tasks P i ¢ T /
S = T e Troomra s

..... T Tees T Tvaroes:

5. The next step is to add the EéXi ser\;ef to the vCenter server, Which_ was just
created. However, before ESXi servers can be managed by vCenter, we must
create a virtual datacenter and a server cluster on the vCenter server. A cluster is a
group of ESXi servers which will be used to enable HA and DRS for business
continuity and load balancing.

6. Now create a cluster and add both ESXi servers to the cluster.

(<) SIVAWINVCS.sivacloud.com - vSphere Client
File Edit View Inventory Administration Plugdns Help

Q Q |Q Home D gf] Inventory b [H Hostsand Clusters
o B

£ [5f SIVAWINVCS. sivacioud.com

X SIVAVCS

SIVAWINVCS sivacloud.com, 192.168.2.110 VMware vCenter Server, 5.5.0, 2183111

ers: " Virtual Machines . HostsTasks & Events. | Alarms:. | Permissions. | Maps

ool |
f eC a Add a virtual machine
E'  AddHost... Chrl+H
ﬁﬂ New Virtual Machine. .. Ctrl+N ne Hosts and Clusters inventory view
2 New vSphere Distributed Switch..,  Cirl-+¥ "
walehid e heorathin ol UL ing a virtual machine to the host To

Center, select the host

Add Datastore.

Rescan for Datastores...

Wil s AdARA hant F

7. Name the cluster. Enable both vSphere HA and DRS, so as to provide high

availability using HA and initial placement and load balancing using DRS.



2 SIVAWINVCS sivacloud.com - vSphere Ciient
File Edit View Inventory Administration Plugdns Help

X" SIVAVCS &

G e ‘9 I IR Sl ric Clusteer Wizard i

¢ B

= [ usa

= [0 | SIVAWINVCS sivacioud.com

| Getting Sts(tﬁl

B 192.168.2.100
H 1921682101

Cluster Features
What features do you want to enable for this duster?

You have selec

continue settini

4== Seiect
Inthe ii

|l —
Recent Tasks.

Name | Target
¥ Addstandalone host

The next step't |y

Select the. you would fie to this duster,

JSphere HA ery for the virtual mach
~monitoring de d.
rSheceHA

I Turn On vSohere DRS
resources, Cluste e vided: = r s
‘and virtual machines.

PHE e mte e e

aloc

policies.

avs:aem—v““‘ = EVC. inorder tope
migrating It Toler i

e Cemn [
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8. Check all the options and finish the cluster creation.

SIVAWDINVCS ssvacoud.com - vephere Chent
Fle Edt Vew Inventory Admnstaten Pgns Hep

|+ SIVAVES

B Bl @ rome 04 iventory o B Fosts g
280

9. While adding the ESXi Server, give the root credentials for authentication.

E]

= £ SVAVANVCS svacoud.com
1921682100
E’ 192.168.2.101

Ready to Complete
Review the selected options for this custer and dick Fiish.

You have sefec |

S “The cluster vl be created vith the following options:
e Clster Name: TestOoud
™

VSphere DRS: Enabied.

The next step i
continue settiny

== Select
inthe il

Sphere DRS Mgration Threshold: Apply prionty 1, prcrity 2, and priarty 3 recommendations.
VSphere HA Host Monitoring:  Runring
‘Admisson Control:

‘Admsson Control Polcy: Number of host fares duster tolerates
Host Faiures Alowed: 1

VM Restart Priccty: Medum

Host Lsalation Respnse: Leave ponered on

VSphere HA VM Monitaring: Disabled

Montorng Seraiivty: Hgh

ViMwiare EVC Mode: Disabled
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Lockdown mode for the ESXI host can be enabled while adding a ESXI server to

vCenter server. This option prevents users from logging in to the ESXi server

remotely.

ISVANCS o 0L ber teloudstate.edu

e View VM

wi» 8|6 Gk

SIVAWEHVCS sivacioud.com - vSphere Chient

SIVAWINVCS sivacoud.com
& [ usa

E Edt View Inventory Administration Plugins Help

H B ‘@ Home b g8 Inventory b 3} Hosts and Clusters

P E

B 192.168.2.100

SIVAWINVCS sivacloud.

Getting Started QL

reate datacente:

() Add Host Wizard (T

‘Specify Connection Settings
Type in the information used to connect to ths host.

You have selected {

The next step is ad(
continue setting up

%= Select your
in the inven

Host Summary

Ready to Complete:

ot 52, 168:2.10%

‘account for its operations.

Usename: [Tt

Password: [
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vCenter Server Appliance Installation

In addition to installing the vCenter Server software on a Windows Server instance, a
second option exists for deploying vCenter. The vCenter virtual appliance is a prepackaged
Linux VM containing all vCenter components. The appliance comes as an open virtualization
format (OVF) template that can be downloaded directly from the VMware website. The steps
to deploy the vCenter appliance are as follows:

1. Connect to ESXi server from vSphere Client and select File > Deploy OVF

Template from the menu bar. The wizard will open as shown below.

B 12 1602000 - e i E—
i Edit Vi

b EH Inventory

D@%DVF Template..
Export
Report

Brovise VA Merketploce. .. Perfoimance | Coafigurmtion . Lacs] Usasad

Briest B

Exit [ Mame Provisioned Spacel Usad Space Hast CPU - MHz
@ =533 c8 40.00 G= °

2 = 4809 GB 7.18 63 °
& <800 &6 8.12.63 o
& 48.15 GB 1.51 M3 o
& €6.25 G8 72268 o
& 85.85 8 80,00 G a
&2 25,03 <8 74375 MB 2
& <4828 23739 k8 2
@ <9.72 GB 1osGs °
= 347268 s7e35 M8 °
& 34.60 5B 56025 MB ]
& 3453 GB 8.75G3 o
& +4.58 C8 579.33 MB o
& 44.49 CB 588.72 MB a2
&2 44558 ses37 ME 2
& 243558 sereimMe o
& 3427 c8 760.83 MB °
@ +4.27 GB 4.55G0 8
@ £4.25 GB 5.32G3 &)
& +4.34 GB 14.85 GB o
= 122568 502.15 MB a

2. Browse to the downloaded OVF file and click Next.

B 192186210 - Jiprere Cient T Pa— ]
h

File Edit View Investory Admi

B g8 amwva
@ & w Wb &L
= ] 1921682102 -
@ 16-DC-250
@ 105-185051-252
1CS-TS-Dont do anythe
ﬂ? 1CSVC-2.51 L L VMware-vCenter-Scrve phance-55.0.. 971
B3 1CS-VewAgent: e | vSphereDataProtection-0 0TE ova

C b« Bas » sspheess =1 [ Sonct

Organize » Mew Tolder

L RecertPloces 4] Name

Gy 2

8 1CS-VewComposer [*% Documents

(B 1C5VenConServer & Misic

& Abn Linux =

(8 Abhi VS 5.5 B Prckines:
| videos

& Homegroup

% Computer
&, Local Disk(C:)
a New Volume (D)

File name: + |0V packages (o

[ oeen ]

PEHYHIERRHIHOED

BEEE
§g1

Recent Tasks

Name Target|
#3 Update child resource corfigurcen B4

ke | e

3. On the next screen it shows the description of the product. It is vCenter Server

Appliance version 5.5 running on SUSE Linux Enterprise Server 11.
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B 1621665507 - JAphers Chiant - _IEE—

File Edit View Inveotory Administretion Plug-ins H (2 Depioy OVF Template
B Bl (@& o v tvewon b @R e
& & | =m n|p &3 & 53

OVF Template Detaslc
Venfy OVF template detals.

EW BEET sty =
i Product: WMare wCenter Server Applancs
x R 5.5 20000
1o vewAgen
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Publsher: & vwrwars, Inc,
Conriedsei 66O
Sze onask:

2.5 G8 (thin provisored)

125.0 G5 (sick prowsicned
Sescrbnon: WMiare uCenter Server Apphance
Versico 5.5 0f VC runring on SLES 11

1CSViewas
£bhi VCS 5.5
Abbiram Soxi 5|

IEREDEBOHIHREDEHRDEDEDEHEE

Recent Taske ‘

Wame R |
£7 Updatechild resourcs corfigurscen = o

£7 Acquie CMserics @ d ieip. —
b M Pl &)= |

4. Name the vCenter Virtual appliance and click Next.
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Name T
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5. Select a datastore on which to deploy the appliance and Click next.

File Fdit View Tnveotorns Administrets &P Depioy OVF lemplate

R G
rare do veu went te stare the rtusl machice fles?
- ]

Select 2 dectranon ctorage for the vrtual machine Mes:
Mame Tonve Tvae |
&8 coRDonly Non-aoD
@ =0 ~
€3 LocalStorase M.
VMwareonly n
k8 Windows only  Non-zm ioas.m G LeaTB
o st
v
Name TR TaEs T}
“

< Oack

6. Select the provisioning type for the appliance. VMware vSphere offers three
provisioning types:
e Lazy Zeroed (upfront allocation and on-demand formatting). Hard disk

space will be allocated to the virtual machine upfront and the formatting of
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the disk space will happen on demand when the virtual machine needs it.
This is not recommended for mission-critical applications, as the VM must
wait for disk formatting to complete.

Thick provision Eager Zeroed (upfront allocation and upfront formatting).
In this provisioning type, the hard disk space is provisioned upfront and
the formatting of the disk also happens upfront. All disk space is available
to the VM immediately. This provisioning type is best for business-critical
applications as the app can utilize all disk space immediately.

Thin provision (on-demand allocation and on-demand formatting). In this
provisioning type, the ESXi server owns the disk space and allocates the
space to the virtual machine as needed. This provisioning method
optimizes storage utilization, as VM will only consume the amount of disk
space actually used by the guest operating system. However, it is not
recommended for mission-critical applications, as both provisioning and

formatting must be done dynamically.

 —— ]
&2 Depioy OWF Tempiot=

Dstastore: [Fiwars Gniy

Avalobic spacs (GE): I 7.5

4= Thuck Brawision Lazy Zeroed
~ Thick Provision Eager Zefoed

ihn e
i

|
| Help <~ Back

7. Map the network for the virtual machine and click next.
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8. Once the above steps have been completed, the appliance deployment will

commence.
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9. Once the deployment is complete, select the virtual machine and power it on.
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10. The below screenshot shows the boot process of SUSE Linux 11.
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11. Once the appliance is completely booted, log in using the default root user and a
password of “vmware”. At the Linux command line, run the command

“/opt/vmware/share/vami/vami_config_net” to start configuring the virtual

appliance.
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12. Using the text-based interface, configuring the network settings and hostname for

the vCenter server.



63

[EEFTEPRSNR VLAB on focalnost localdormain B |
File View VM
H P e &

host .localdon login:

(scroll with Shift—Pgllp~-

B s Allocation
Enter o menu n o 2t B G

TO refeass assor, press CTRL + ALT

13. Once the appliance is configured, open a web browser and point it to

https://hostname:5480.

\ https://192.168.2.221:5480

14. A setup wizard will be automatically opened within the web browser. Accept
EULA and click Next. The remainder of the configuration can be done in one of
four ways:

e Configure with default settings. This option sets SSO as embedded,
database as embedded, and will skip the Active Directory and time sync
configurations.

e Upgrade from a previous version. This option allows the user to upgrade

the appliance from an older version to the latest version.
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e Upload a configuration file. This option allows the admin to use a
configuration file to configure the new appliance. This is possible if the
company has existing vCenter instances and wants to replicate the existing
configuration onto the new server.
e Configure with custom configuration. This option can be used to configure

the appliance with external database.

15. Once the configuration is complete it looks as in the screenshot below.

16. You can now log into the vCenter Server instance using the vSphere client.
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VMware View Connection Server Installation
Installing VMware View Connection Server is similar to installing vCenter Server. To
start the View Connection Server installation, we first need an instance of Windows Server
installed in a virtual machine on an ESXi server. Once the Windows VM is ready, download
the View Connection Server installer file and run it to begin the installation. The steps to

complete the installation are described below:

(4 shiva cloud on Esxi102.1cloud.com

Viewﬂ
nir &le &G Re @&

i VMware Horizon View Connection Server x|

Welcome to the Installation Wizard for
VMware Horizon View Connection Server

The installation wizard will install VMware Horizon View
Connection Server on your computer. To continue, diick Next.

VMware Horizon

5 . Copyright (<) 1998-2014 VMware, Inc. Al rights reserved. This
View Connection productis protected by U.S. and international copyright and
Server intellectual property laws. VMware products are covered by
one or more patents listed at

htp: /fwww.vmware.com/go/patents.

Product version: 6.0.1-2088845 x64 < Back Next > Cancel

1. Accept the EULA to proceed.

(%) shiva cloud on Esxi102.1cloud.com

File [View| vm
" nlp &6 6 RS

i VMware Horizon View Connection Server

License Agreement
Please read the following license agreement carefully.

VMWARE END USER LICENSE AGREEMENT

PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL
(GOVERN YOUR USE OF THE SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY
[APPEAR DURING THE INSTALLATION OF THE SOFTWARE.

IMPORTANT-READ CAREFULLY: BY DOWNLOADING, INSTALLING, OR USING THE
SOFTWARE, YOU (THE INDIVIDUAL OR LEGAL ENTITY) AGREE TO BE BOUND BY
THE TERMS OF THIS END USER LICENSE AGREEMENT (‘EULA"). IF YOU DO

NOT ARREE TN THE TERMS NF THIQ FLILA VOLLMUIST NAT NOWRIL NAN =

% Taccept the terms in the license agreement
" Ido not accept the terms in the license agreement

<Back Next > concel |

2. Select the installation location and click Next to proceed.
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@ shiva cloud on Esxi102.1cloud.com

File View VM

Ny 866 BeD R

Recyde Bin

i VMware Horizon View Connection Server

Ready to Install the Program
The wizard is ready to begin installation.

VMware Horizon View Connection Server will be installed in:
C:\Program Files\VMware\VMware View\Server\

Click Install to begin the installation or Cancel to exit the wizard.

<back [ sl | condl |

3. Select the type of View installation from the list and click Next to proceed.

" (@) shiva cloud on Esxi102 1oud.com

File View VM

muiye0GDHR D

Installation Options
Select the type of View Connection Server Instance you want to install.

4. Now set a data recovery password, which will be used by Connection Server to
protect the regular backups that it makes. This password will be used to recover

the View Connection Server from a system crash.
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Vi:wﬂ
e ) 8B GBRD R

Recyde Bin
{& VMware Horizon View Connection Server

Data Recovery
Enter data recovery password details.

This password protects data backups of your View Connection Server. Recovering a backup will
require entry of this password.

Enter data recovery password: |........

Re-enter password: Inn-no

Enter password reminder (optional): |My Name

<Back Cancel

5. The next step is to configure the Windows Firewall to allow the ports needed by

the View Connection Sever.

(&) shiva cloud on Esxi102.1cloud.com

File View VM

nir ee &b D e

Recyde Bin

i VMware Horizon View Connection Server

Firewall Configuration

Automatically configure the Windows Firewall to allow incoming TCP protocol
connections.

port 4172 (PColP) are allowed through as well.

' Configure Windows Firewall automatically

" Do not configure Windows Firewall

6. Click the Install button to complete the installation.
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12‘2 ¥Mware Yiew Connection Server B3

Ready to Install the Program

The wizard is ready to begin installation.

YMware Yiew Connection Server will be installed in:
C:\Program Filesi¥Mwarel¥Mware View\Server)

Click Install to begin the installation or Cancel to exit the wizard.

< Back I Install I Cancel

-
(&) shiva cloud on Esxi102.1cloud.com

File View VM

nip &8 @& B @ &

ii_? VMware Horizon View Connection Server

Installer Completed

View ‘ J The installer has successfully installed VMware Horizon View
Administra... Connection Server. Click Finish to exit the wizard.

Next Steps:

[ Show the readme file

WARNING: Due to limited memory available on this system, the
View components have been configured to use reduced
View Connection resources. Please refer to the View administration guides to
Server determine how to correctly size this system.

VMware Horizon

Product version: 6.0.1-2088845 x64 I Finish I

7. Once the installation is complete, open a web browser and browse to the

Connection Server web portal.
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VMware Horizon View Administrator

User name:

Password:

Domain:

View Replica Server Installation
Once the Windows Server machine is ready, log into the machine using the
administrator account and copy the View Connection Server installation media onto the VM.,
The steps for installing the View Replica server are as follows:
1. Once the installer is launched, a welcome screen appears as below step. Click

Next to continue.

(%) shiva cloud on Esxi102.1cloud.com

Viewﬂ
ni» o6 6B P

Welcome to the Installation Wizard for
Horizon View Ct ion Server

The installation wizard will install VMware Horizon View
Connection Server on your computer. To continue, dick Next.

VMware Horizon™

X . Copyright (c) 1998-2014 VMware, Inc. Al rights reserved. This
View Connection product is protected by U.S. and international copyright and
Server intellectual property laws. VMware products are covered by
one or more patents listed at
http://www.vmware.com/go/patents.

Product version: 6.0.1-2088845 x64 < Back Next > Cancel

2. Accept the EULA and click Next to continue.
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Filem
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i VMware Horizon View Connection Server

License Agreement
Please read the following license agreement carefully.

VMWARE END USER LICENSE AGREEMENT

[PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL
IGOVERN YOUR USE OF THE SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY
JAPPEAR DURING THE INSTALLATION OF THE SOFTWARE.

IMPORTANT-READ CAREFULLY: BY DOWNLOADING, INSTALLING, OR USING THE
[SOFTWARE, YOU (THE INDIVIDUAL OR LEGAL ENTITY) AGREE TO BE BOUND BY
ITHE TERMS OF THIS END USER LICENSE AGREEMENT (‘EULA). IF YOU DO
NOT ARPEE TN THE TERIS AE THI F1IL & VAL MIIST NOT NOWAIL NAN.

@ Laccept the terms in the license agreement

€ Ido not accept the terms in the icense agreement

< Back Next > Cancel I

3. Select a location to install the View Replica Server to.

@ shiva cloud on Esxi102.1cloud.com

File View VM

RN OB GRRD R

Recyde Bin
VMware Horizon View Connection Server
Ready to Install the Program
The wizard is ready to begin installation.

VMware Horizon View Connection Server will be installed in:

C:\Program Files\VMware\VMware View\Server\

Click Install to begin the installation or Cancel to exit the wizard.

<Bak [ sl | cancel |

4. Select View Replica Server from the list of installation options.
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(%) SIVA VIEWSS on Esxi102.1cloud.com

File View VM

mnip &8 & Ble @ &

Installation Options
Select the type of View Connection Server instance you want to install.

Select the type of View Connection Server instance you want to install.

Perform a replica instance install joining an existing server instance. This is used to install a
second or subsequent server in a group of servers that all automatically share the same
directory configuration.

< Back Next > Cancel |

5. Join the Replica Server to the existing View Connection Server group by entering

the fully-qualified name of the existing View Server.

,‘3 ¥Mware Yiew Connection Server [ ]

Source Server

Select an existing Yiew Connection Server instance from which to replicate.

A group of Yiew Connection Server instances that share the same configuration data is called a
Yiew Connection Server group. Setup will replicate configuration data from an existing server
instance.

Enter the server name of an existing Yiew Connection Server instance to make this server part
of that group.

Example server: view.internal, vmware.com.

Server: (hostname or IP address)

< Back l Mext = l Cancel '

6. Allow the installation wizard to automatically configure the necessary Windows

Firewall settings.

(%) shiva cloud on Esxi102.1cloud.com

File View VM

wnlr 8o @B

Firewall Configuration

y the
connections.

In order for View i network

TCP ports
for

local ‘The incoming TCP ports
the Standard Server are 8009 (AJP13), 80 (HTTP), 443 (HTTPS), 4001 (IMS), 4100
SED L i e

port 4172 (PCoIP) are alowed through as

@ Configure Windows Firewall automatically
€ Do ot configure Windows Firewall




72

7. Click Install to complete the installation.

(@) shiva coud on Esxi102 1eloud.com

Fle | View M

LR - o Ol

Destination Folder
(Cick Next to sl to s fokder, or ok Change to nstal to 8 different folder

I Instal WWware Honzon View Commecton Server to:
CoProgram Fles Mnare | Muare WewlServer|,

.
(&) shiva cloud on Esxi102.1cloud.com

File View VM

wir e\ &G he @

Installer Completed

The installer has successfully installed VMware Horizon View
Connection Server. Click Finish to exit the wizard.

Next Steps:

[V Show the readme fie

WARNING: Due to limited memory available on this system, the
View components have been configured to use reduced
View Connection resources. Please refer to the View administration guides to
Server determine how to correctly size this system.

VMware Horizon

Product version: 6.0.1-2088845 x64 | Finish I Canicel

View Security Server Installation

An additional Windows Server virtual machine is required for installation of the View
Security Server. Like the other View components, the Security Server should have VMware
Tools installation, be assigned a static IP address, and be joined to a common Active
Directory domain.
View Security Server

View Security Server acts as a mediator between the end users and the Internal LAN.
This server is typically deployed in a company’s DMZ network, which is a high-security

zone separated from both the Internet and organizational LAN by firewalls. Users who try to
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connect to the View Connection Server first hit the Security Server, which in turn facilitates

secured connections to the View Composer Server.

As the Security Server resides between firewalls, there are certain things that have to

be carefully considered before implementing it. Most importantly, there is a set of ports,

which must be opened on the firewalls.

Important points about View Security Server include:

1.

2.

8.

9.

Security Server should be deployed in a DMZ zone.

Unlike the other components of VMware View, Security Server should not be a
part of an Active Directory domain.

A separate SSL certificate has to be created or purchased from a valid certificate
authority.

As users connect to their virtual desktops using the RDP or PColP protocol, the
corresponding network ports should be allowed through the perimeter firewall
protecting the DMZ. These ports include the following.

Ports required between clients and Security Server:

TCP destination port 4172 from Client to Security Server

UDP destination port 4172 from Client to Security Server

UDP source port 4172 from Security Server to Client.

Ports required between Security Server and View Servers on internal network:

10. TCP destination port 4172 from Security Server to View servers

11. UDP destination port 4172 from Security Server to View servers

12. UDP source port 4172 from view servers to Security Server
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13. Additionally, the backend firewalls must be configured to allow IPsec. If a
backend firewall is configured between the Security Server and View Connection
Servers, firewall rules have to be configured to allow the connections.
14. If enabled, the Windows Firewall will be configured by the Security Server
installer and IPsec rules will be added automatically.
15. A logical view of the View Security Server installation and the firewall rules is

given below:

VMware View Security Server firewall configuration

View
Desktops

pool

TCP 22443 (*3)

ROP TCP 3389
MMR TCP 4927
PCOIP TCP & UDP4172
USB-RTCP 32111
HTTPS TCP 22443 (*3)

External URL: https://ivobeerens:443
PColP External URL: 10.0.0.1:4172

Front-End ivobeerens.n|

Firewall

View dlient /sy [vObeErens. nl

Figure 14. View Security Server Installation Firewall Rules and Ports Configuration
(Beerens, 2013)
16. The process for installing View Security Server on a Windows Server virtual

machine is described below:



(&) shiva cloud on Esxi102.1cloud.com

[Fite ] view vM
nir oG oe

il /are Horizon View Connection Server X!

‘Welcome to the Installation Wizard for
VMware Horizon View Connection Server

VMware Horizon
View Connection

‘The installation wizard wil install VMware Horizon View
Connection Server on your

Copyright (<) 1998-20 14 VMware, Inc. Al rights reserved. This
d

computer. To continue, dick Next.

Server intellectual property lans. VMware products are covered by
sted at
ttp: /. vmare. comgofpatents.

one or more patents s

Product version: 6.0.1-2088845 x64. < Back

17. Accept the EULA and click Next to continue.

(&) shiva cloud on Esxi102.1cloud.com

File [View | vM
" N> &6 6B

License Agreement
Please read the following license agreement carefully.

are Horizon View Connection Server. 3

x|

& Laccept the terms in the lcense agreement
£ Idonot accept the terms in the license agreement.

VMWARE END USER LICENSE AGREEMENT =

[PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL
IGOVERN YOUR USE OF THE SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY
IAPPEAR DURING THE INSTALLATION OF THE SOFTWARE.

IMPORTANT-READ CAREFULLY: BY DOWNLOADING, INSTALLING, OR USING THE
[SOFTWARE, YOU (THE INDIVIDUAL OR LEGAL ENTITY) AGREE TO BE BOUND BY
ITHE TERMS OF THIS END USER LICENSE AGREEMENT (‘EULA’). IF YOU DO

AT BGREE T THE TEBIIS AF THIS FLILS YALLILIST NAT RO AN =

<Back.

Next > cancel |

18. Choose an installation location and click Next to continue.

@ shiva cloud on Esxi102.1cloud.com

File View VM

mnir &g &G B @ P

Ready to Install the Program
The wizard is ready to begin installation.

? VMware Horizon Connection Server i j
=

VMware Horizon View Connection Server will be installed in:
C:\Program Files\VMware\VMware View\Server\

Click Install to begin the installation or Cancel to exit the wizard.

<Back

Install

Cancel

19. Now from the wizard select View Security Server.

75
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(&) Siva View RS on 192.168.2.102

File View VM
mnip &8 @& B2 & @

Installation Options

Select the type of View Connection Server instance you want to install.

Select the type of View Connection Server instance you want to install.

View Standard Server
View Replica Server

Perform an install of just the security server components. This is typically used on servers in
a DMZ to run an appropriate subset of the full View Connection Server functionality. A
Security Server instance must be able to connect to a standard or replica instance server.

20. Enter the fully-qualified name of a View Connection Server with which to pair the

new Security Server.

ii; ¥Mware Yiew Connection Server

Paired Yiew Connection Server

Select a View Connection Server that this instance will talk to,

A View Security Server is paired with an existing instance of a View Connection Server. Enter the
server name of any existing Yiew Connection Server instance.

Example server: view.internal vmware.com.

Server:

(hostname or IP address)

< Back l Next > I Cancel |

21. At this point, we need to pause for a minute and integrate the View Security
Server with the View Connection Server using the web-based management
interface. Navigate to Servers under View Configuration, select Connection

Servers, select the server, and enter the View Security Server pairing password.



VMware Horizon View Administrator

Transfer Servers

FAROLE SRSTaS ‘ vCenter Servers  Securty Servers  Connection Servers
Local Sessions «
Problem Desktops 0
Events oA 1 Disable toe Backus Now > More Commands
| N R Specty Securty Server Panng Password

System Health
10 Connection Server verson

Inventory

(R Dashboard

1 Desktops
&3 Parsistent Disks
# ThinApps

d v View Configuration

Product Liceneing anc 0!
Global Settings
Registered Desktop Sources

Ademy

trators
ThinApp Configuratien

Event Configuration

22. Enter the password twice and change the password timeout period, if desired.

Specify Security Server Pairing Password

This password is a one-time password that allows a security server to be
paired with this connection server. It is invalidated when any
authentication attempt is made for pairing.

This password will also be invalidated based on the password timeout
value below.

A\ This View environment is configured to enable IPsec for communication
between the CONNECTION1 View Connection Server and the security
server. IPsec requires the Windows Firewall to be turned on for the
active profile used for pairing the Connection Server to the Security

Server.

Please ensure the Windows Firewall for the active profile on the
CONNECTION1 Connection Server is turned on before continuing. You
can turn the Windows Firewall on for the active profile from "Windows
Firewall with Advanced Security”™ under "Administrative Tools™.

Pairing password:

Confirm password:

Password timeout: 30 [ Minutes | w }

{ oK || cancel |

23. Return to the installation wizard, and enter the password, and proceed with the

installation.

i ¥Mware Yiew Connection Server

Paired Yiew Connection Server Password

Enter a password to pair with the Yiew Connection Server,

A password is required to pair this Security Server with a Connection Server.
First specify the Pairing Password for the Connection Server in View Administrator,

This password is set in View Administrator in "view Configuration” > “Servers". Select the
specified Connection Server and go to "More Commands" > "Specify Security Server Pairing

Password",

Password:

< Back I Mext > I Cancel

77
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24. Confirm the External URL, PColP External URL, and Blast External URL for the

Security Server.

i‘.§ ¥Mware Yiew Connection Server

Yiew Security Server Configuration

Specify Security Server settings.

Enter the External URLs for this Security Server.

The External URLs specified are used by View Clients to establish connections to this Security

Server for the secure tunnel, PCoIP and Blast protocols respectively. The URL names and IP
addresses must not be load balanced.

Mote that the hostnames must be resolvable by the View Client and the PCoIP External URL must
contain an IP address.

External URL: |
PColP External URL: |
Blast External URL: |

< Back I Mext > I Cancel I

25. Allow the wizard to configure the necessary Windows Firewall rules

automatically, and click Next to proceed.

(@ shiva cloud on Esxi1021cloud.com

File View VM

= u) &8 6B

Recyde Bin

[ VMware Horizon View Connection Server
Firewall Configuration

Automatically configure the Windows Firewal to allow incoming TCP protocol
connections.

In order for View Connection Server to operate on a network, spedific mwmgTG’ws
must be allowed through the local Windows Firewall service.

incoming TCP
the Standard Server are 13), 80 (HTTP), MS(HTI'FS') 4001)(]’5) 4100

9 (AJP:
(IMSIR), 4172 (PColP), 8472 (Inter-pod API) and 844

UDP packets on
port 4172 (PColP) are allowed through as

(= Configure Windows Firewall automatically

£ Do not configure Windows Firewall

26. Click Install to complete the installation. Click Finish to close the installer.
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(4) shiva cloud on Esxi102.1cloud.com

File View VM

cloGBe 9w

Mware Horizon View Connection Server

Ready to Install the Program
The wizard is ready to begin installation.

VMware Horizon View Connection Server will be installed in:

C:\Program Files\VMware \VMware View\Server\

Click Install to begin the installation or Cancel to exit the wizard.

<Back [ sl | concel |

.
(2 shiva cloud on Esxi102.1cloud.com

File View VM

sup 86 @B o

Recyde Bin

ware Horizon View Connection Server x|

Installer Completed

The installer has successfully installed VMware Horizon View
Connection Server. Click Finish to exit the wizard.

Next Steps:

[V Show the readme fie

WARNING: Due to limited memory avaiable on this system, the
e Hadlxon View components have been configured to use reduced
View Connection resources. Please refer to the View administration guides to
Sorich determine how to correctly size this system.

Product version: 6.0, 1-2088845 x64 [ Fmen |

Once the installation is successful, we are able to see the Security Server information

from the View Connection Broker administrative interface.

VMware Horlzon View Administrator

Remote Sessions. 0
Local Sessions
Problem Desktops o
Events L BN AR Stiore Comwnands .
System Heath @ @

101 0 0

vCenter Sarvers Security Servers Connecton Servers Transfar Servers

Security Server version

Inventory

(N Dashboard
& Users and Groups
¥ lnventory
K Pocls
(51 Desktops |
2 Persistent Disks
2 Thinsops
» Monitoring

v View Contiguration

Product Licensing and Usage
Globa! Settings
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VMware View Composer Server Installation
View Composer Server is a Windows service, which can be installed on the vCenter
server or a separate Windows Server instance. It interacts with both vCenter Server and also
View Connection Server. This component is critical to the creation of linked clone virtual
desktops.
View Composer Server requires a database server. We have used Microsoft SQL
Server 2008 Express for our proof-of-concept deployment here, but other versions are
supported as well. The process of setting up a dedicated database using SQL Server 2008
Express is outlined below:
1. Login to the database and launch SQL DB management studio.
Microsoft SQL Server 2000
Microsoft SQL Server 2005
Microsoft SQL Server 2008
Microsoft SQL Server 2008 R2
4 Import and Export Data (32-bit)

03 SQL Server Business Intelligence Dev
~');-‘ SQL Server Management Studio

m

Analysis Services

Configuration Tools

Documentation and Tutorials
Integration Services

Performance Tools -

1 Back

' Search nrograms and files o) |

2. Log into the SQL Server Management Studio with an administrative account.



[ Databases

= Lo E

3 Servfl Mew J Login, ..
[ Repli
Server Role...
T3 Alwa Reparks 3
i Credential...
[ Manz Refresh
EF Inteq oo C L, audit .

0L Server dgent (Agent XP

Server fudit Specification. ..

3. Create a new login by navigating to Security logins. Create a new Login.

(%) SIVA CLOUD VIEWCS on 192.168.2.102

File View VM

nir ot & bhe @

st - [ Heb

Login name:
Wi e
' SQL Server authentication

" Mapped to certificate. | j
)

" Mapped to asymmetric key | j
I™ Map to Credential | |

Connection Mapped Credentials Credential Provider
Server:
focal)
Connection:
VIEWCOMPS\Administretor
37 View connection propetties
Ready Defaut detabase: Jmaster |
Default language: [<defauit> =

[SIVACOMPOSERDB

Password: | -------

Confirm passord: [osesess
I= | Speciy oid password

Old password: [
¥ Enforce password policy
IV Enforce password expiration
¥ User must change password at next login

4. Create a new database for Composer. This database will be used by the Composer

Server to save the linked clone desktop and replica details.

F——

o onme m et <

- ———

——y—— | 1
I

> 0o I

New Database...

[ 3 Syste

# [ Datab
# [ Security
& [ Server Ob)
[ _J Replicatio
@ [ Managem

[ SQL Serve

Attach...
Restore Database...

Restore Files and Filegroups...
Start PowerShell
Reports »

Refresh
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5. Provide a name for the new database. In our deployment, the name is View

Composer. Select the newly created account as the database owner.

Err—
Sprver
COMPOSERTEST

Carrmeciion:
HOME DOMAN vty
# ¥ies corvection peopetey

[ Frogan

Fleacs

CEEN
5 ot = Iy Hela
(Databate name: |
Dhvrt | e D
F U hite
(Database flea:
Lopeal Name | Fie e | Fi Infuad G ¢ Mme
vl ooty Pl FRBLAF 2 iy ¥ ME Uiniiesd
weelomges. . Log it Applcable 1 Ty 88 percent, Lirmied
) | L]
M| e |
OiE, el
o | _oma |,
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6. Next step is to create an ODBC connection for the Composer database. Click on Start,

navigate to Administrative Tools, and click on Data Sources (ODBC). ODBC (Open

Database Connectivity) is a standard protocol for programs (such as Microsoft

Access) to obtain access to SQL database servers (such as Microsoft SQL Server or

Oracle).

Command Prompt
T
((e Internet Explorer

| Remote Desktop Services

Ny [= Data Sources (ODBC)
-2 {4l Eventviewer
5¢7 &, iSCSI Initiator
— . Local Security Policy
(R Performance Monitor

(E

5 Data Sources (ODBC)

'5# Storage Explorer
System Configuration
(5) Task Scheduler

S5 Seaurity Configuration Wizard

P Windows Firewal with Advanced Security
(%] Windows Memory Diagnostic
2 Windows PowerShell Modules
i & windows server Bacup




7. Click on System DSN and then click Add. A data source name (DSN) is a data
structure that contains the information about a specific database that an Open

Database Connectivity (ODBC) driver needs in order to connect to it.

File View VM

=) S EGDR DY

-

Recyde Bin
#9 0DBC Data Source Administrator x|

User DSN | System DSN | Fie DSN | Drvers | Tracing | Connection Pooling | About |
User Data Sources:

Name [ Driver | Add.. |

Flemove |

Corfigute |

“ An ODBC User data source stores information about how to connect to
5| the indicated data provider. A User data source i only visble to you,
~ and can only be used on the cument machine.

[ ok | Ccancel Apply

8. Select SQL Server Native Client 10.0 and click Finish.

() SIVA CLOUD VIEWCS on 192.168.2102 B —

FileViewvm
s n() o6 G R e

-

Recyde Bin

& ODEBC Da

g S0 s aly
Create New Data Source

Select a driver for which you want to set up a data source.

Name l Version
SQL Server 6.01.7€
SQL Server Native Client 10.0 2009.1¢

9. On the wizard, enter the DSN, a short description, and the name of the SQL Server on

which the database is created.
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|
This wizard will help you create an ODBC data source that you can use to
» connect to SQL Server.

&G ‘What name do you want to use to refer to the data source?
ﬁServerzmst

Name: |SIVACOMPDB

How do you want to describe the data source?
Description: [COMPOSER DB

Which SQL Server do you want to connect to?
Server: I./swacompdbl 3

Fsh | Net> | Cancel | Hep |

10. Select SQL Server authentication and enter the database username and password

created earlier.

(&) SIVA CLOUD VIEWCS on 192.168.2.1027 e e — e
File View VM

wr o6 G Be P

- How should SQL Server verify the authenticity of the login 1D?

S " With Integrated Windows authentication.
ﬁServerzmsnz

SPN (@ptional]: |

& With SQL Server authentication using a login |D and password
entered by the user.

Login ID: [SIVACOMFDB
Pasmud:|nn.u.

v Connect to SQL Server to obtain default settings for the
additional configuration options.

11. Enter the database name that we have created for view composer.

84
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Creste s Mew Dats Source to SOL Server

¥ Change the defsul database loc

-..F [viewCompaser
Mior server

S0 Server e

SPH bor mamos serves [Dptional)
I
™ Attach datsbase flename:
I
¥ Uze AMSI quoted identiers.
¥ Use ANSI rolls, paddings and wanmings.

< Fack Mot >

12. Now click the Test Data Source button to test the database connection to verify that

the ODBC connection has been configured correctly.

(2 SIVA CLOUD VIEWCS on 192.168.2.102

File View VM

s nl)oloaGBe e

Connection
VIEWCOMPS\Adrinisirator
7 View connection oropertes

Ready | Defakcotsbase:  Jmeser

S0L Server ODBC Data Source Test

- Test Results
Microsoft SCL Server Mative Chert Version 10.50. 4000 = |
Running connectivity tests. .

B COnmechion
rchll‘lm established
Disconnecting from senser
TESTS COMPLETED SUCCESSFULLY1

Once the dedicated SQL database has been created successfully, we can continue with

the View Composer installation. View Composer requires .NET 3.5 framework to be
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installed prior to starting the installation. The installation process for View Composer is as
follows:

14. Start the View Composer installation on the Windows Server instance. Click Next to

begin the installation process.

The installation wizard vl instal YWMiware Morizon Yiew
Composer on your computer. To contrue, chdk Next.

VMware Horlzon

Copyright © 1958-2014 Wiware, Inc. Al nghts reserved. Ths

View Composer £roduct s protected by U.S, and nternational copyright and
ntelectual property laws. YMware products are covered by
e o more patents ksted at

EIPCor htep:/feoww. vmware .comjgo fpatents,

Plesme read the following koense agresment carsfully,

VMWARE END USER LICENSE AGREEMENT

PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL
VERN YOUR USE OF THE SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY
PPEAR DURING THE INSTALLATION OF THE SOFTWARE.

IMPORTANT-READ CAREFULLY: BY DOAWNLOADING, INSTALLENG, OR USING

THE SOFTWARE, YOU (THE INDMDUAL OR LEGAL ENTITY) AGREE TO BE

BOUMD BY THE TERMS OF THIS END USER LICENSE AGREEMENT [EULAT)L IF
IR MAT ACREE TN THE TERMS O TRHIS BN & VO 1 MHIST BMaT =

(®) [ accept the terms in the beense sgreement

) £ do not acoept the berms in the boense agreement

IngtakShiek)

[ <ok || wet> || coxd |

16. Specify the desired install location and click Next.



Destination Folder
Chick et to instal to this folder, o dick Change to irstall to & dfferent folder.

i 3 Instal Vidware Horizon View Composer io:
C:\Program Fles (xB6) WMveare iMware View O

17. Specify the ODBC connection information and click Next.

Database Information
Eriter additional databsse configuration informaton.

[Enter the Data Source Name (DS for the Yiware Horizon Yiew Composer database. To set
1 the DSM i the ODBC Setup button,

|WewDE: COBC DSH Sebup...

Ervter the usarname that you enbensd in the ODBC Data Source Adminstrater.

| rm————

Enter the passwerd for this database connecton.

I R LA DAL LLLLE)

18. On the next step of the installer, leave the SOAP port and SSL certificates to the

default settings.

Ready to Install the Program
Thee wizard i ready i begin iratalabon.
Wiware Horizon Yiew Composer vall be instalad in:
Ci\rogram Files (xB6) (MMwane (Mware View Composer|

IF you want to review or change any of your installation setfings, dick Back. Chck Instal to
begin the installation or Canced to exdt the wizard.
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19. Click on Install to complete the installation.
Windows Client OS for Desktop Pool Creation
For creating desktop pools in VMware View, a client operating system is required.
For this research paper, Windows 7 Professional is used as the client OS. Once the client
installation is complete, the View agent has to be installed in order for View Connection
Server to be able to communicate with the client machine. The process for setting up a
Windows 7 client VM is as follows:

1. Create a new virtual machine on the existing vCenter Server.

- ————w —— R Tt

ona o =] e - e s

ecwns Tasha o Tegt ¢ Saete swmm—e -

= v ——as T T TS

2. Select the Typical configuration and click Next.

D Vo - vighere Chent = — ﬁ; TEREET T

[ ——— Iq)«v...»..n-.‘u.‘»-. O -

EE Qg FIP | Contiguration

St i e b e L PR

-] Asé

- » e B
S Typent
Croute e Ll St e S et comman devems an g R whr.

Contom
Crate s 4t e o Sl dres e s e s

3. Name the virtual machine and click Next.
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5. Go to Edit Settings of the virtual machine and mount the Windows 7 ISO image

from the datastore of the ESXi server.
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6. Once the ISO is mounted, click OK to reconfigure the VM and then power it on.

The Windows 7 installation will start automatically.

@ ot - oren T Wt 1 a om LTSI . - T - ] 4 TGO
et Ve vl :

B0 o-enr»apa » & e

~C

Windows 7

7. Complete the Windows 7 installation in the usual manner. No special settings are

needed for View at this point.
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View Agent Installation and Configuration

View Agent is a software component which must be installed on all the virtual
desktops that are to be managed by vCenter Server and View. View Connection Server will
communicate with the View Agent all the virtual desktops.

For this research paper, Windows 7 Professional is being used as the client Operating
system, to create virtual full desktops and also linked mode desktops. For connection server
to talk to the virtual desktops view agent is a very important component.

Supported OS
Table 11

View Agent Installation and Configuration Supported OS

Guest OS Version Edition Service Pack
Windows 8 32 and 64-bit Professional and NA
enterprise
Windows 7 32 and 64-bit Professional and SP1 and none
enterprise
Windows Vista 32 bit Business and SP1 and SP2
Enterprise

Windows XP 32 Bit Professional SP3




1. Mount View agent install ISO on the Windows 7 operating and double click to

start the installation.

ﬁ VMware View Agent

== =]

Welcome to the installer for VMware View
Agent

continue.

The system must be rebooted before installation can

A ettt ghich will

ﬁ\l VMware View Agent Installer Information @ ke wait.

< Back Next > Cancel
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2. The system must be rebooted before the installation starts. Once the machine has

started up again, launch the wizard to start the View Agent installation on the

Windows 7 desktop.

ﬁ VMware View Agent

VMware Horizon View

Agent

EIPCel”

Welcome to the Installation Wizard for
VMware View Agent

The installation wizard will install VMware View Agent on your
computer. To continue, dick Next.

Copyright © 1998-2013 VMware, Inc. All rights reserved. This
product is protected by U.S. and international copyright and
intellectual property laws. VMware products are covered by
one or more patents listed at

http: //www.vmware.comjgo/patents.

Product version: 5.2.0-987719 x64 < Back

L Next > ] [ Cancel

J

3. Click Next to proceed with the installation.
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f@wi'an:t‘}?ew v; I l
License Agreement

Please read the following license agreement carefully.

VMWARE END USER LICENSE AGREEMENT A

PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL
GOVERN YOUR USE OF THE SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY
APPEAR DURING THE INSTALLATION OF THE SOFTWARE.

IMPORTANT-READ CAREFULLY: BY DOWNLOADING, INSTALLING, OR USING
THE SOFTWARE, YOU (THE INDIVIDUAL OR LEGAL ENTITY) AGREE TO BE

BOUND BY THE TERMS OF THIS END USER LICENSE AGREEMENT (“EULA"). IF
VNI NO NNT ARREE TN THE TERMS NE THIQ ELILA VALLIMIIST NNT

@ I accept the terms in the license agreement
) I do not accept the terms in the license agreement

[ <Bak |[ mext> |[ cancel

Accept the EULA and click Next.

15 VMware View Agent
Custom Setup
Select the program features you want installed.
Click on an icon in the list below to change how a feature is installed.
USB Redirection = C;:“"’?emwt‘
View Composer Agent Rre Niew Agen
= Virtual Printing ‘
vCenter Operations Mai
2 PColP Server = s s
i W 0 o | is feature requires 49MB on your
B ' m‘:::m"l drive. It has 6 of 6 subfeatures selected.
The subfeatures free up 135KB on your
---QvIVEwPamMmaQMv hard drive.
<| m | »
Install to:
C:\Program Files\VMware\VMware View\Agent\
[ Hep ][ space |[ <Bak J[ Next> ][ cancel |

Now select all the modules that are required for installation. Every module has a

different functionality.
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% VMware View Agent == ||
Ready to Install the Program -
The wizard is ready to begin installation. S

VMware View Agent will be installed in:
C:\Program Files\VMware\VMware View\Agent\

Click Install to begin the installation or Cancel to exit the wizard.

6. Verify the destination and click Next.

j};j-' VMware View Agent

Installer Completed

The installer has successfully installed VMware View Agent.
Click Finish to exit the wizard.

VMware Horizon View

Agent

CIPCeI

7. Click Finish to complete the installation.
Desktop Pools, Types and Creation
The installation procedures outlined above will result in a fully-functional VMware
View infrastructure. The next step is to create desktop pools so that virtual desktops can be

deployed. There are three types of desktop pools: (a) manual pools, (b) automated pools, and

(c) terminal services pools.
Manual Pools
View Connection Server can use existing desktop images to create a desktop pool.

These include (a)Virtual machines being managed by vCenter Server, (c) Virtual machines
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running on an ESXi server or other virtualization software, (d) Physical desktops, and (e) HP
blade physical computers (VMware view can be used to manage Blade PCs as well. All that
needs is to install view agent on the blades to start managing them through view connection
servers. This falls as part of Manual desktop pools, these are not virtualized machines).
Automated Desktop Pools

We can create two types of Automated Desktop Pools: (a) dedicated pools and (b)
floating pools. In Dedicated Pools, the desktop images remain even when a user logs off and
back on again. The user will receive the same desktop image each time he/she uses it. In
Floating Pools, the user might get the same or a different desktop image each time he/she
logs on.

We can also create two kinds of desktop pools: (a) full desktop pools and (b) linked
clone desktop pools. Full desktop pools use a virtual machine template to create a desktop
pool. Once the VM template is selected, we can create a desktop pool and select the number
of spare powered-on desktops that should exist in the pool. It deploys virtual machines from
the template provided during the pool creation process. Linked Clone desktop pools use
virtual machine snapshots to create desktop pools. Once a snapshot is selected, it starts
creating the specified number of desktops specified by the administrator. All the desktops
created in this Linked Mode method, which share their base disks with the parent virtual
machine.

Terminal Services Pool

There is another method of utilizing View desktop images. This is Terminal Services
over VMware Horizon View. VMware View can also securely broker terminal services
desktops. To configure this adding the terminal server role on the PC is must and then have to

install view agent. This has to be done on a server OS and then view agent has to be installed
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on the same allowing view connection server to communicate. However, this research paper
is completely focused on creating automated desktop pools.

Creating a Full Desktop Pool

To create a full desktop pool, the following components are required: a client machine
with VMware View Agent installed, administrative access to the View portal, a vCenter
Server, and one or more ESXi servers. The process to create a new View desktop pool is as
follows:

1. Connect to View Connection Server using a web browser.

VMware Horizon View Administrator

User name:

Password:

Domain:

2. Once logged in, click on Servers to add the vCenter Server to View Connection
Server. This is because VMware Horizon View uses vCenter server and ESXi

servers to create desktop pools.

7% ) [E) ENG

1316
11-08-2015

@ Download VMware Horizo, % [ Inbox | Linkedin % | @, View Administrator x |+ — o x

€ BY @ hitps//192.168.2.125/sdmin/#/serve || Q sear 0D 9 3 A S =

About | HMelp | Logout (administrator)

Sessions
Problem vCenter VMs
Problem RDS Hosts 0
Events 0 A
System Health @l @ (-
373 4 ©

....................................
Edit License... | | Edit Settings

4 No valid license present for View Manager. Click Edit | | Send anonymous data to VMware ~ On
A 10 add a valid license.
P Geographic Location:
- Business Vertical:
£ o
Number of Employees:

3. From the Servers submenu, click on Add and select the vCenter Server instance to

be used for the desktop pool.
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VMware
Add vCenter Sarver

=
@I Download VMware Horizo..

Horizon \

| [ inbox | Linkedin x

192.168.2.125/admin/#/server & || A search

an) [E NG

v e e A

Add vCenter Server
rmatior

VCenter Server Information

vCenter Server Settings

gmjver address:
User name:
Password:

Description:

Port;

Advanced Settings

Specify the concurrent operation limits.

concurrent vCenter .
provisioning operations: 2
Max concurrant powar

s0
operations:

Max concurrent View
Composer maintenance 12
operations:

Max concurrent View

Composer provisioning B
operations:

|| Concurrent Operations Limits

oncurrent vCenter provisioning

(full clones

omposer
ns: th
1t View.

Cancal |
1
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13:16
11-08-2015

4. Once the vCenter Server is added, a screen similar to the one shown below will be

shown. If there are any errors on the screen, fix those before proceeding to the

next steps.

Sassions
Problem vCenter VMs
Problem RDS Hosts
Evants > o
System Health @8

severs

vCenter Servers | Security Sarvars  Connaction Sarvers

[ Add.. || Edit.. | |Remove | [Disable Frovisioning... |

Vcanter Sarvar VM Disk Space Recia..
| @ 102.168.2.51(0cs\administrator) -

View Storage Accelara.. Provisioning

5. On the Inventory screen, click on Pools under Inventory and click on Add.

VMware Horizon View Admisstrator

6. On the Add Pool wizard, select Automated Pool and click Next.
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Add Pool -
Pool Definition Type
Automated Pool
— LH © Automated poo!

poal us
er template ar

ery irtual

Sotting [E3 © manual Pool

nand

L;d&l O Terminal Services Pool

Supported Features

+ vCenter virtual machines

Phys
PCs

puters, blade

Microsoft Terminal Server

v View Composer
v al Mode

v Pcore

~ Persona management

| Next> || cancel

7. The next step involves choosing Dedicated or Floating pool assignment.

B0 Download VMware Horizo... | B Inbox | Linkedin % | 9 View Administrator x |+ - X
€ B @ hips://192.1682.125/admin/#/pool C || Q search Pl = 3y A O =
IV /dd Desktop Pool 2

Desktop Pool D [ b= Download with IDM ]2/
Type ® Dedici Dedicated assignment
User Assignment Users recaive the same machines
[¥] Enable automatic assignment each time they log into the

ktop pool.

m: Floating Enable automatic assignment
o

- 1f a user connects to a desktop
pool to which the user is entitled,
but does not have a machine,
View automatically assigns a
spare machine to the user. In an
automated desktop pool, a new
machine may be created if no
spare machine

1f automatic assignment is not
enabled, users must be assigned
to machines manually in View

Administrator. Manual assignment
can still be dor automatic
ignment is

Supported Features

¥ View Composer

v PColP
¥ Persona management
| <Back || Next> || cancel |

@ Download VMware Horizo... | [ Inbox | Linkedin % | @ View Administrator x |\ + - o x
€ BY @ hitps//192.168.2125 admin/3/pool o | [ @ search wE 9 s A S
VIV 4 Desktop Pool 7

Desktop Pool Definition oLl
Type

) Full virtual machines
LR S8 S nat: Machines sources will be full
) View Composer linked clones virtual machines that are created

from a vCenter Server template.
Setting vCenter Server View Composer

:
%

192.168.2.51(ocs\administr
ator)

Supported Features

v pcotp
Storage savings
Recompose and refresh
QuickPrep guest
customization

v Sysprep qu

Description: |None v P

t customization

sona manag

ith 1IDM x|
b oM B @l

9. Specify the Pool ID, Display Name, Access Group and Description for the pool.
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15
@ Download VMware Horizo. * | [ Inbox] Linkedin x | R View Administrator x|+ - x
€ B3 @ hips//192168.2:125/admin/#/pool =

Add Desktop Pool - test

Desktop Pool Definition Desktop Pool Identification
) Pre 10: test
User Assignment

vCenter Server
Setting A
Desktop Pool Identification

10. Select the desktop pool settings as shown in the image below. These settings
include the state of the pool, remote machine power policy, whether to
automatically log users off after they disconnect, whether or not to allow users to
restart their virtual desktops, the display protocol, and the maximum number of

monitors.

13:20
vea®azdE N s

D Download VMware Horizo... % | [ Inbox | Linkedin % | @ View Administrator x \ + = X

€ B3 @ https://192.168.2.125/admin/#/pool @ || Q search w8 9 3 A SO

Add Desktop Pool - test

Desktop Pool Definition Desktop Pool Settings

Updstedd  Type General
User Assignment

Sessions| State: [ Enabled |~ ]
Problemy VCenter Server _
Problem{ Setting Connection Server None | Browse...
Desktop Pool Identification Festrictions-
Desktop Pool Settings Remote Settings
Remote Machine Power | Take no power action v
Policy:
Automatically logoff after | Never v
disconnect: —

Allow users to reset their | No | v
machines: —

Remote Display Protocol

Default display protocol: | pColP v
Allow users to choose | Yes | v

protocol:

Max number of monitors: [ 2 | v | 2

|
May require power-cycle of related virtual machines 2
Max resolution of any one | 1920x1200 | v | (2
monitor: S
May require power-cycle of related virtual machines (7
HTML Access: [[] Enabled 2

Requires installation of HTML Access.

<Back || Next> || cancel

11. The next step in the wizard is to select the provisioning settings. This stage
requires the user to select whether or not to enable provisioning, what should

happen to the provisioning if an error occurs during the process, a naming scheme
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for virtual desktops in the pool, the desktop pool size, and whether to provision

the desktops upfront or on-demand.

Download VMware Horizo., Inbox | Linkedin % | @, View Administrator x |+ -
|
€ BY @ hitps//192.168.2.125/admin/#/pool

Add Desktop Pool - tast

Desktop Pool Definition Provisioning Settings
Typa Basic
Useraasionm ¥ Enable provisioning
vCenter Server

Setting
Desktop Pool Identification  virtual Machi
Desktop Pool Settings
Provisioning Settings

Number of spare (powered on) machines a

Provisioning Timing

@ Download VMware Horizo... % | 3 Inbox | Linkedin % | B View Administrator x \ + - =] X
€ B3 @ htips://192.168.2.125/admin/#/poo C || A search wBs 9 3 A O
3

Add Desktop Pool - test

Desktop Pool Definition Storage Optimization

Updatedd  Type Storage Policy Management Storage Optimization
Sessions| User Assignment Storage can be optimized by
Problemy VCenter Server storing different kinds of data
Problem | Setting 0 separately.

Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
Storage Optimization

(= Download with IDM ) @ &/
Qe omict i DUD2 %

|| cancel |

13. Next, we must select the vCenter Server on which to provision the desktop pools.
In this step, we must configure the following settings: the template for pool

creation, the VM folder location on vCenter, and VM resource/storage options.
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14. Next, we need to configure options for the guest customization wizard, which

enables vCenter to provision desktops from the template specified.

. 13:24
v 3@ z ) E ene ot

(& Download VMware Ho: % | [ Inbox | Linkedin % | @ View Administrator x \ + - X

€ [ @ https://192.168.2.125/admin/#/pool ¢ || Q search wB 9 34 A
Add Desktop Pool - test

Desktop Pool Definition ST T
Updstedd  Type
Sessions User Assignment
Problem| VCenter Server
Setting

Desktop Pool Identificati ®ilaathis

O None - Customization will be done manually

Desktop Pool Settings
Provisioning Settings

[

Storage Optimization
vCenter Settings
Advanced Storage Options
e izati i Windows
VM2012Script | Windows

Name Guest 05 Description
IBMCUSTOMIZAT Windows

w2k8r2 64bit  Windows prepared by srikanth
Win 7 x 64 Windows Prepared by Srikanth
win7 Windows Prepared for lab

<Back || Nexttsj\ Cancel |

15. Review all of the selections made and click OK to start the provisioning process.

The desktop pools will be created on the vCenter Server and under the folder

selected.



€ B) @ hitps//192.168.2.125/ader

VMware

@ Download VMware Horizo..,

Add Desktop Pool - test

» | [ inbox | Linkedin % | @ View Administrator x|+ =

= || Q Search T B 9 3+ & O

Desktop Pool Definition
Type

User Assignment

Ready to Complete

(L] Entitle users after this wizard finishas

vCenter Sarver Type Automated
Setting User
Desktop Pool Identification ASalan ar AreE 1A o Yes
Desktop Pool Settings vCenter Server: 192.168.2.51(ocs\administrator)
Provisioning Settings GiaNew Conpcaan: T
Storage Optimization Viiooain: e
vCenter Settings Eieblay Rania!
Advanced Sterage Options e 7 l
Suest Customization
:.: Eocakaras Desktop pool state: Enabled
Remote Machine Power Take no power action
Policy:
Automatic logoff after Never
disconnact:
Connection Server None
restrictions:
Allow users to reset their | No
machine: @
Default display protocol: =
Allow users to choosa Yes
protocol:
3D Renderer: Disabled
Max number of monitors: | 2
Max resolution of any one  1920x1200
monitor:
HIML Accass: Disabled
Adoha Fiash auaiiry: Disahled -
I | cancel |

from the Desktop Pools option under Catalog as shown below.

@ Download VMware Horizo.. % | [] Inbox|Linkedin % | @ View Administrator x|+ - X
€ B3 @ https//192.168.2.125/admin/#/pool c w8 9 ¥ A =

VMware Horizon View Administrator About | Help | Logout (administrator)

Sessions
Problem vCenter VMs
Problem RDS Hosts

Events )

[ | [ v status | | v AccessGroup || v More C: |

0

System Health @ @ Filter ~ | Find || clear | | AccessGroup: | 5 2
| 11 0
D Display Na... Type Source User Assi... vCenter Server Entitled  Enabled Sessions
} Inventory test Automated D| vCenter Dedicated 197&166 2.51 o v o
| & Dashboard !
} & Users and Groups | I
i ¥ Catalog §

Desktop P
Application Pools
A ThinApps

Is

@ Farms
(1 Machines

{2 Persistent Disks
»> Monitoring

» Policies
v View Configuration

Servers

Product Licensing and Usage
Global Settings

Registered Machines
Administrators
ThinApp Configuration
Cloud Pod Architecture

17. The provisioned desktops can now be seen in the left-hand pane of the vCenter

management console, as shown below.
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16. Once the desktop pool is created, the pool information can be viewed and edited
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13:26

v EE GO E NG ey
(@ VC.ocs.lab - vSphere Client — X
File Edit View Inventory Administration Plug-ins Help

B E @ rome b g mventory b &y Msand Templates o ento Q
EnD > S EGDRE RS R
b ~

iscovered virtual machine [EEITES Summary | ResourceAllocation | Performance . Tasks & Events | Alarms | Console | Permissid [

What is a Virtual Machine?

A virtual machine is a software computer that, like a
physical computer, runs an operating system and
applications. An operating system installed on a virtual

% 1§:-1Tssc;l~z£sdz o machine is called a guest operating system
1C5-Ts-Dont do anything

Because every virtual machine is an isolated computing

environment, you can use virtual machines as desktop or
P workstation environments, as testing environments, or to

( 1CS-ViewConServer consolidate server applications.

{ DC-1CLOUD DON'T DELETE

flewComposer

& ke In vCenter Server, virtual machines run on hosts or
& 4 clusters. The same host can run many virtual machines
@B m
B m
@ m
@ m: Basic Tasks
@ m
@ nar
@ N
@ N
@ Explore Further
@ ra v
G sa
&= < >
Name, Target or Status contains: ~ . Clear X
Status Details Tnitiated by Requested Start Ti... A
38% @ Copying Virtual Machine fles ocs\Administrator 11-08-2015 13:25:37
38% @R Copying Virtual Machine fles ocs\Administrator 11-08-2015 13:25:37 ,
OCS\Administrator

Linked Clone Desktop Pools

Linked Clone desktop pools can be created only if a View Composer server is present.
For this research paper, View Composer is used in conjunction with a Linked Mode desktop
pool. As mentioned earlier, Linked Clone desktops share a base disk with the parent virtual
machine, making deployment easier and vastly reducing the amount of storage space
required.

Preparing the parent image is a multi-step process. A virtual machine with a supported
operating system must be installed, and the View Agent must be installed so that the
Connection Server or View Composer can interact with the parent image. Additionally, all
desired applications must be installed onto the parent image and the virtual machine must
shut down prior to Linked Clone deployment. For Linked Clone desktop pools, View
Composer will utilize the parent virtual machine snapshot. Multiple snapshots can be taken
for creating different desktop pools.

Creating Linked Clone Desktop Pools

The process of creating Linked Clone desktop pools is described below:
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1. Log into the View admin console with a user account that has adequate

permissions to manage desktop pools.

VMware Horizon View Administrator

User name:

Password:

Domain:

2. Once logged in, expand the Inventory node on the left side of the interface, and

click on Pools.

VMware Horizon View Administrator

> Pools
ad4. « Status | | = Foider
ool @ W Fitet » Find ‘oo Folder: 4 -

Inventory

3. Click on Add to launch the Add Pool wizard. Select Automated Pool from the list

and click Next.

Add Pool 2
Pool Definition Type
Type a Automated Pool
e LH & automated pool

Settin I
9 @ () Manual Pool

Tﬂﬂ () Terminal Services Pool

Supported Features

¥ vCenter virtual machines

| computers, blade

Microsoft Terminal Server

AL SS

| Next> || Cancel



4. Select Dedicated Assignment, which will ensure that users get the same virtual

desktop each time they sign on. Continue to the next step.

B Download VMware Horizo... % | [ Inbox | Linkedin % | R View Administrator x|+

€ B3 @ hip//1921682125/ 00

Add Desktop Pool

Desktop Pool b [ - e
Type
Usar Assignmant

Setting

load with 1DM ) 2% [E

EH © oadc

[¥l Enabla automatic assignment

LH| © rFoating

1f autematic anment is not
enabled, u be assigned
Viaw

to machinas manually

Administrator. Manual assionment

‘ 1 if automatic
s

Supported Features

~ View Composer
~ ecor
+ Persona management

<Back || Next> || cancel

5. Select View Composer linked clones to created linked mode desktops.

Add Pool

Pool Definition

Type

vCenter Server

O Full virtual machines

User Assignment
vCenter Server (2 view Composer linked clones

Setting

6. Provide the pool ID, display name, access group, and a description of the pool.

ownload VMware Horizo.. % | Inbox | Linkedin % | @ View Administrator x
Download VMware H Inbox | Linked) 2 Ad +

veenter.vlab.local(viab\view | compc

vCenter Server View Composer

er.vlab.local

admin)

Description:  #one

€ B3 @ https//192.168.2.125/admin/#/p.

VMware|

Add Desktop Pool - test

View Composer

be ur
s and refresh

Supported Features

¥ Local M

PCoIP

ge savin:

G 6

QuickPrep g

<

v Persona management

| <Back || Next> || cancel

Desktop Pool Definition
Type
User Assignment
vCenter Server
Setting
Desktop Pool Identification

Desktop Pool Identification
1D: test
Display name:

Access group: /

Description:

0
The desktop pool ID is the unique
name used to identify this
desktop pool,

Display Name

The display name is the name
s will see when they

will be used
Access Group

Access groups can organize the
desktop pools in you
iization. They can also be
for delegated
administration.

Description

tion is only shown on

pool within View Administrator

<Back || Next> || cancel |

d clones
d to persistent
fiected by

Recompose and refresh
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7. Select the desktop pool settings as shown in the image below. These settings
include the state of the pool, remote machine power policy, whether to
automatically log users off after they disconnect, whether or not to allow users to
restart their virtual desktops, the display protocol, and the maximum number of

monitors.

13:20

v 3@ z ) E w6

11-08-2015

@ Download VMware Horizo... % | B Inbox| Linkedin % | R View Administrator x \ + = X
€ B @ https//192.168.2.125/admin/#/pool || Q search wB U 3 a0 =
Add Desktop Pool - test
Desktop Pool Definition Desktop Pool Settings
Updated Type General
i User Assignment = ——
Sessions 5 State: | Enabled |+ |
Problemy VCenter Server = 2
Problem{ Setting Connection Server None | Browse...
Events Desktop Pool Identification Kestoctionts:

SystemH  Desktop Pool Settings. Remote Settings

Remote Machine Power | Take no power action -
Policy:

Automatically logoff after [ Never v
disconnect:

Allow users to reset their | No | v |
machines:

Remote Display Protocol

Default display protocol: | pColp v

Allow users to choose | Yes ||
protocol: —
Max number of monitors: | 2 v | 2

May require power-cycle of related virtual machines

Max resolution of any one | 1920x1200 | v

monitor:

May require power-cycle of related virtual machines
HTML Access: [] Enabled

Requires installation of HTML Access.

<Back || Next> || cancel |

8. The next step in the wizard is to select the provisioning settings. This stage
requires the user to select whether or not to enable provisioning, what should
happen to the provisioning if an error occurs during the process, a naming scheme
for virtual desktops in the pool, the desktop pool size, and whether to provision

the desktops upfront or on-demand.



@ Download VMware Horizo.. = | [ Inbox| Linkedin

€ BY 8 hipe//192168.2.128/ admin/#/pocl

Add Desktop Pool - test

% | @ View Administrator %\ +

Desktop Pool Definition
Type
User Assignment
vCenter Server

Setting
Dasktop Pool Identification
Desktop Pool Settings

Provisioning Settings
Basic

(¥l Enable provisioning

[V stop provisioning on error
Virtual Machine Naming

) Spacify names manually
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Provisioning Settings

Start machines in maintenance mode

(& Use a naming pattern
Naming Pattern: tast-{ny-sree

The naming pattern placeholder surrounded by { ¥
is invalid. Currantly, the only valid placeholdar is

Desktop Pool Sizing
Max number of machines: 10

Number of spare (powered on) machines: a

Provisioning Timing
=) Provision machines on demand

Min number of machines: a

Provision all machines up-front

| _soac Jlasralll cancel )

9. The next stage involves selecting whether or not to use Storage Virtual SAN.

@ Download VMware Horizo... % | [ Inbox | Linkedin % | B View Administrator x |\ +

€ B @ nttps://192.168.2.125/admin/#/pool e

VIV IPPRM  Add Desktop Pool - test

Desktop Pool Definition Storage Optimization

Updatedd  Type
Sessions| User Assignment

Problemy VCenter Server

Problem | Setting

Events Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
Storage Optimization

Storage Policy Management Storage Optimization
Storage can be optimized by
storing different kinds of data
separately.

) Download with IDM J@X|
S=——vwatx | > || cancel |

10. Next step involves selecting View Composer disks, which can be either persistent
or non-persistent. Persistent disks retain user data and settings between sessions,

whereas non-persistent disks revert to the original image state when the user logs

off.
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Add Pool - VDI-Pool1

Pool Definition View Composer Disks

Redirect Windows Profile

Type Persistent Disk
User Assignment

© Redirect Windows profile to a persistent disk
vCenter Server

Setting Disk size: 2048 | MB (minimum 128 MB)
Pool Identification Bhvdistar T
Pool Settings
Provisioning Settings ) Do not redirect Windows profile
View Composer Disks Disposable File
Redirection

) Redirect disposable files to a non-persistent disk
Disk size 4096 | MB  (minimum 512 MB)
Drive letter: Auto | v

) Do not redirect disposable files

11. Next, we need to configure storage optimization. This step involves selecting the

datastore(s) on which persistent and replica disks will be selected.

Add Pool - VDI-Pooll

Pool Definition Storage Optimization

Type Persistent Disks Storage Optimization
User Assignment
vCenter Server
Setting F se
Pool Identification Replica disks Replica disks
Pool Settings
Provisioning Settings
View Composer Disks
Storage Optimization A F

[ select separate datastores for persistent and OS disks.

[ select separate datastores for replica and OS disk. Thi

< Back Next > Cancel

12. The next step involves selecting the parent VM, a shapshot on the parent VM
which will be used to create the desktop pools, a folder where the virtual desktops
will be placed, the host(s) on which the desktops should be run, the resource pool
in which to place the VDI desktops, and the datastores on which the VM files

should be placed.
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Pool Definition
Type
User Assignment
vCenter Server
Setting
Pool Identification
Pool Settings
Provisioning Settings
View Composer Disks
Storage Optimization
vCenter Settings

vCenter Settings

Default Image

Parent VM: | ]| Browse...
Snapshot: [ ]| Browse...
Virtual Machine Location
} WM folder location: [/vi25 E || erowse...
Resource Settings
4 Hostorcuster: [ ] _Browse..,
Resource pool: | ]| Browse...
6 Datastores: 1 selected Browse...
| <Back || Next> Cancel |

13. Next, we need to configure options for the guest customization wizard, which

enables vCenter to provision desktops from the template specified.

Add Pool - VDI-Pool1

Pool Definition
Type
User Assignment.
vCenter Server
Setting
Pool Identification
Pool Settings
Provisioning Settings
View Composer Disks
Storage Optimization
vCenter Settings

Advanced Storage Options

Guest Customization

Guest Customization
Domain: viab local(viewadmin) | v
AD container: OU=VDI,0U=Coumputers Browse...

[] Allow reuse of pre-existing computer accounts (3

O Use QuickPrep

@ Use a customization specification (Sysprep)
(1] show all customization specifications
Name Guest 05 Description
W2012R2-DHCP Vindo
W2kB-DHCP w
W7-VDI-DHCP windows

<Back || Next> || cancel |

14. Click Next to complete the Linked Mode desktop pool creation process. The

provisioned desktops can now be seen in vCenter, as shown below.

What is 2 Virtual Machine?

Basic Tasks

Name, Torgetor S ot
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Chapter VI
CONCLUSION AND FUTURE WORK

In this paper, | have implemented vSphere and VMware Horizon View in order to
create a Virtualized Desktop Infrastructure. VMware Horizon View allows administrators to
build virtual desktops and deliver them to users on demand. VMware view can solve
problems like making all the desktops run centrally in the datacenter and are consolidated on
to few ESXi hosts. The desktop disk data is stored and accessed centrally from a storage box,
which runs in a datacenter and companies can stay in compliance as the user data disks can
be refreshed back to base image states as soon as they log off. Desktop provisioning time and
patching time can be reduced drastically. VDI desktops can be brought up even if there is a
hardware failure on the ESXi host using HA.

However, the View architecture provided here has some significant limitations.
Without further work and additional VMware technologies, it is not easy to deliver high-end
applications that require more storage space, or separate applications for different
departments within an organization. Future work in these areas would include research on
thin apps, app volumes, and user environment manager products from VMware, which
provide solutions to these problems cited above.

Research Questions and/or Hypotheses

Research Question 1. How can vSphere High Availability provide an effective and
affordable disaster recovery solution?

VMware vSphere HA is a feature, which can protect virtual machines from an
unplanned downtime in case of a hardware failure running ESXi or an ESXi OS crash.

HA is a cluster level feature where in 32 ESXi servers can be placed in to a vSphere

HA cluster till vSphere 5.5 and 64 ESXi servers can be placed to a HA cluster in vSphere 6.0.
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Once HA is enabled on a cluster under vCenter server, FDM aka fault domain
manager agents would be invoked on all the servers in the cluster after then they will sit to an
election process to elect a master node.

Any ESXi server to become a master should have max number of Data stores and if
there are two ESXi servers with the same number of Data stores, then vCenter will decide on
which server to be a master on vCenter allocated MOID aka managed object ID which
vCenter allocates to every ESXi server when added to vCenter.

Once a master is elected, master will start monitoring all the ESXi hosts in the cluster
for a failure. If a slave is not responding to heartbeat process, then the slave is considered
either dead or isolated, aster then checks on the Data store heart beating of the slave and then
takes appropriate action on the virtual machines.

In the meanwhile, slave also will not be able to ping the master if it is isolated. To
conclude, this slave will ping the isolation address configured on the cluster. This isolation
address is by default the Default gateway or the router IP. If the slave is able to ping the
default gateway, it means that the slave is not isolated; if it cannot ping the default gateway
itself concludes as is isolated and writes to a file with the name POWERED ON. The slave
now either writes a 0 or a 1 in the first line of the file to let other servers know that it is
isolated, where 0 means not isolated and 1 means isolated.

If a server is dead, master will simply restart the virtual machines from the dead
server to healthy servers in the cluster.

If a slave is isolated, then master will check on the host isolation response configured
on the cluster and then take an appropriate action.

Host isolation response means if a slave is isolated from the network, what should be

the master response to the virtual machines on the isolated host.
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The host isolation response can be one of the following: (a) Leave Powered On, (b)
Power-Off, or (c) Shutdown.

The response can be leave powered on wherein the master will not touch the virtual
machines on the isolated slave, master will restart the virtual machines on the isolated slaves
to healthy ones in the cluster if the host isolation response if configured to either power off
and shutdown.

Research Question 2. How do vCenter Server, View Composer, and View Connection
Server work together to provide seamless desktop virtualization?

When a user wants to connect to his desktop, he initiates the connection to the
connection server, which is integrated with VMware vCenter Server. Active Directory Server
will authenticate user credentials.

VMware vCenter Server will request View Composer Server to build the desktop for
the requested user based on their authentication and authorization.

Research Question 3. How does View Composer optimize storage?

View Composer uses a concept of linked clones, which means all the desktops will
use the single backup image. This cuts down on the virtual desktop storage requirements.

Research Question 4. How many virtual desktops can be run concurrently on a single
ESXi server?

We can build maximum of 512 virtual desktops on a single host using vSphere ESXi
version 5.5 and 1024 virtual desktops on vSphere ESXi version 6.0.

Research Question 5. What is the optimal storage design for VMware View?

The storage design for view purely depends on the number of virtual desktops that are
to be hosted. As multiple view desktops can run on a single ESXi server, it creates a boot

storm when multiple desktops customized and boots up at once.
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Research Question 6. How many I0OPS (Input/Output Operations per Second) should
a storage LUN (Logical Unit Number) be able to provide?
The 10PS dedicated for a desktop would be 20. So depending on the number of

desktops running on the LUN, the LUN IOPS should be sized accordingly.
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