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AN OPTIMAL A POSTERIORI ERROR ESTIMATES OF THE

LOCAL DISCONTINUOUS GALERKIN METHOD FOR THE

SECOND-ORDER WAVE EQUATION IN ONE SPACE

DIMENSION

MAHBOUB BACCOUCH

Abstract. In this paper, we provide the optimal convergence rate of a posteriori error estimates
for the local discontinuous Galerkin (LDG) method for the second-order wave equation in one
space dimension. One of the key ingredients in our analysis is the recent optimal superconvergence
result in [W. Cao, D. Li and Z. Zhang, Commun. Comput. Phys. 21 (1) (2017) 211-236]. We
first prove that the LDG solution and its spatial derivative, respectively, converge in the L2-norm
to (p + 1)-degree right and left Radau interpolating polynomials under mesh refinement. The
order of convergence is proved to be p + 2, when piecewise polynomials of degree at most p are
used. We use these results to show that the leading error terms on each element for the solution
and its derivative are proportional to (p + 1)-degree right and left Radau polynomials. These
new results enable us to construct residual-based a posteriori error estimates of the spatial errors.
We further prove that, for smooth solutions, these a posteriori LDG error estimates converge, at
a fixed time, to the true spatial errors in the L2-norm at O(hp+2) rate. Finally, we show that
the global effectivity indices in the L2-norm converge to unity at O(h) rate. The current results
improve upon our previously published work in which the order of convergence for the a posteriori

error estimates and the global effectivity index are proved to be p+3/2 and 1/2, respectively. Our
proofs are valid for arbitrary regular meshes using P p polynomials with p ≥ 1. Several numerical
experiments are performed to validate the theoretical results.

Key words. Local discontinuous Galerkin method, second-order wave equation, superconver-
gence, Radau points, a posteriori error estimation.

1. Introduction

In this paper, we analyze a residual-based a posteriori error estimates of the
spatial errors for the semi-discrete local discontinuous Galerkin (LDG) method
applied to the following one-dimensional linear wave equation

(1a) utt = uxx + cu, x ∈ [a, b], t ∈ [0, T ],

subject to the initial and periodic boundary conditions

u(x, 0) = g(x), ut(x, 0) = h(x), x ∈ [a, b],(1b)

u(a, t) = u(b, t), ux(a, t) = ux(b, t), t ∈ [0, T ],(1c)

where c is assumed to be a constant. For the sake of simplicity, we only consider the
case of periodic boundary conditions. However, this assumption is not essential.
We note that if other boundary conditions (e.g., Dirichlet or Neumann or mixed
boundary conditions) are chosen, the LDG method can be easily designed; see
[6, 10, 19, 39] for some discussion. In our analysis, the initial conditions are assumed
to be sufficiently smooth functions so that the exact solution, u(x, t), is a smooth
function on [a, b]× [0, T ].
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356 M. BACCOUCH

The discontinuous Galerkin (DG) method was first developed in the early 1970s
by Reed and Hill [34] for solving hyperbolic conservation laws containing only first
order spatial derivatives. However, in the last two decades it has become attractive
as a powerful simulation tool for solving many partial differential equations. The
DG method is a class of finite element methods, using discontinuous, piecewise
polynomials as the numerical solution and the test functions. The DG method
combines the best proprieties of the classical continuous finite element and finite
volume methods such as consistency, flexibility, stability, conservation of local phys-
ical quantities, robustness and compactness. Recently, DG methods become highly
attractive and popular, mainly because these methods are high-order accurate,
nonlinear stable, highly parallelizable, easy to handle complicated geometries and
boundary conditions, and capable to capture discontinuities without spurious os-
cillations. Since then the DG method has been analyzed and extended to a wide
range of applications. In particular, for time dependent problems, Cockburn and
Shu [26] extended the DG method to solve first-order hyperbolic partial differen-
tial equations of conservation laws. They used a method of lines which consists of
applying the DG scheme to approximate the problem in space and then to apply a
Runge-Kutta scheme in time to obtain an RKDG scheme. They further developed
the local DG (LDG) method for convection-diffusion problems [27]. The proceeding
of Shu [36] contain a more complete and current survey of the DG method and its
applications.

The LDG method we discuss in this paper is an extension of the DG method
aimed at solving differential equations containing higher than first-order spatial
derivatives. The LDG method for solving convection-diffusion problems was first
introduced by Cockburn and Shu in [27]. LDG methods are robust and high-order
accurate, can achieve stability without slope limiters, and are locally (elementwise)
mass-conservative. This last property is very useful in the area of computational
fluid dynamics, especially in situations where there are shocks, steep gradients or
boundary layers. Moreover, LDG methods are extremely flexible in the mesh-
design; they can easily handle meshes with hanging nodes, elements of various
types and shapes, and local spaces of different orders. They further exhibit strong
superconvergence that can be used to estimate the discretization errors. LDG
schemes have been successfully applied to hyperbolic, elliptic, and parabolic partial
differential equations [6, 26, 28, 29, 19, 38, 33, 27, 15, 18, 19, 7, 2, 17, 3, 4], to
mention a few. A review of the LDG methods is given in [7, 11, 17, 25, 23, 16, 24,
19, 37, 39, 14].

In [6], we investigated the superconvergence properties of the LDG method for
the second-order wave equation in one space dimension. We performed an error
analysis on one element and showed that the p-degree LDG solution and its spatial
derivative are O(hp+2) superconvergent at the roots of (p + 1)-degree right and
left Radau polynomials, respectively. Computational results showed that global
superconvergence holds for LDG solutions. We used these results to construct
asymptotically correct a posteriori error estimates by solving local steady problem
with no boundary conditions on each element. However, we only presented several
numerical results suggesting that the global spatial error estimates converge to
the true errors under mesh refinement where temporal errors are assumed to be
negligible. In [10], we analyzed the LDG method introduced by the author in [6]
for solving the one-dimensional second-order wave equation. We used a suitable
projection of the initial conditions for the numerical scheme and proved optimal L2
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error estimates for the LDG solution and its spatial derivative. We also proved that
the LDG solution and its derivative are O(hp+3/2) super close to special projections
of the true solutions. Moreover, we showed that the true errors can be divided into
significant and less significant parts. The significant parts of the discretization
errors for the LDG solution and its spatial derivative are proportional to (p + 1)-
degree right and left Radau polynomials, respectively. In [12], we applied the
superconvergence results of Baccouch [10] to prove that the implicit residual-based
a posteriori error estimates of Baccouch [6] converge to the true spatial errors at
O(hp+3/2) rate. Our computational results indicate that the observed numerical
convergence rates are higher than the theoretical rates.

More recently, Cao et al. [13] studied the superconvergence properties of the LDG
method for the one-dimensional linear wave equation utt = uxx + cu subject to
some appropriate initial and boundary conditions, when the alternating flux is
used. They used suitable initial discretizations to show that the numerical trace
of the LDG approximation at nodes, as well as the cell average, converge with an
order 2p+1. In addition, they established (p+2)-th order and (p+1)-th order su-
perconvergence rates for the function value error and the derivative error at Radau
points, respectively. They also proved that the LDG solution is superconvergent
with an order p + 2 towards a special Gauss-Radau projection of the exact solu-
tion. Their analysis is valid for arbitrary regular meshes and for P p polynomials
with arbitrary p ≥ 1. They performed numerical experiments to demonstrate that
the superconvergence rates are optimal. The results in the current paper depend
heavily on results from the references [13].

In this paper, we analyze the global convergence of an implicit residual-based a
posteriori error estimates for the LDG method applied to one-dimensional linear
second-order wave equation. We first apply the recent optimal superconvergence
results [13] to prove that, for smooth solutions, the true errors can be divided into
significant and less significant parts. The significant parts of the discretization
errors for the LDG solution and its spatial derivative are proportional to (p + 1)-
degree right and left Radau polynomials, respectively, when p-degree piecewise
polynomials with p ≥ 1 are used. The less significant parts converge to zero at a rate
of p+ 2. Superconvergence toward right and left Radau interpolating polynomials
are used to prove that our a posteriori LDG error estimates for the solution and
its spatial derivative, at any fixed time, converge to the true spatial errors in the
L2-norm under mesh refinement. The order of convergence is proved to be p + 2.
Consequently, by adding the error estimates to the LDG solutions only once at the
end of the computation, we show that the post-processed approximations converge
to the exact solutions at O(hp+2) rate in the L2-norm. Finally, we prove that the
global effectivity indices, for both the solution and its derivative, in the L2-norm
converge to unity at O(h). Our results are valid for arbitrary regular meshes and
schemes with p ≥ 1. These results improve upon our previously published work [12]
in which the order of convergence in the L2-norm for the a posteriori error estimates
and the global effectivity indices are proved to be p+3/2 and 1/2, respectively. Our
analysis is valid for arbitrary regular meshes and for P p polynomials with arbitrary
p ≥ 1. To the best knowledge of the author, our results are novel in the current
available literature.

This paper is organized as follows: In section 2, we recall the LDG scheme for solving
(1) and present some recent superconvergence results which will be needed in our
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a posteriori error analysis. In section 3, we present new optimal superconvergence
results toward Radau interpolating polynomials. Section 4 is the main body of the
paper, where we present our a posteriori error estimation procedure and prove that
these error estimates converge to the true errors under mesh refinement in L2-norm
with optimal convergence rate. In section 5, we present several numerical examples
to demonstrate the asymptotic exactness of the a posteriori error estimates under
mesh refinement in L2-norm. We conclude and discuss our results in section 6.

2. The LDG scheme and preliminary results

Here, we present the LDG scheme for solving (1). We follow the method in
[13, 12] and mostly use the notation therein. We divide the computational domain
Ω = [a, b] into N intervals Ii = [xi−1, xi], i = 1, . . . , N , where a = x0 < x1 <
· · · < xN = b. Let hi = xi − xi−1 be the length of the interval Ii, and denote h =
max

1≤i≤N
hi and hmin = min

1≤i≤N
hi to be the lengths of the largest and smallest intervals,

respectively. In this paper, we consider regular meshes, that is h ≤ Khmin, where
K ≥ 1 is a constant during mesh refinement. For simplicity, we use v

∣

∣

i
to denote

the value of the continuous function v = v(x, t) at x = xi. We also use v−
∣

∣

i
and

v+
∣

∣

i
to denote the left limit and the right limit of v at the discontinuity point xi,

i.e.,

v−
∣

∣

i
= v(x−i , t) = lim

s→0−
v(xi + s, t), v+

∣

∣

i
= v(x+i , t) = lim

s→0+
v(xi + s, t).

The finite element space is defined as V p
h = {v : v|Ii ∈ P p(Ii), i = 1, . . . , N},

where P p(Ii) is the space of polynomials of degree at most p on Ii with coefficients
as functions of t. Note that polynomials in the space V p

h are allowed to have
discontinuities across element boundaries.

To construct the LDG scheme, we introduce an auxiliary variable q = ux and
rewrite the equation (1a) as a first-order linear system

utt − cu− qx = 0, q − ux = 0.(2)

The semi-discrete LDG scheme we consider consists of finding uh(·, t) ∈ V p
h and

qh(·, t) ∈ V p
h such that for any v, w ∈ V p

h and for all i = 1, . . . , N ,
∫

Ii

((uh)tt − cuh) vdx+

∫

Ii

qhvxdx − q̂hv
−
∣

∣

i
+ q̂hv

+
∣

∣

i−1
= 0,(3a)

∫

Ii

qhwdx +

∫

Ii

uhwxdx− ûhw
−
∣

∣

i
+ ûhw

+
∣

∣

i−1
= 0,(3b)

where, the so-called numerical fluxes ûh and q̂h are the discrete approximations to
the traces of u and q at the nodes. To achieve global superconvergence results,
the discrete initial conditions uh(x, 0) ∈ V p

h and (uh)t(x, 0) ∈ V p
h must be carefully

designed as

(3c) uh(x, 0) = ulI(x, 0), (uh)t(x, 0) = (ulI)t(x, 0),

where ulI is a special interpolation function which will be defined later. These
special initial conditions are designed to better control the initial errors. The exact
implementation of the initial condition will be described later and it can be found
in [13].

To complete the definition of the LDG scheme, we still need to define ûh and q̂h on
the boundaries of Ii. We would like to mention that the numerical fluxes have to be
suitably chosen in order to ensure the stability of the method and also to improve
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the order of convergence. For the periodic boundary conditions, we consider the
alternating fluxes (e.g., see [13, 12]) i.e.,

(3d) ûh
∣

∣

i
= u−h

∣

∣

i
, q̂h

∣

∣

i
= q+h

∣

∣

i
, i = 0, . . . , N.

Even though we only consider the case of periodic boundary conditions, this as-
sumption is not essential, since we do not use Fourier analysis. We note that if
other boundary conditions are chosen, the numerical fluxes can be easily designed;
see e.g., [6, 10, 12, 18]. For instance, the numerical fluxes associated with the mixed
boundary conditions of the form u(a, t) = u1(t) and ux(b, t) = u2(t) can be taken
as

ûh
∣

∣

i
=

{

u1, i = 0,
u−h

∣

∣

i
, i = 1, . . . , N,

, q̂h
∣

∣

i
=

{

q+h
∣

∣

i
, i = 0, . . . , N − 1,

u2, i = N.

Similarly, the numerical fluxes associated with the boundary conditions ux(a, t) =
u1(t) and u(b, t) = u2(t) can be easily designed. For the Dirichlet boundary con-
ditions, we use the so-called the minimal dissipation LDG (md-LDG) method; see,
e.g., [17, 18, 6, 12, 7, 9, 8]. More precisely, the numerical fluxes associated with the
Dirichlet boundary conditions of the form u(a, t) = u1(t) and u(b, t) = u2(t) can be
taken as

ûh
∣

∣

i
=







u1, i = 0,
u−h

∣

∣

i
, i = 1, . . . , N − 1,

u2, i = N,
q̂h
∣

∣

i
=

{

q+h
∣

∣

i
, i = 0, . . . , N − 1,

(

q−h − δ(u−h − u2)
) ∣

∣

i
, i = N.

where the stabilization parameter δ for the LDG method is given by δ = p
hi
. The

distinctive feature of the md-LDG method is that the stabilization parameter as-
sociated with the numerical trace of q is taken to be identically zero on all interior
nodes (only the numerical flux at boundary x = b is penalized) and this is why its
dissipation is said to be minimal.

2.1. Norms, projections, and properties of the finite element space.

Throughout the paper, we adopt the standard notation for Sobolev spaces and
their associated norms. Denote ‖u‖p,D to be the standard Lp-norm of u on D with

1 ≤ p <∞. WhenD = Ω, we omit the indexD, and if p = 2, we set ‖u‖2,D = ‖u‖D.

We also use ‖u‖ to denote ‖u‖2,Ω. Moreover, the standard L∞-norm of u on D is

defined by ‖u‖∞,D = sup
(x,y)∈D

|u|.

The Sobolev spaces W s,p(D) with 1 ≤ p ≤ ∞ on a domain D ⊂ Ω consists of
functions that have generalized derivatives of order s in the space Lp(D), i.e.,
W s,p(D) =

{

u : ∂kxu ∈ Lp(D), ∀ k = 0, . . . , s
}

. The norm of W s,p(D) is defined

by ‖u‖s,p,D =
(

∑s
k=0

∥

∥∂kxu
∥

∥

p

p,D

)1/p

with the standard modification for p = ∞. We

shall also use the following notation for the semi-norm |u|s,p,D =
(

‖∂sxu‖
p
p,D

)1/p

.

For p = 2 and s ≥ 1, we set W s,2(D) = Hs(D), ‖u‖s,2,D = ‖u‖s,D, and |u|s,2,D =

|u|s,D. Finally, we define the semi-norm and norm on the whole computational
domain Ω as

|u|s,p,Ω =

( N
∑

i=1

|u|ps,p,Ii
)1/p

, ‖u‖s,p,Ω =

( N
∑

i=1

‖u‖ps,p,Ii
)1/p

.

In order to simplify the notation, we drop the domain from the norms and semi-
norms subscript, if the domain is D = Ω. Finally, we use ‖u(t)‖ to denote the value
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of ‖u(·, t)‖ at time t. Throughout the paper, we omit the argument t and we use
‖u‖ to denote ‖u(t)‖ whenever confusion is unlikely.

For p ≥ 1, we define P±
h u as two special Gauss-Radau projections of u into V p

h

as follows [19]: The restrictions of P+
h u and P−

h u to Ii are polynomials in P p(Ii)
satisfying

∫

Ii

(P−
h u− u)vdx = 0, ∀ v ∈ P p−1(Ii), and (P−

h u− u)−
∣

∣

i
= 0,(4)

∫

Ii

(P+
h u− u)vdx = 0, ∀ v ∈ P p−1(Ii), and (P+

h u− u)+
∣

∣

i−1
= 0.(5)

These special projections are used in the error estimates of the DG methods to
derive optimal L2 error bounds in the literature, e.g., in [19]. They are mainly used
to eliminate the jump terms at the element boundaries in the error estimates in
order to prove the optimal L2 error estimates. In our analysis, we need the following
projection results [20]: If u ∈ Hp+1(Ii), then there exists a positive constant C
independent of the mesh size h, such that

(6)
∥

∥u− P±
h u

∥

∥

Ii
+ hi

∥

∥(u− P±
h u)x

∥

∥

Ii
≤ Chp+1

i |u|p+1,Ii
.

Finally, we state some inverse properties of the finite element space V p
h [33]: For

any v ∈ P p(Ii), there exists a positive constant C independent of v and h, such
that

‖vx‖Ii ≤ Ch−1
i ‖v‖Ii , ‖v‖∞,Ii

≤ Ch
−1/2
i ‖v‖Ii ,

∣

∣v+|i−1

∣

∣+
∣

∣v−|i
∣

∣ ≤ Ch
−1/2
i ‖v‖Ii .

In the rest of the paper, we will not differentiate between various constants, and
instead will use a generic constant C to represent a positive constant independent
of the mesh size h, but which may depend upon the exact smooth solution of the
partial differential equation (1a) and its derivatives.

2.2. Legendre and Radau polynomials. In our analysis, we need some prop-
erties of Radau polynomials. We denote by L̃p the Legendre polynomial of degree
p on [−1, 1], which can be defined by the Rodrigues formula [1]

(7a) L̃p(ξ) =
1

2pp!

dp

dξp
[(ξ2 − 1)p], −1 ≤ ξ ≤ 1.

The Legendre polynomial satisfies the following properties: L̃p(1) = 1, L̃p(−1) =
(−1)p, and

∫ 1

−1

L̃p(ξ)L̃q(ξ)dξ =
2

2p+ 1
δpq, where δpq is the Kronecker symbol.(7b)

We note that the (p+ 1)-degree Legendre polynomial on [−1, 1] can be written as

L̃p+1(ξ) =
(2p+ 2)!

2p+1[(p+ 1)!]2
ξp+1 + q̃p(ξ), where q̃p ∈ P p([−1, 1]).

Next, we define the (p+ 1)-degree right, R̃−
p+1, and left, R̃+

p+1, Radau polynomials

on [−1, 1] as

(8) R̃−
p+1(ξ) = L̃p+1(ξ)− L̃p(ξ), R̃+

p+1(ξ) = L̃p+1(ξ) + L̃p(ξ), −1 ≤ ξ ≤ 1.

The (p + 1)-degree right and left Radau polynomials on [−1, 1] have p + 1 real
distinct roots −1 < ξ−0 < · · · < ξ−p = 1 and −1 = ξ+0 < · · · < ξ+p < 1, respectively.
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Mapping the physical element Ii into the reference element I by the standard affine
mapping

(9) x(ξ, hi) =
xi + xi−1

2
+
hi
2
ξ,

we obtain the p-degree shifted Legendre and Radau polynomials on Ii:

Lp,i(x) = L̃p

(

2x− xi − xi−1

hi

)

, Rp,i(x) = R̃p

(

2x− xi − xi−1

hi

)

.

The roots of R±
p+1,i(x), x ∈ Ii are defined by x±i,j =

xi+xi−1

2 + hi

2 ξ
±
j , j = 0, 1, . . . , p.

Next, we define the monic Radau polynomials, ψ±
p+1,i(x), on Ii as

(10)

ψ±
p+1,i(x) =

((p+ 1)!)2

(2p+ 2)!
hp+1
i R±

p+1,i(x) = cph
p+1
i R±

p+1,i(x), where cp =
((p+ 1)!)2

(2p+ 2)!
.

In the next lemma, we recall some results which will be needed in our a posteriori
error analysis.

Lemma 2.1. The (p + 1)-degree monic Radau polynomials on Ii, ψ
±
p+1,i, satisfy

the properties

∥

∥ψ+
p+1,i

∥

∥

2

Ii
=

∥

∥ψ−
p+1,i

∥

∥

2

Ii
=

2(2p+ 2)

(2p+ 1)(2p+ 3)
c2ph

2p+3
i ,(11)

where cp = [(p+1)!]2

(2p+2)! .

Proof. The proof of this lemma can be found in [7], more precisely in its Lemma
2.1. �

2.3. Preliminary results. In [13], the authors analyzed the same LDG method
described at the beginning of section 2. They selected suitable initial discretizations
for the LDG scheme and proved the (2p+1)-th order superconvergence rate of the
LDG approximation at the downwind points and for the cell averages. They further
proved that the function value approximation and the derivative approximation are
superconvergent with orders p+2 and p+1 at Radau points, respectively. Finally,
they proved that the LDG solutions uh and qh are superconvergent with an order
p+ 2 toward the special Gauss-Radau projections of the exact solutions P−

h u and

P+
h q, respectively. We briefly review some of their results which are needed in our

a posteriori error analysis.

To begin, we note that the suitable initial conditions are designed as follows [13]

uh(x, 0) = ulI(x, 0) = P−
h u(x, 0)− wl

u(x, 0),(12a)

(uh)t(x, 0) = ∂tu
l
I(x, 0) = P−

h ut(x, 0)− ∂tw
l
u(x, 0),(12b)

where wl
u is a suitable correction function. It is defined in section 3.2 of [13] (see its

Eq. (3.14) and Eq. (3.15)). For the sake of completeness, we recall the definition
of wl

u. First, we define, for any function v(s) ∈ L1[a, b], an integral operator D−1

by

D−1
s v(x) =

1

h̄i

∫ x

xi−1

v(y)dy =

∫ s

−1

ṽ(ξ)dξ, x ∈ Ii, i = 1, . . . , N,

where h̄i = hi/2 = (xi − xi−1)/2, s = (x − x̄i)/hi ∈ [−1, 1], x̄i = (xi + xi−1)/2,
ṽ(s) = v(x).
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Next, we define a class of special functions, which are used to construct the correc-
tion function wl

u

F1,1(x) = P+
h D

−1
s Lp,i(x), F1,k(x) = P+

h D
−1
s F2,k−1(x), k = 2, . . . , p, x ∈ Ii,

F2,1(x) = P−
h D

−1
s Lp,i(x), F2,k(x) = P−

h D
−1
s F1,k−1(x), k = 2, . . . , p, x ∈ Ii,

where Lp,i(x) denotes the Legendre polynomial of degree p on Ii.

Suppose u(x, t) and q(x, t), for x ∈ Ii, have the following Legendre expansions,

u(x, t) =

∞
∑

k=0

uk,i(t)Lk,i(x), uk,i(t) =
2k + 1

hi

∫

Ii

u(x, t)Lk,i(x)dx,

q(x, t) =

∞
∑

k=0

qk,i(t)Lk,i(x), qk,i(t) =
2k + 1

hi

∫

Ii

q(x, t)Lk,i(x)dx.

Then, by the definitions of P−
h u and P+

h q, we have

P−
h u(x, t) = −ūp,i(t)Lp,i(x) +

p
∑

k=0

uk,i(t)Lk,i(x),

P+
h q(x, t) = −q̃p,i(t)Lp,i(x) +

p
∑

k=0

qk,i(t)Lk,i(x),

where

ūp,i(t) = −u(x−i , t) +
p

∑

k=0

uk,i(t) = −u(x−i , t) +
p

∑

k=0

2k + 1

hi

∫

Ii

u(x, t)Lk,i(x)dx,

q̃p,i(t) = (−1)p+1q(x+i−1, t) +

p
∑

k=0

(−1)p+kqk,i(t)

= (−1)p+1q(x+i−1, t) +

p
∑

k=0

(−1)p+k 2k + 1

hi

∫

Ii

q(x, t)Lk,i(x)dx.

We also define the following function

G1 = q̃p,i, Q1 = (∂2t − c)ūp,i, Gk = Qk−1, Qk = (∂2t − c)Gk−1, k ≥ 2.

Then for any given l, 1 ≤ l ≤ p, we define correction functions in each element
Ii, i = 1, . . . , N as

wl
u(x, t) =

l
∑

k=1

(h̄i)
kGk(t)F2,k(x), wl

q(x, t) =

l
∑

k=1

(h̄i)
kQk(t)F1,k(x).

With the correction functions wl
u and wl

q with 1 ≤ l ≤ p, we define the special
interpolation functions

ulI = P−
h u− wl

u, qlI = P+
h q − wl

q.

Next, we recall the following important superconvergence result from [13]. This
result will be used in our analysis.

Theorem 1. Let u ∈ W p+4,∞(Ω), ∂tu ∈ W p+3,∞(Ω), and (uh, qh) be the LDG
solution of (3) with the initial conditions defined by (12) with l = 1. Then there
exists a positive constant C independent of h such that, ∀ t ∈ [0, T ],

(13)
∥

∥uh − P−
h u

∥

∥+
∥

∥qh − P+
h q

∥

∥ ≤ Chp+2
(

‖u‖p+4,∞ + ‖∂tu‖p+3,∞

)

.
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Proof. Cf. [13]. More precisely, the estimate (13) can be found in its Corollary
3.1. �

Remark 2.1. The estimate (13) indicates that uh and qh are O(hp+2) super close
to the Gauss-Radau projections P−

h u and P+
h q, respectively.

Remark 2.2. In this paper, we apply the superconvergence result (13) to prove
our a posteriori LDG error estimates converge, at a fixed time, to the true spa-
tial errors in the L2-norm at O(hp+2) rate. Our theoretical results are valid if we
choose the initial values defined by (12) with l = 1. However, our numerical exper-
iments indicate that these suitable initial values are only needed in the analysis.
Actually, we have observed similar results in our numerical experiments when using
the initial values uh(x, 0) = P−

h u(x, 0) and (uh)t(x, 0) = P−
h ut(x, 0); see numerical

experiments in [10, 12].

Denote the errors between the exact solutions of (2) and the numerical solutions
defined in (3) to be eu = u− uh and eq = q− qh. Following the standard technique
in finite element analysis, we split the actual errors into two parts

(14) eu = ǫu + ēu, eq = ǫq + ēq,

where ǫu = u−P−
h u and ǫq = q−P+

h q are the projection errors and ēu = P−
h u−uh

and ēq = P+
h q−qh are the errors between the numerical solutions and the projection

of the exact solutions.

For the sake of completeness, we include the following results from [10] which will
be needed in our a posteriori error analysis.

Theorem 2. Under the assumptions of Theorem 1, there exists a positive constant
C independent of h such that,

‖eu‖ ≤ C hp+1, ∀ t ∈ [0, T ].(15)

‖eq‖ ≤ C hp+1, ∀ t ∈ [0, T ].(16)

‖(eu)tt‖ ≤ C hp+1, ∀ t ∈ [0, T ].(17)

Proof. Cf. [10]. More precisely, the estimate (15) can be found in its Corollary 3.1.
The the estimates (16) and (17) can be found in its Theorem 3.1. We note that the
estimates (15) and (16) can also be deduced from (13) and (6). �

In the next corollary, we prove some optimal L2 error estimates which will be
needed for our a posteriori error analysis.

Corollary 2.1. Under the assumptions of Corollary 1, there exists a constant C
such that

(18) ‖eu‖1 ≤ Chp, ‖eq‖1 ≤ Chp.

Proof. The proof follows from (14), the triangle inequality, the standard inverse
inequality, the projection result (6), and the estimate (13). Therefore the details
are omitted. �

Now, we are ready to prove the optimal superconvergence rate toward Radau
interpolating polynomials.
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3. Superconvergence toward Radau interpolating polynomials

First, we define four interpolation operators π± and π̂± [10]. The projection π−

is defined as follows: For any function u, π−u
∣

∣

Ii
∈ P p(Ii) and interpolates u at the

roots of the (p+1)-degree right Radau polynomial shifted to Ii, x
−
i,j , j = 0, 1, . . . , p.

Similarly, π+u
∣

∣

Ii
∈ P p(Ii) and interpolates u at x+i,j , j = 0, 1, . . . , p. Next, the

interpolation operators π̂± are such that π̂±u
∣

∣

Ii
∈ P p+1(Ii) and are defined as

follows: π̂−u
∣

∣

Ii
interpolates u at x−i,j , j = 0, 1, . . . , p, and at an additional point x̄−i

in Ii with x̄−i 6= x−i,j , j = 0, 1, . . . , p. Similarly, π̂+u
∣

∣

Ii
interpolates u at x+i,j , j =

0, 1, . . . , p, and at an additional point x̄+i in Ii with x̄
+
i 6= x+i,j , j = 0, 1, . . . , p.

Remark 3.1. We would like to mention that the operators π̂± are only needed
for technical purposes in the proof of the error estimates. We also would like to
emphasize that the polynomials π̂±u depend on the additional points x̄±i . For
clarity of presentation, we choose the two additional points x̄±i on each element
Ii = [xi−1, xi] as as follows: x̄

−
i = xi−1 (left-end point of Ii) and x̄

+
i = xi (right-end

point of Ii). We note that x̄−i 6= x−i,j , j = 0, 1, . . . , p and x̄+i 6= x+i,j , j = 0, 1, . . . , p.

Moreover, we can easily verify that π̂±u are given by

(19) π̂±u = π±u+ α±
i (t)ψ

±
p+1,i(x),

since both ψ±
p+1,i(x) vanish at the Radau points x±i,k, k = 0, 1, . . . , p. Since

π̂−u(xi−1, t) = u(xi−1, t), π̂
+u(xi, t) = u(xi, t), ψ

−
p+1,i(xi) = 0, and ψ+

p+1,i(xi−1) =

0, we can use (19) to find

α−
i (t) =

u(xi−1, t)− π−u(xi−1, t)

ψ−
p+1,i(xi−1)

, α+
i (t) =

u(xi, t)− π+u(xi, t)

ψ+
p+1,i(xi)

.

We note that ψ−
p+1,i(xi−1) 6= 0 and ψ+

p+1,i(xi) 6= 0.

In the next lemma, we recall some properties of P±
h and π± [10], which play

important roles in our a posteriori error analysis. In particular, we show that the
interpolation errors can be divided into significant parts and less significant parts.

Lemma 3.1. Let u, q ∈ Hp+2, t ∈ [0, T ] fixed, and P±
h and π± as defined above.

If

(20) ψ−
p+1,i(x) =

p
∏

j=0

(x − x−i,j), ψ+
p+1,i(x) =

p
∏

j=0

(x− x+i,j),

then the interpolation errors can be split as:

(21a) u− π−u = φ−i + γ−i , φ−i = α−
i (t)ψ

−
p+1,i(x), γ−i = u− π̂−u, on Ii,

(21b) q − π+q = φ+i + γ+i , φ+i = α+
i (t)ψ

+
p+1,i(x), γ+i = q − π̂+q, on Ii,

where α−
i (t) and α

+
i (t) are the coefficients of xp+1 in the (p+1)-degree polynomials

π̂−u and π̂+q, respectively, and
(21c)

∥

∥φ−i
∥

∥

k,Ii
≤ Chp+1−k

i ‖u‖p+1,Ii
,

∥

∥φ+i
∥

∥

k,Ii
≤ Chp+1−k

i ‖q‖p+1,Ii
, 0 ≤ k ≤ p,

(21d)
∥

∥γ−i
∥

∥

k,Ii
≤ Chp+2−k

i ‖u‖p+2,Ii
,

∥

∥γ+i
∥

∥

k,Ii
≤ Chp+2−k

i ‖q‖p+2,Ii
, 0 ≤ k ≤ p+ 1.
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Moreover,

(22)
∥

∥π−u− P−
h u

∥

∥

Ii
≤ Chp+2

i ‖u‖p+2,Ii
,

∥

∥π+q − P+
h q

∥

∥

Ii
≤ Chp+2

i ‖q‖p+2,Ii
.

Proof. The proof of this lemma can be found in [10], more precisely in its Lemma
3.2. �

Now, we are ready to prove our main superconvergence results. In particular, we
show that the significant parts of the discretization errors for the LDG solution and
its derivative are proportional to (p + 1)-degree right and left Radau polynomials,
respectively.

Theorem 3. Under the assumptions of Theorem 1, there exists a constant C such
that

(23)
∥

∥uh − π−u
∥

∥ ≤ Chp+2,
∥

∥qh − π+q
∥

∥ ≤ Chp+2.

Moreover, the actual errors on Ii can be split as

(24a) eu(x, t) = α−
i (t)ψ

−
p+1,i(x) +ω−

i (x, t), eq(x, t) = α+
i (t)ψ

+
p+1,i(x) +ω+

i (x, t),

where

(24b) ω−
i = γ−i + π−u− uh, ω+

i = γ+i + π+q − qh,

and ∀ t ∈ [0, T ],

(24c)

N
∑

i=1

∥

∥∂kxω
−
i

∥

∥

2

Ii
≤ Ch2(p−k)+4,

N
∑

i=1

∥

∥∂kxω
+
i

∥

∥

2

Ii
≤ Ch2(p−k)+4, k = 0, 1.

Proof. Adding and subtracting P−
h u to uh − π−u and P+

h q to qh − π+q, we write

uh − π−u = −ēu + P−
h u− π−u, qh − π+q = −ēq + P+

h q − π+q.

Taking the L2-norm and applying the triangle inequality, we get
∥

∥uh − π−u
∥

∥ ≤ ‖ēu‖+
∥

∥P−
h u− π−u

∥

∥ ,
∥

∥qh − π+q
∥

∥ ≤ ‖ēq‖+
∥

∥P+
h q − π+q

∥

∥ .

Using the estimates (13), and (22) we establish (23).

Adding and subtracting π−u to eu and π+q to eq, we get

eu = u− π−u+ π−u− uh, eq = q − π+q + π+q − qh.

Furthermore, one can split the interpolation errors u − π−u and q − π+q on Ii as
in (21a) and (21b) to obtain

(25a) eu = φ−i +γ−i +π−u−uh = φ−i +ω−
i , eq = φ+i +γ

+
i +π+q−qh = φ+i +ω

+
i ,

where

(25b) ω−
i = γ−i + π−u− uh, ω+

i = γ+i + π+q − qh.

Next, we use the Cauchy-Schwarz inequality and the inequality |ab| ≤ 1
2 (a

2 + b2)
to write

∥

∥ω−
i

∥

∥

2

Ii
=

∫

Ii

(

γ−i + π−u− uh
)2
dx

=
∥

∥γ−i
∥

∥

2

Ii
+ 2

∫

Ii

γ−i
(

π−u− uh
)

dx+
∥

∥π−u− uh
∥

∥

2

Ii

≤ 2
(

∥

∥γ−i
∥

∥

2

Ii
+
∥

∥π−u− uh
∥

∥

2

Ii

)

,
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∥

∥ω+
i

∥

∥

2

Ii
=

∫

Ii

(

γ+i + π+q − qh
)2
dx

=
∥

∥γ+i
∥

∥

2

Ii
+ 2

∫

Ii

γ+i
(

π+q − qh
)

dx+
∥

∥π+q − qh
∥

∥

2

Ii

≤ 2
(

∥

∥γ+i
∥

∥

2

Ii
+
∥

∥π+q − qh
∥

∥

2

Ii

)

.

Summing over all elements and applying (21d), and (23) yields

N
∑

i=1

∥

∥ω−
i

∥

∥

2

Ii
≤ Ch2p+4 + Ch2p+4,

N
∑

i=1

∥

∥ω+
i

∥

∥

2

Ii
≤ Ch2p+4 + C2h

2p+4,

which complete the proof of (24c) for k = 0.

In order to prove the estimates (24c) for k = 1, we use the Cauchy-Schwarz in-
equality and the inequality |ab| ≤ 1

2 (a
2 + b2) to get

∥

∥(ω−
i )x

∥

∥

2

Ii
=

∫

Ii

((

γ−i + π−u− uh
)

x

)2
dx ≤ 2

(

∥

∥(γ−i )x
∥

∥

2

Ii
+
∥

∥(π−u− uh)x
∥

∥

2

Ii

)

,

∥

∥(ω+
i )x

∥

∥

2

Ii
=

∫

Ii

((

γ+i + π+q − qh
)

x

)2
dx ≤ 2

(

∥

∥(γ+i )x
∥

∥

2

Ii
+
∥

∥(π+q − qh)x
∥

∥

2

Ii

)

.

Using the inverse inequalities ‖(π−u− uh)x‖Ii ≤ ch−1 ‖π−u− uh‖Ii and

‖(π+q − qh)x‖Ii ≤ ch−1 ‖π+q − qh‖Ii , we obtain the estimates

∥

∥(ω−
i )x

∥

∥

2

Ii
≤ C

(

∥

∥(γ−i )x
∥

∥

2

Ii
+ h−2

∥

∥π−u− uh
∥

∥

2

Ii

)

,

∥

∥(ω+
i )x

∥

∥

2

Ii
≤ C

(

∥

∥(γ+i )x
∥

∥

2

Ii
+ h−2

∥

∥π+q − qh
∥

∥

2

Ii

)

.

Summing over all elements and applying (23) and the standard error estimate (21d),
we establish (24c) for k = 1. �

4. A posteriori error estimation

A posteriori error estimates lie in the heart of every adaptive finite element
algorithm for differential equations. They are used to assess the quality of numerical
solutions and guide the adaptive enrichment process where elements having high
errors are enriched by h-refinement and/or p-refinement while elements with small
errors are h- and/or p-coarsened. Furthermore, error estimates are used to stop
the adaptive refinement process. For an introduction to the subject of a posteriori
error estimation see the monograph of Ainsworth and Oden [5]. Several a posteriori
error estimates are known for hyperbolic [21, 22, 31] and diffusive [32, 35] problems.

In this section, we construct simple, efficient, and asymptotically exact a posteriori
error estimates. We further use the previous superconvergence results to prove that
our proposed a posteriori LDG error estimates for the solution and its derivative
converge in the L2-norm to the true spatial errors under mesh refinement. Finally,
we prove that the global effectivity index converges in the L2-norm to unity as
h→ 0.

We first present the weak finite element formulation to compute a posteriori error
estimates for the wave equation (1). Replacing u by uh + eu and q by qh + eq in
(2), we have

(eq)x = (uh)tt − cuh − (qh)x + (eu)tt − ceu, x ∈ Ii,(26a)

(eu)x = qh − (uh)x + eq, x ∈ Ii.(26b)
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Multiplying (26a) and (26b) by arbitrary smooth test functions v and w, respec-
tively, and integrating over Ii, we obtain

∫

Ii

(eq)xvdx =

∫

Ii

((uh)tt − cuh − (qh)x + (eu)tt − ceu) vdx,(27a)

∫

Ii

(eu)xwdx =

∫

Ii

(qh − (uh)x + eq)wdx.(27b)

Substituting (24a) into the left-hand side of (27) and choosing v = Lp,i(x) and
w = Lp,i(x), we obtain
(28a)

α+
i

∫

Ii

(

ψ+
p+1,i

)′
Lp,idx =

∫

Ii

(

(uh)tt − cuh − (qh)x + (eu)tt − ceu − (ω+
i )x

)

Lp,idx,

(28b) α−
i

∫

Ii

(

ψ−
p+1,i

)′
Lp,idx =

∫

Ii

(

qh − (uh)x + eq − (ω−
i )x

)

Lp,idx.

Using the definition of R±
p+1,i (10) and the orthogonality relation (7b), we get

∫

Ii

(

ψ±
p+1,i

)′
Lp,idx = cph

p+1
i

∫

Ii

(

R±
p+1,i

)′
Lp,idx

= cph
p+1
i

∫

Ii

(

L′
p+1,i ± L′

p,i

)

Lp,idx = cph
p+1
i

∫

Ii

L′
p+1,iLp,idx,

since L′
p,i is a polynomial of degree p − 1. Here, cp is a constant given by cp =

((p+1)!)2

(2p+2)! .

Using a simple integration by parts and the orthogonality relation (7b), we obtain

∫

Ii

(

ψ±
p+1,i

)′
Lp,idx =cph

p+1
i

(

Lp+1,iLp,i(xi)− Lp+1,iLp,i(xi−1)−
∫

Ii

Lp+1,iL
′
p,idx

)

=cph
p+1
i (Lp+1,iLp,i(xi)− Lp+1,iLp,i(xi−1)) .

By the definition of the Legendre polynomial, we have L̃p(1) = 1 and L̃p(−1) =
(−1)p. Therefore, the shifted Legendre polynomials on Ii satisfy Lp+1,i(xi) =
Lp,i(xi) = 1, Lp,i(xi−1) = (−1)p, and Lp+1,i(xi−1) = (−1)p+1. Thus,

∫

Ii

(

ψ±
p+1,i

)′
Lp,idx = cph

p+1
i

(

(1)(1)− (−1)p+1(−1)p
)

= 2cph
p+1
i .(29)

Substituting (29) into (28) and solving for α±
i , we obtain

α+
i =

1

2cph
p+1
i

∫

Ii

(

(uh)tt − cuh − (qh)x + (eu)tt − ceu − (ω+
i )x

)

Lp,idx,(30a)

α−
i =

1

2cph
p+1
i

∫

Ii

(

qh − (uh)x + eq − (ω−
i )x

)

Lp,idx.(30b)

Our error estimate procedure consists of approximating the true errors on each
element Ii by the leading terms as

(31) eu ≈ Eu = a−i (t)ψ
−
p+1,i(x), eq ≈ Eq = a+i (t)ψ

+
p+1,i(x), x ∈ Ii,
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where the coefficients of the leading terms of the errors, a±i , are obtained from the
coefficients α±

i defined in (30) by neglecting the terms ω±
i , eu, eq, and (eu)tt, i.e.,

a+i =
1

2cph
p+1
i

∫

Ii

((uh)tt − cuh − (qh)x)Lp,idx,

a−i =
1

2cph
p+1
i

∫

Ii

(qh − (uh)x)Lp,idx.

We note that Eu and Eq are computable quantities since they only depend on the
numerical solutions uh and qh. Thus, our LDG error estimates are computationally
simple and are obtained by solving a local steady problems with no boundary
conditions on each element.

Next, we will show that the error estimates Eu and Eq converge to the true errors
eu and eq, respectively, in the L2-norm as h → 0. Furthermore, we will prove the
convergence to unity of the global effectivity indices Θu(t) and Θq(t) under mesh
refinement.

Before stating our main result we state and prove the following preliminary results.

Theorem 4. Suppose that (u, q) and (uh, qh), respectively, are solutions of (2) and
(3). If α±

i and a±i are given in (30) and (32) then there exists a constant C such
that, at any fixed t ∈ [0, T ],
(32)

N
∑

i=1

(

a+i − α+
i

)2 ∥
∥ψ+

p+1,i

∥

∥

2

Ii
≤ Ch2p+4,

N
∑

i=1

(

a−i − α−
i

)2 ∥
∥ψ−

p+1,i

∥

∥

2

Ii
≤ Ch2p+4.

Proof. Subtracting (32) from (30) and applying the triangle inequality, we get

∣

∣a−i − α−
i

∣

∣ =
1

2cph
p+1
i

∣

∣

∣

∣

∫

Ii

(

−eq + (ω−
i )x

)

Lp,idx

∣

∣

∣

∣

≤ 1

2cph
p+1
i

∫

Ii

(∣

∣eq
∣

∣+
∣

∣(ω−
i )x

∣

∣

) ∣

∣L−
p,i

∣

∣dx,

∣

∣a+i − α+
i

∣

∣ =
1

2cph
p+1
i

∣

∣

∣

∣

∫

Ii

(

−(eu)tt + ceu + (ω+
i )x

)

Lp,idx

∣

∣

∣

∣

≤ 1

2cph
p+1
i

∫

Ii

(
∣

∣(eu)tt
∣

∣+
∣

∣c
∣

∣

∣

∣eu
∣

∣+
∣

∣(ω+
i )x

∣

∣

)
∣

∣Lp,i

∣

∣dx.

Using the inequality (
∑n

i=1 |bi|)
2 ≤ n

∑n
i=1 b

2
i , which can be easily obtained by

applying Young’s inequality 2|ab| ≤ a2 + b2, with n = 2 and n = 3 yields

(a−i − α−
i )

2 ≤ 1

2c2ph
2p+2
i

[

(
∫

Ii

∣

∣eq
∣

∣

∣

∣Lp,i

∣

∣dx

)2

+

(
∫

Ii

∣

∣(ω−
i )x

∣

∣

∣

∣L−
p,i

∣

∣dx

)2
]

,

(a+i − α+
i )

2 ≤ 3

4c2ph
2p+2
i

[

(
∫

Ii

∣

∣(eu)tt
∣

∣

∣

∣Lp,i

∣

∣dx

)2

+ c2
(
∫

Ii

∣

∣eu
∣

∣

∣

∣Lp,i

∣

∣dx

)2

+

(
∫

Ii

∣

∣(ω+
i )x

∣

∣

∣

∣Lp,i

∣

∣dx

)2
]

.



A POSTERIORI ERROR ESTIMATES OF LDG FOR 2RD WAVE EQUATION IN 1D 369

Applying the Cauchy-Schwarz inequality, we get

(a−i − α−
i )

2 ≤
‖Lp,i‖2Ii
2c2ph

2p+2
i

[

‖eq‖2Ii +
∥

∥(ω−
i )x

∥

∥

2

Ii

]

,(33a)

(a+i − α+
i )

2 ≤
3 ‖Lp,i‖2Ii
4c2ph

2p+2
i

[(

‖(eu)tt‖2Ii + c2 ‖eu‖2Ii +
∥

∥(ω+
i )x

∥

∥

2

Ii

)]

.(33b)

Using the mapping (9) and the orthogonality relation (7b), we have

(34) ‖Lp,i‖2Ii =
∫

Ii

L2
p,i(t)dt =

hi
2

∫ 1

−1

L̃2
p(ξ)dξ =

hi
2

2

2p+ 1
=

hi
2p+ 1

≤ hi.

Applying (34) and (33) gives

(a−i − α−
i )

2 ≤ 1

2c2ph
2p+1
i

[

‖eq‖2Ii +
∥

∥(ω−
i )x

∥

∥

2

Ii

]

,(35a)

(a+i − α+
i )

2 ≤ 3

4c2ph
2p+1
i

[(

‖(eu)tt‖2Ii + c2 ‖eu‖2Ii +
∥

∥(ω+
i )x

∥

∥

2

Ii

)]

.(35b)

Multiplying (35a) by
∥

∥ψ−
p+1,i

∥

∥

2

Ii
and (35b) by

∥

∥ψ+
p+1,i

∥

∥

2

Ii
and using (11) yields

(a−i − α−
i )

2
∥

∥ψ−
p+1,i

∥

∥

2

Ii
≤ 2Cph

2
i

[

‖eq‖2Ii +
∥

∥(ω−
i )x

∥

∥

2

Ii

]

,

(a+i − α+
i )

2
∥

∥ψ+
p+1,i

∥

∥

2

Ii
≤ 3Cph

2
i

[(

‖(eu)tt‖2Ii + c2 ‖eu‖2Ii +
∥

∥(ω+
i )x

∥

∥

2

Ii

)]

,

where Cp = 1
4c2p

2(2p+2)
(2p+1)(2p+3)c

2
p = (p+1)

(2p+1)(2p+3) .

Finally, summing over all elements and using the fact that h = max
1≤i≤N

hi, we arrive

at

N
∑

i=1

(a−i − α−
i )

2
∥

∥ψ−
p+1,i

∥

∥

2

Ii
≤ 2Cph

2

[

‖eq‖2 +
N
∑

i=1

∥

∥(ω−
i )x

∥

∥

2

Ii

]

,

N
∑

i=1

(a+i − α+
i )

2
∥

∥ψ+
p+1,i

∥

∥

2

Ii
≤ 3Cph

2

[

‖(eu)tt‖2 + c2 ‖eu‖2 +
N
∑

i=1

∥

∥(ω+
i )x

∥

∥

2

Ii

]

.

Applying the estimates (15), (16), (17), and (24c), we establish (32). �

The main results of this section are stated in the following theorem. In partic-
ular, we prove optimal convergence rates in the L2-norm for the a posteriori error
estimates (31) and for the global effectivity indices.

Theorem 5. Suppose that the assumptions of Theorem 1 are satisfied. If α±
i and

a±i are given by (30) and (32), respectively, and

Eu(x, t) = a−i (t)ψ
−
p+1,i(x), Eq(x, t) = a+i (t)ψ

+
p+1,i(x), x ∈ Ii,

then there exists a positive constant C independent of h such that

‖eu − Eu‖ ≤ Chp+2, ‖eq − Eq‖ ≤ Chp+2.(37)

Consequently, there exist positive constants C1 and C2 independent of h such that
∣

∣ ‖eu‖ − ‖Eu‖
∣

∣ ≤ C1h
p+2,

∣

∣ ‖eq‖ − ‖Eq‖
∣

∣ ≤ C2h
p+2.(38)
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Finally, at a fixed time t, the global effectivity indices in the L2 converge to unity
at O(h) rate i.e.,

Θu(t) =
‖Eu‖
‖eu‖

= 1 +O(h), Θq(t) =
‖Eq‖
‖eq‖

= 1 +O(h).(39)

Proof. First, we will prove (37). Since eu = α−
i ψ

−
p+1,i + ω−

i , eq = α+
i ψ

+
p+1,i + ω+

i ,

Eu = a−i ψ
−
p+1,i, and Eq = a+i ψ

+
p+1,i on Ii, we have

‖eu − Eu‖2Ii =
∥

∥(α−
i − a−i )ψ

−
p+1,i + ω−

i

∥

∥

2

Ii
≤ 2(α−

i − a−i )
2
∥

∥ψ−
p+1,i

∥

∥

2

Ii
+ 2

∥

∥ω−
i

∥

∥

2

Ii
,

‖eq − Eq‖2Ii =
∥

∥(α+
i − a+i )ψ

+
p+1,i + ω+

i

∥

∥

2

Ii
≤ 2(α+

i − a+i )
2
∥

∥ψ+
p+1,i

∥

∥

2

Ii
+ 2

∥

∥ω+
i

∥

∥

2

Ii
,

where we used the inequality (a+ b)2 ≤ 2a2 + 2b2. Summing over all elements and
applying the estimates (24c) and (32) yields

‖eu − Eu‖2 =

N
∑

i=1

‖eu − Eu‖2Ii

≤ 2

N
∑

i=1

(α−
i − a−i )

2
∥

∥ψ−
p+1,i

∥

∥

2

Ii
+ 2

N
∑

i=1

∥

∥ω−
i

∥

∥

2

Ii
≤ Ch2p+4,

‖eq − Eq‖2 =
N
∑

i=1

‖eq − Eq‖2Ii

≤ 2

N
∑

i=1

(α+
i − a+i )

2
∥

∥ψ+
p+1,i

∥

∥

2

Ii
+ 2

N
∑

i=1

∥

∥ω+
i

∥

∥

2

Ii
≤ Ch2p+4.

Next, we will prove (38). Using the reverse triangle inequality, we have
∣

∣ ‖Eu‖ − ‖eu‖
∣

∣ ≤ ‖Eu − eu‖ ,
∣

∣ ‖Eq‖ − ‖eq‖
∣

∣ ≤ ‖Eq − eq‖ .(40)

Combining (40) and (37) completes the proof of (38).

Finally, the estimate (39) can be deduced from the estimate (37) and the fact that
uh and qh are O(hp+2) super close to the Gauss-Radau projections P−

h u and P+
h q,

respectively. �

An accepted efficiency measure of a posteriori error estimates is the effectivity

index. In this paper, we use the global effectivity indices Θu(t) =
‖Eu‖
‖eu‖

and Θq(t) =
‖Eq‖
‖eq‖

. Ideally, the global effectivity indices should stay close to one and should

converge to one under mesh refinement.

In the previous theorem, we proved that the a posteriori error estimates, at a fixed
time t, converge to the true spatial errors at O(hp+2) rate. We also proved that
the global effectivity index in the L2-norm converges to unity at O(h) rate.

Remark 4.1. The estimates in (38) indicate that ‖eu‖ = ‖Eu‖ + O(hp+2) and
‖eq‖ = ‖Eq‖+O(hp+2) with

‖Eu‖2 =

N
∑

i=1

‖Eu‖2Ii =
N
∑

i=1

(a−i (t))
2
∥

∥ψ−
p+1,i

∥

∥

2

Ii

=
(p+ 1)

(2p+ 1)(2p+ 3)

N
∑

i=1

hi

(
∫

Ii

(qh − (uh)x)Lp,idx

)2

.
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‖Eq‖2 =

N
∑

i=1

‖Eq‖2Ii =
N
∑

i=1

(a+i (t))
2
∥

∥ψ+
p+1,i

∥

∥

2

Ii

=
(p+ 1)

(2p+ 1)(2p+ 3)

N
∑

i=1

hi

(
∫

Ii

((uh)tt − cuh − (qh)x)Lp,idx

)2

,

where we used (11) and (32).

Remark 4.2. The performance of an error estimator is commonly measured by
the effectivity index which is the ratio of the estimated error to the actual error. In
particular, we say that the error estimator is asymptotically exact if the effectivity
index approaches unity as the mesh size goes to zero. We note that (39) indicates
that the computable quantity ‖Eu‖ provides an asymptotically exact a posteriori
estimator on the actual error ‖eu‖.

Remark 4.3. We would like to mention that the computable quantities uh + Eu

and qh+Eq converge to the exact solutions u and q at O(hp+2) rate. We emphasize
that this accuracy enhancement is achieved by adding the error estimates to the
approximate solutions only once at the end of the computation i.e., at t = T .

5. Numerical examples

In this section, we present several numerical examples to validate the opti-
mal convergence rates in the L2-norm for the a posteriori error estimates (31)-
(32). The initial conditions are obtained using (12) with l = 1. We also ob-
served similar results when using the projection P−

h i.e., uh(x, 0) = P−
h u(x, 0) and

(uh)t(x, 0) = P−
h ut(x, 0). Temporal integration is performed by the ninth order

strong-stability preserving (SSP) Runge-Kutta method [30]. The time step is cho-
sen so that temporal errors are small relative to spatial errors. In our experiments,
we take ∆t = 0.001hmin to reduce the time error.

Example 5.1. In this example, we consider the following problem subject to the
mixed Dirichlet-Neumann boundary conditions

(41)











utt − uxx = 0, x ∈ [0, 5], t ∈ [0, 1],

u(x, 0) = ex, ut(x, 0) = ex, x ∈ [0, 5],

u(0, t) = et, ux(5, t) = e5+t, t ∈ [0, 1].

The exact solution is given by u(x, t) = ex+t. We use the numerical fluxes

ûh
∣

∣

i
=

{

u(0, t), i = 0,
u−h

∣

∣

i
, i = 1, . . . , N,

, q̂h
∣

∣

i
=

{

q+h
∣

∣

i
, i = 0, . . . , N − 1,

ux(5, t), i = N.

We solve this problem using the LDG method on uniform meshes having N = 5,
10, 15, 20, 25, 30, 35, 40 elements and using the space P p with p = 1− 4. In Figure
1 we present the errors ||uh − π−u|| and ||qh − π+q|| at time t = 1. These results
indicate that both errors converge at O(hp+2) rate. Thus, the superconvergence
rate proved in this paper is optimal in the exponent of the parameter h. This is in
full agreement with the theory.

We apply the error estimation procedure (31)-(32) to compute error estimates for
the LDG solution and its derivative. The results shown in Figure 2 indicate that
the errors ||eu −Eu|| = O(hp+2) and ||eq −Eq|| = O(hp+2) at t = 1. We note that

‖eu − Eu‖ = ‖u− (uh + Eu)‖ = O(hp+2), ‖eq − Eq‖ = ‖q − (qh + Eq)‖ = O(hp+2).
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As a consequence, the LDG method combined with our a posteriori error estimation
procedure yields both accurate error estimates and O(hp+2) superconvergent solu-
tions. More precisely, the computable quantities uh+Eu and qh+Eq, respectively,
converge in the L2-norm to the exact solutions u and q at O(hp+2). We emphasize
that this accuracy enhancement is achieved by adding the error estimates Eu and
Eq to the approximate solutions uh and qh only once at the end of the computa-
tion i.e., at t = T . This leads to very efficient computations of the post-processed
approximations uh + Eu and qh + Eq. Additionally, it is computationally efficient
because our LDG error estimates are obtained by solving a local steady problem
with no boundary conditions on each element.

Next, we present the global effectivity indices Θu and Θq in Table 1. These results
suggest that the global effectivity indices converge to unity under h-refinement. The
results shown in Figure 3 indicate that the errors

∣

∣||eu||− ||Eu||
∣

∣ and
∣

∣||eq||− ||Eq||
∣

∣

at t = 1 are both O(hp+2). Finally, we present the errors
∣

∣Θu − 1
∣

∣ and
∣

∣Θq − 1
∣

∣

in Figure 4. These results indicate that the convergence rate at t = 1 for
∣

∣Θu − 1
∣

∣

and
∣

∣Θq − 1
∣

∣ is O(h) under mesh refinement. This example demonstrates that the
convergence rates proved in this paper are optimal.
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Figure 1: Convergence rates at t = 1 for ||uh − π−u|| (left) and ||qh − π+q|| (right)
for Example 5.1 on uniform meshes havingN = 5, 10, 15, 20, 25, 30, 35, 40 elements
and using the spaces P p, p = 1, 2, 3, 4. The slopes of the fitting lines are shown on
the graph.

Table 1. Global effectivity indices Θu and Θq at t = 1 for Exam-
ple 5.1 on uniform meshes having N = 5, 10, 15, 20, 25, 30, 35, 40
elements using P p, p = 1, 2, 3, 4.

p = 1 p = 2 p = 3 p = 4
N Θu Θq Θu Θq Θu Θq Θu Θq

5 0.89614 1.0916 0.91813 1.0700 0.93914 1.0686 0.95100 1.0587
10 0.94282 1.0508 0.95870 1.0358 0.96919 1.0373 0.97516 1.0244
15 0.96131 1.0376 0.97247 1.0258 0.97939 1.0185 0.98339 1.0152
20 0.97018 1.0283 0.97928 1.0185 0.98447 1.0152 0.98754 1.0142
25 0.97602 1.0243 0.98338 1.0138 0.98757 1.0140 0.99002 1.0103
30 0.97979 1.0205 0.98616 1.0125 0.98965 1.0095 0.99168 1.0092
35 0.98263 1.0185 0.98816 1.0126 0.99110 1.0086 0.99287 1.0082
40 0.98472 1.0164 0.98964 1.0112 0.99221 1.0080 0.99376 1.0063



A POSTERIORI ERROR ESTIMATES OF LDG FOR 2RD WAVE EQUATION IN 1D 373
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Figure 2: Convergence rates at t = 1 for ||eu −Eu|| (left) and ||eq −Eq|| (right) for
Example 5.1 on uniform meshes having N = 5, 10, 15, 20, 25, 30, 35, 40 elements
and using the spaces P p, p = 1, 2, 3, 4. The slopes of the fitting lines are shown on
the graph.
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Figure 3: Convergence rates at t = 1 for
∣

∣||eu|| − ||Eu||
∣

∣ (left) and
∣

∣||eq|| − ||Eq||
∣

∣

(right) for Example 5.1 on uniform meshes having N = 5, 10, 15, 20, 25, 30, 35, 40
elements and using the spaces P p, p = 1, 2, 3, 4. The slopes of the fitting lines are
shown on the graph.
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Figure 4: Convergence rates at t = 1 for
∣

∣Θu − 1
∣

∣ (left) and
∣

∣Θq − 1
∣

∣ (right) for
Example 5.1 on uniform meshes having N = 5, 10, 20, 40, 80, 160 elements and
using the spaces P p, p = 1, 2, 3, 4. The slopes of the fitting lines are shown on the
graph.
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Example 5.2. We consider the following wave equation with α = 0

(42)

{

utt = uxx, x ∈ [0, 2π], t ∈ [0, 1],

u(x, 0) = esin(x), ut(x, 0) = −esin(x) cos(x), x ∈ [0, 2π],

subject to the periodic boundary conditions (1c). The exact solution is u(x, t) =
esin(x−t). We solve this problem using the LDG method on uniform meshes having
N = 5, 10, 20, 40, 80, 160 elements. We compute the LDG solutions in the spaces
P p, p = 1, 2, 3, 4. The L2 error norms between the LDG solutions (uh, qh) and the
Radau interpolating polynomials (π−u, π+q) as well as their order of convergence
at t = 1 are shown in Figure 5. These results suggest that the LDG solutions
uh and qh are O(hp+2) super close to π−u and π+q, respectively. This is in full
agreement with the theory.

We apply the error estimation procedure (31)-(32) to compute error estimates for
the LDG solution and its derivative. The results shown in Figure 6 indicate that
the errors ||eu − Eu|| and ||eq − Eq|| at t = 1 are both O(hp+2). This example
demonstrates that the convergence rate proved in this paper is optimal. The global
effectivity indices Θu and Θq shown in Table 2 suggest that the global effectivity
indices converge to unity under h-refinement. In Figure 7 we present the conver-
gence rates at t = 1 for

∣

∣||eu|| − ||Eu||
∣

∣ and
∣

∣||eq|| − ||Eq ||
∣

∣. These results indicate
that the convergence rate is higher than the theoretical rate established in Theorem
5, which is proved to be of order p+ 2. Finally, we present the errors

∣

∣Θu − 1
∣

∣ and
∣

∣Θq − 1
∣

∣ in Figure 8. These results indicate that the convergence rates at t = 1 for
∣

∣Θu− 1
∣

∣ and
∣

∣Θq − 1
∣

∣ are, respectively, O(hp+2) and O(h2) under mesh refinement.

We remark that the observed numerical convergence rate for
∣

∣Θu−1
∣

∣ is higher than
the theoretical rate established in Theorem 5.
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Figure 5: Convergence rates at t = 1 for ||uh − π−u|| (left) and ||qh − π+q|| (right)
for Example 5.2 on uniform meshes having N = 5, 10, 20, 40, 80, 160 elements and
using the spaces P p, p = 1, 2, 3, 4. The slopes of the fitting lines are shown on the
graph.

Example 5.3. We consider the following linear wave equation with α = −1

(43)

{

utt + u = uxx, x ∈ [0, 2π], 0 ≤ t ≤ 1,

u(x, 0) = sin(x), ut(x, 0) =
√
2 cos(x), x ∈ [0, 2π],

subject to the periodic boundary conditions. The exact solution is given by u(x, t) =

sin(x +
√
2t). We solve this problem using the LDG method on uniform meshes
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Figure 6: Convergence rates at t = 1 for ||eu − Eu|| (left) and ||eq − Eq|| (right)
for Example 5.2 on uniform meshes having N = 5, 10, 20, 40, 80, 160 elements and
using the spaces P p, p = 1, 2, 3, 4. The slopes of the fitting lines are shown on the
graph.

Table 2. Global effectivity indices Θu and Θq at t = 1 for Ex-
ample 5.2 on uniform meshes having N = 5, 10, 20, 40, 80, 160
elements using P p, p = 1, 2, 3, 4.

p = 1 p = 2 p = 3 p = 4
N Θu Θq Θu Θq Θu Θq Θu Θq

5 0.90205 0.48738 0.88247 0.19507 1.09140 0.89771 0.94720 0.75024
10 0.98295 0.91286 0.96499 0.95975 0.98436 0.98205 0.98613 0.97954
20 0.99522 1.00340 0.99566 1.00700 0.99640 0.99621 0.99789 0.99038
40 0.99911 1.00640 0.99900 0.98990 0.99918 1.00250 0.99944 0.99860
80 0.99979 1.00260 0.99963 1.00360 0.99972 1.00010 0.99987 1.00040
160 0.99994 0.99860 0.99992 1.00120 0.99996 0.99980 0.99994 0.99996
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Figure 7: Convergence rates at t = 1 for
∣

∣||eu|| − ||Eu||
∣

∣ (left) and
∣

∣||eq|| − ||Eq||
∣

∣

(right) for Example 5.2 on uniform meshes having N = 5, 10, 20, 40, 80, 160
elements and using the spaces P p, p = 1, 2, 3, 4. The slopes of the fitting lines are
shown on the graph.

havingN = 5, 10, 20, 40, 80 elements and using the spaces P p with p = 1, 2, 3, and 4.
The L2 error norms between the LDG solutions (uh, qh) and the Radau interpolating
polynomials (π−u, π+q) as well as their order of convergence at t = 1 are shown
in Figure 9. These results suggest that the LDG solutions uh and qh are O(hp+2)
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Figure 8: Convergence rates at t = 1 for
∣

∣Θu − 1
∣

∣ (left) and
∣

∣Θq − 1
∣

∣ (right) for
Example 5.2 on uniform meshes having N = 5, 10, 20, 40, 80, 160 elements and
using the spaces P p, p = 1, 2, 3, 4. The slopes of the fitting lines are shown on the
graph.

super close to π−u and π+q, respectively. We apply the error estimation procedure
(31)-(32) to compute error estimates for the LDG solution and its derivative. In
Figure 10 we present the global errors ||eu − Eu|| and ||eq − Eq|| at t = 1. These
results indicate that ||eu − Eu|| = O(hp+2) and ||eq − Eq|| = O(hp+2). This is in
full agreement with the theory. Next, we present the global effectivity indices Θu

and Θq in Table 3. We observe that the global effectivity indices converge to unity
under h-refinement. The results shown in Figure 11 indicate that the convergence
rates at t = 1 for

∣

∣||eu|| − ||Eu||
∣

∣ and
∣

∣Θu − 1
∣

∣ are, respectively, O(hp+2) and O(h2)
under mesh refinement. We remark that the observed numerical convergence rate
for

∣

∣Θu − 1
∣

∣ is higher than the theoretical rate established in Theorem 5.
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Figure 9: Convergence rates at t = 1 for ||uh − π−u|| (left) and ||qh − π+q|| (right)
for Example 5.3 on uniform meshes having N = 5, 10, 20, 40, 80 elements and
using the spaces P p, p = 1, 2, 3, 4. The slopes of the fitting lines are shown on the
graph.

6. Concluding remarks

In this paper, we studied the global convergence of the implicit residual-based a
posteriori LDG error estimates of the LDG method for the linear second-order wave
equation in one space dimension. We used recent optimal superconvergence results
to prove that the LDG solution and its spatial derivative, respectively, converge in
the L2-norm to (p+1)-degree right and left Radau interpolating polynomials under
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Figure 10: Convergence rates at t = 1 for ||eu−Eu|| (left) and ||eq−Eq|| (right) for
Example 5.3 on uniform meshes having N = 5, 10, 20, 40, 80 elements and using
the spaces P p, p = 1, 2, 3, 4. The slopes of the fitting lines are shown on the graph.

Table 3. Global effectivity indices Θu and Θq at t = 1 for Exam-
ple 5.3 on uniform meshes having N = 5, 10, 20, 40, 80 elements
using P p, p = 1, 2, 3, 4.

p = 1 p = 2 p = 3 p = 4
N Θu Θq Θu Θq Θu Θq Θu Θq

5 0.97269 0.92902 0.97712 1.01130 0.98539 0.99409 0.99211 0.97793
10 0.99219 1.01960 0.99436 0.97160 0.99725 0.99849 0.99895 0.98477
20 0.99882 0.97629 0.99879 0.99822 0.99972 1.01140 0.99980 0.99520
40 0.99967 0.99029 0.99971 1.00620 0.99989 0.99848 0.99994 1.00080
80 0.99991 0.99708 0.99993 0.99667 0.99997 1.00190 0.99998 1.00160
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Figure 11: Convergence rates at t = 1 for
∣

∣||eu|| − ||Eu||
∣

∣ (left) and
∣

∣Θu − 1
∣

∣ (right)
for Example 5.3 on uniform meshes having N = 5, 10, 20, 40, 80 elements and
using the spaces P p, p = 1, 2, 3, 4. The slopes of the fitting lines are shown on the
graph.

mesh refinement. The order of convergence is proved to be p + 2, when piecewise
polynomials of degree at most p are used. We used these results to show that the
leading error terms on each element for the solution and its derivative are propor-
tional to (p+1)-degree right and left Radau polynomials. Furthermore, we obtained
optimal convergence rate in the L2-norm for the a posteriori error estimates. The
order of convergence is proved to be p + 2. As a consequence, we proved that
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the LDG method combined with the a posteriori error estimation procedure yields
both accurate error estimates and O(hp+2) superconvergent solutions. Finally, we
proved that the global effectivity indices, for both the solution and its derivative,
in the L2-norm converge to unity at O(h). Our results are valid for arbitrary reg-
ular meshes and schemes with p ≥ 1. These results improve upon our previously
published work [12] in which the order of convergence in the L2-norm for the a
posteriori error estimates and the global effectivity index are proved to be p+ 3/2
and 1/2, respectively. We are currently investigating the superconvergence proper-
ties and the asymptotic exactness of implicit a posteriori error estimates for LDG
methods applied to nonlinear problems on rectangular and triangular meshes. Our
future work will also focus on using these a posteriori error estimates to construct
efficient adaptive high-order LDG methods.
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