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Abstract 

Interest in using organic semiconductors in applications such as large area displays, 

photovoltaic devices, and radio frequency identification tags stems in part from their 

prospects for enabling significantly reduced manufacturing costs compared to traditional 

inorganic semiconductors.  However many of the best performing prototype devices 

produced so far have involved expensive or time-consuming fabrication methods, such as the 

use of single crystals or thin films deposited under high vacuum conditions. This thesis 

examines a new approach for growing low molecular weight organic crystalline films at 

ambient conditions based on an organic vapor-liquid-solid growth (OVLS) mechanism using 

thermotropic nematic liquid crystal (LC) solvents.   
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Chapter One  

Introduction to Organic Semiconductors:  
 Properties and Methods of Manufacture 

 
Ever since the invention of the transistor in 1947, inorganic semiconductor 

based devices have dominated the electronics industry.1  Although semiconducting 

behavior in an organic material (iodine-doped polyacetylene) was first observed over 

30 years ago, organic semiconductors have until relatively recently been considered 

little more than a novelty.2  However, in the last 15 years, organic semiconductors 

have begun to be viewed – and have started to be used – as viable substitutes for 

inorganic semiconductor materials in certain niche applications.3,4

Organic semiconductors seem to offer the greatest potential as substitutes for 

inorganic semiconductors in low cost/low performance devices rather than high-

performance devices such as computer memory, due to their lower charge carrier 

mobility and on/off current ratios.

  Their utility stems 

from the unique properties of organic semiconductors, including their compatibility 

with flexible substrates, their chemically tunable electronic properties, and their 

potentially lower cost to manufacture.  In order for organic semiconductor materials 

to see more widespread use however, a number of issues that arise from scaling up 

their manufacturing methods must be solved and their performance must continue to 

improve.  This thesis focuses on addressing one of these issues, namely, the need to 

develop methods for preparing high quality, large area films of organic 

semiconductors rapidly and at low cost.  

5,6  Already, organic semiconductor materials have 

been used as active layers for devices such as organic solar cells,7,8,9,10 organic light 
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emitting diodes,11,12,13,14 and organic field-effect-transistors.15    In fact, the properties 

of organic semiconductor materials allow for devices with distinct advantages over 

their inorganic counterparts in these areas.  For example, organic solar cells have been 

prepared using flexible substrates compatible with mounting on a range of surfaces, 

from curved roofs, to cars and even clothing.16,17  Organic field effect transistors have 

been used to manufacture electronic paper,18,19 humidity and chemical sensors, 20,21,22, 

pressure transducers,23 and radio-frequency identification tags.24,25  Organic light 

emitting diodes have shown significant advantages over traditional lighting including 

use in what some observers consider to be the future standard for high resolution, 

high contrast ratio televisions as well as displays which can be embedded in fabrics.26

Organic semiconductors come in a variety of forms, the three most important 

being organic molecular crystals (i.e. low molecular weight organic crystalline solids), 

polymers, and liquid crystals.   Organic molecular crystal semiconductors, studied 

both in single crystal and thin film form, currently show the most promising electrical 

properties.

   

27

27

  Polymeric semiconductors, however, are easier to process and thus 

appear to be more suitable for printed electronics.   Liquid crystal semiconductors 

are a relatively new class of materials and have shown promising results, but have yet 

to find practical application. 

The performance of organic semiconductor based devices is highly dependent 

upon the electrical properties of the semiconducting layer,28,29,30,31,32,33,34  typically 

characterized by its charge carrier mobility, defined as the ratio of the charge carrier 

velocity to the magnitude of an applied field (to be discussed later).35  
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Section 2 
Charge Transport Mechanisms 

Even though both organic semiconductor and inorganic semiconductor 

materials are capable of performing similar functions, their mechanisms of charge 

transport differ significantly.  Charge transport in inorganic semiconductor materials 

is characterized by band theory in which bonding and non-bonding orbitals widen to 

form delocalized energy bands spanning the length of the solid.  This is represented in 

figure 1A, which shows an energy level diagram for a typical inorganic semiconductor.  

In the ground state, the valence band is populated by bonded valence orbital 

electrons and the conduction band remains empty.  Excitation of an electron from the 

valence band to the conduction band can occur by a number of mechanisms including 

photon capture, thermal excitation, or charge carrier injection.  When an electron is 

excited from the valence band to the conduction band it leaves behind a positively 

charged electron deficient region known as a “hole” (denoted h+) in the valence band 

(figure 1B).  Both the conduction band electrons and the valence band holes can be 

mobile, serving to transport charge within the material.  In the case of a 

semiconductor under no external influence (figure 1B), the charge carriers will drift 

Figure 1:  A) illustration of the delocalized band energy levels. B) Excitation of an electron from the valence band.  C) Under an 
applied field, charge carriers drift in a physical direction based on the field direction. 
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randomly so that their total averaged velocity will be zero.  Application of an electric 

field results in a net flow of charge carriers within the semiconductor, and hence a 

flow of current as shown in figure 1C.  The speed at which a charge carrier travels 

relative to the strength of the applied field is known as the charge carrier mobility, μ, 

measured in cm V-1 s-1.  The conductivity of a semiconductor obeys equation 1, where 

μe and μh are the mobilities of electrons and holes respectively, n as the density of 

electrons, p as the density of holes, and e as the charge on an electron. 36

(1)          
  
 

 

Unlike the covalently bonded atoms in an inorganic semiconductor, the 

molecular constituents of an organic semiconductor interact through relatively weak 

van der waals forces.  Consequently, they do not form the same kind of delocalized 

bonding networks characteristic of inorganic semiconductors and thus charge 

transport occurs via a different mechanism.  Although at low temperatures where 

destructive lattice vibrations (phonons, which increase intermolecular separation and 

thus destroy the bands) are small, organic semiconductor materials can show band-

like transport similar to inorganic semiconductor materials like silicon discussed 

above,37 the widths of the conduction and valence bands are on the order of tens to 

hundreds of meV, much smaller than that of their inorganic counterparts.38   
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At elevated temperatures charge transport 

occurs instead by an incoherent hopping 

mechanism, in which charge carriers overcome an 

energy barrier to transfer or “hop” from a 

molecular orbital on one molecule to an empty 

orbital on the next molecule.  Since all organic 

semiconductors contain conjugated π systems, 

their molecularly delocalized π bonding networks 

are primarily involved in charge transport.  

Figure 2-A illustrates these hopping events for an 

organic semiconductor under no applied field in which charge migration is diffusive, 

with no net flow of current.  In figure 2-B, a bias is applied and thus charge carriers 

tend to travel downhill to lower energy states.  The degree of overlap between the π 

orbitals of neighboring molecules largely determines the size of this energy barrier.  

Consequently, highly ordered molecular 

crystals with closely interacting π 

orbitals tend to possess the largest 

charge carrier mobilities. 

Due to the role of π orbital 

overlap in charge transport, a well 

ordered and densely packed crystal 

structure is necessary for high charge 

 
Figure 2:  A) hopping of an electron with no 
applied field.  Note that there is equal energy 
requirement for transport in both directions.  
B) hopping of an electron with an applied field.  
In this case, there is a high energy requirement 
for the electron to hop against the field, while 
hopping in the direction of the field will result 
in a drop in potential. 

Figure 3:  Film performance as measured by charge carrier 
mobility.   
Left:  X-Ray Diffractograms showing degree of film order.  
Middle:  Visual representation of pentacene film order.   
Right:  Electron mobility measurements for the three degrees 
of order.  Adapted from [39] 
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carrier mobility.  This is illustrated in figure 3, which shows how the degree of charge 

carrier mobility in pentacene films depends on the degree of molecular order.  Simply 

by varying the degree of crystallinity the charge carrier mobility changes by up to 11 

orders of magnitude.39  Therefore, an organic semiconductor thin film must be free of 

structural defects in order to function efficiently. 

In addition to structural defects, charge carrier mobility in organic 

semiconductors is also highly sensitive to impurities.  Impurities have severe 

detrimental effects due to their ability to act as charge carrier traps (a charge carrier 

trap localizes a mobile charge carrier due to strong molecule/charge carrier 

interactions) as well as their ability to create lattice distortions, thus decreasing the 

molecular order.40  For example, when the percentage of 6,13-pentacenequinone 

impurity in a pentacene crystal was decreased from 0.17% to 0.028%, the charge 

carrier mobility roughly doubled.41

A third consideration in efforts to prepare high mobility organic 

semiconductor materials is crystallographic orientation.  To illustrate, figure 4-A 

shows pentacene’s crystal structure, 

with molecules packed in a 

herringbone arrangement having 

face-to-edge and end-to-end 

orientation.  This molecular 

orientation leads to anisotropic 

  Consequently, high purity is also required in 

addition to a high degree of structural (crystallographic) order. 

ρa = 1.3 x 106 Ωm 

ρc = 2.1 x 108 Ωm 

ρb = 4.7 x 105 Ωm 

Figure 4:  Crystallographic orientation of pentacene.  B) Anisotropic 
resistivity of a macroscopic pentacene crystal with respect to direction 
of charge carrier travel.  

A B 
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resistivity based on the 

direction of charge carrier 

travel.42  For charge carriers 

moving from face-to-edge, there 

exists the highest degree of π 

orbital overlap and thus the 

energy barrier for hopping is 

small.  In contrast, there exists comparatively little π orbital overlap for end-to-end 

molecules and thus the energy barrier for hopping is higher in that direction.  Figure 

4-B shows how these properties affect charge transport in a macroscopic single 

crystal. Depending on crystallographic orientation and thus the degree of π -orbital 

overlap, resistivity can vary by up to three orders of magnitude.43  As another 

example, the charge carrier mobility in a rubrene single crystal can also vary by 

roughly a factor of three based on crystallographic orientation (figure 5).44

Finally, most applications of organic 

molecular crystalline semiconductors involve thin 

films, such as the pentacene film shown in figure 6, 

which was grown by organic molecular beam 

epitaxy (OMBE).

  Therefore, 

in addition to molecular order and low impurity levels, long range crystallographic 

orientational order is required to produce high performance organic semiconductor 

devices. 

45  Note the random orientation 

 
Figure 5: Rubrene single crystal device patterned with electrodes.  
Adapted from [44] 

Figure 6:  AFM image of a Pentacene film 
grown by OMBE. Adapted from [45] 
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Figure 7:  Top contact organic field effect 
transistor. 

of the pentacene crystals as well as the irregular 

inter-crystal spacing, typical of OMBE grown 

films.  Now consider the use of this film in an 

application, such as the organic field effect 

transistor shown in figure 7.  As charge carriers travel from the source to the drain 

electrodes, they encounter grain boundaries which they must traverse to move from 

one crystallite to the next.  Each of these hopping events presents a barrier to charge 

transport analogous to a series resistor, impeding charge flow and decreasing the 

overall mobility of the film.  Additionally, as the crystals are randomly oriented, 

mobility can vary widely over the length of the film.  Thus, the final requirement for 

a high quality organic semiconductor thin film is that it must be composed of 

relatively large densely packed and properly oriented grains. 
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Section 3 
Organic Semiconductor Thin Film Fabrication Methods 

 I will now discuss some of the most common ways of fabricating organic 

semiconductor devices, including some new approaches developed in the past few 

years aimed at improving upon traditional methods.  Organic molecular crystal based 

devices usually consist of either a single crystal or a thin film in which a large number 

of crystals are packed closely together.  In some cases, single crystal devices actually 

rival the electrical properties of inorganic semiconductor based devices, but are 

notoriously difficult to prepare and work with.   

The fabrication of single crystal devices begins either with hand-picking a 

crystal of the desired morphology and then manually placing it on a device substrate, 

or randomly casting a collection of crystals onto pre-patterned source-drain 

electrodes.35  Both methods are incompatible with high throughput manufacturing 

due to the large number of delicate steps required for fabrication.46  Additionally the 

hand-picking method has been shown to cause contamination and damage to the 

fragile organic semiconductor crystals, which can decrease the performance of the 

device.47  Solution based transfer methods offer an alternative to hand picking, but 

can introduce microscopic debris from casting solvents, and there is no suitable 

method for controlling deposition onto prefabricated electrodes.  Therefore, although 

single-crystal based devices are useful for controlled, fundamental studies, their 

incorporation into practical commercial applications does not appear likely.48,49

 For practical applications, thin film-based devices are much more promising.  

Methods for their preparation include OMBE, solution-processing, and dip coating (a 
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relatively simple procedure in which single crystals suspended in a solution are 

deposited on a substrate by dipping the substrate into the solution).  As discussed 

above, crystallographic alignment is a crucial property for organic semiconductor thin 

film performance.  Therefore, methods of organic semiconductor thin film growth 

which do not induce film alignment are typically combined with a secondary 

alignment method.  Presented in the following section are some relevant fabrication 

methods. 

Solution-processing has proven an attractive field due to its ability to grow 

large crystals of tunable morphology.  These methods are based on different ways to 

controllably supersaturate a solution and promote regulated nucleation.  

Supersaturation can be achieved in a number of ways including cooling a saturated 

solution, evaporating solvent from a saturated solution, or depositing additional 

material into a pre-saturated solution.  Shown in figure 8 are solution grown crystals 

which show sizes much larger than those grown by 

OMBE.50

 

  While solution processing can grow high 

quality, phase pure crystals, parameters such as 

solvent evaporation rate, substrate temperature, and 

organic semiconductor solubility must be carefully 

selected and controlled.  Also, solution processing has 

been known to introduce impurities either from the 

solution or from unwanted chemical reactions with 

dissolved materials. 

Figure 8: Solution grown organic 
semiconductors.  Adapted from [50] 
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Solution-processing has also been 

used in conjunction with a number other 

of methods to induce micro and macro-

structural order.  One such application 

involves patterned self assembled 

monolayers (SAMs) as templates.  SAMs 

have shown an ability to direct the deposition of conjugated polymers,51,52  

oligomers53 90 and low molecular weight organic semiconductor thin films. ,54,55

61

  

Patterning of organic semiconductors by this method requires treating a substrate to 

create lyophilic and lyophobic areas.  A supersaturated solution of the desired 

material is then cast onto the substrate, usually by spin coating.  As unfavorable 

interaction between solvent and substrate drive the solution to recede to the lyophilic 

areas, both soluble and insoluble materials are drawn with it.  Figure 9 shows a film of 

anthracene crystals grown on micropatterned SAMs after solution recession.   By 

swapping lyophobic and lyophilic areas, it is possible to create either small square 

anthracene films or a film with anthracene deficient areas.  This technique can afford 

another level of order by fashioning line defects in the substrate to incorporate 1D 

macroscopic order.35   

 Another recently developed 

solution-processing method capable of 

controlling structural order is zone-casting.  

A schematic representation of this 

Figure 9:  Optical images of anthracene arrays on SAMs.  
A)  anthracene squares B)  anthracene background.  
Adapted from [61] copyright 2005 American Chemical 
Society 

Figure 10:  Schematic presentation of zone-casting 
technique.  Adapted from [56] 
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technique is presented in figure 10.  In the zone casting technique a continuously 

supplied solution is spread by means of a nozzle onto a moving support.  Both the 

solution and the support are thermally controlled to reach an appropriate ratio of 

solvent evaporation and supply, creating a stationary gradient of concentration.  The 

resulting meniscus controls direction of crystallization while retaining the solution 

based growth advantages discussed earlier.56

 Solution-sheared deposition is another 

solution processing based method designed to 

pattern films on isotropic substrates.

 

57

Most organic semiconductor thin films designed 

for use in OFETs have been grown by OMBE.

  Figure 

11 illustrates how this method employs a 

small volume of a highly dilute organic 

solution sandwiched between two preheated silicon substrates.  The top wafer is 

treated to be lyophillic while the bottom wafer serves as the device substrate.  As the 

top wafer is drawn past the substrate, it exposes a dilute 

liquid front that evaporates and produces a seed film 

containing multiple crystal grains.  These seed crystals 

serve as nucleation sites for the remaining molecules in 

solution which propagate along the direction of shearing, 

leading to a good degree of macroscopic film order.   

58  A 

typical OMBE chamber consists of two regions, a 

Figure 11:  Schematic of the solution-sheared 
technique.  Adapted from [89] 

 
Figure 12: Schematic of a basic 
OMBE setup 
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Knudsen cell and a deposition region, both heated and held at high vacuum, 

illustrated in figure 12.   In the Knudsen cell, an organic semiconductor material is 

heated above its sublimation temperature to produce a stream of vapor phase 

particles.  The sublimated vapor is then transferred to a cooler condensing region 

where it can be deposited on a range of substrates.59,60

58

  OMBE under high vacuum can 

produce high quality organic semiconductor thin films since there is little to no vapor 

phase aggregation and substrate surfaces can be kept immaculately 

clean. ,103,104,101,106  The necessity of high vacuum is this method’s main drawback 

however, since working in a high vacuum environment introduces significant costs.  

Also, films grown by traditional OMBE methods consist of randomly oriented, small 

grain sizes with irregular packing, similar to the pentacene film presented earlier.   

The OMBE technique has been 

combined with substrate preparation to 

selectively nucleate organic semiconductor 

crystals.60  For example, figure 13 shows films 

of several organic semiconductor materials 

deposited onto patterned 

octadecyltrichlorosilane stamped regions 

which lead to selective crystal growth in the 

patterned areas.60 The films show regular 

inter-crystal spacing and high chemical 

purity.  Note however the small crystal sizes 

Figure 13:  OMBE method for growth of organic 
semiconductor single crystals  a)  Deposition 
chamber with in situ purification.  b) Schematic 
of microcontact printing.  c-e)  patterned arrays 
of organic semiconductor single crystals.  The 
dotted square indicates size and location of OTS-
stamped domains.  Adapted from [60] 
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(compared to solution based growth) as well as the random crystallographic 

orientation inherent in OMBE based methods.    Even with these shortcoming, the 

resultant organic semiconductor thin films were incorporated with flexible plastic 

OFETs which showed comparable characteristics to amorphous silicon 

transistors.61,62,63

 Another recently developed OMBE based patterning method involves the 

selective growth of nanocrystalline seeds scavenged by the dip coating method.

  

64

95

  As 

shown in figure 14, selected nanocrystals are placed 

on a substrate and successively grown by OMBE to 

create nanowires with axial control inherent in the 

dip-coating method.   This simple method has shown 

capable of creating complicated structures such as 

nanowire grids.  While this method provides a high 

degree of alignment, there is no high throughput 

method for single crystal creation and casting, and 

selection of the seed crystal must be done with care 

as the resultant crystals will grow in a manner based 

on the morphology of the seed. 

Due to the importance of film alignment, several alignment method have been 

employed and used in conjunction with existing fabrication methods.  External 

magnetic and electric fields have been used to induce organic semiconductor thin film 

alignment since organic semiconductors often contain conjugated π-orbitals and 

therefore exhibit diamagnetic anisotropy.  Large molecular crystals can be directly 

Figure 14:  Selective growth of 
nanocrystals.  It can be seen that growth 
will occur on either one or both sides of the 
crystal.  Note that the wires are highly 
linear, and with patterned substrates 
complicated wire structures have been 
grown.  Adapted from [95] 
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aligned by this method.  Also, liquid crystals (LCs) and SAMs can be influenced by 

electric and magnetic fields, resulting in alignment of crystals immersed in 

solution.65,66,67,68,69,70

Treating substrates to induce alignment of organic semiconductor thin films 

can be achieved a number of ways.  One such method of alignment is mechanical 

rubbing.  This simple technique needs only mild pressure and temperature, allowing 

for compatibility with fragile substrates.  Line defects can be “rubbed” into a 

substrate using a number of materials including Teflon bars, soft hair brushes, velvet 

cloths, or rayon pile cloths.

   

35  This technique has been successfully used to align both 

LCs and small conjugated molecules.71,72,73,74

35

  Line defects can also be created using a 

process called photoalignment, in which a photosensitive polymer is exposed to a 

linearly polarized UV light, causing preferential cross-linking along the polarizing 

direction, resulting in a larger number of polymer chains oriented in one particular 

direction.   This technique has also been shown to successfully align LCs and small 

conjugated molecules like pentacene through the alignment of polymer layers such as 

polyimide.75,76,77,78,79,80  Photoalignment offers advantages over rubbing by reducing 

problems such as sample contamination, static charge generation, and scratches 

(surface roughness affects nucleation and growth of crystals).81,82

One method of particular relevance to the present work was performed  by 

Sokolowski et al. in which a high vacuum OMBE chamber was used to continuously 

supersaturate a liquid solution to grow crystals of the organic semiconductor 

tetracene.

   

83   As shown in figure 15, the resulting crystals had exceptionally large 

sizes.  As a result of this study, it was confirmed that factors such as nucleation 
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density and crystal morphology inside a liquid medium could be controlled by 

deposition rate.  However, this method still 

required a high vacuum environment and 

affords no control over crystallographic 

orientation. 

Another method of particular 

interest was presented by Forrest et al. in 

which a low pressure (0.1 to 10 torr) OMBE 

chamber was used to grow organic semiconductor thin films by passing a flow of 

carrier gas containing an organic semiconductor vapor over the substrate.84  This 

deposition method showed advantages over other high vacuum OMBE methods by 

allowing for multi-component deposition over larger areas and the use of somewhat 

higher pressures.85

85

  This approach is also compatible with patterning when 

incorporated with shadow masking and changes in the geometry of the vapor jet 

nozzle.  

A summary of the properties of films prepared by the preceding methods is 

given in table 1.  For reference, the minimum charge carrier mobility acceptable for 

an organic thin film transistor is 1 V cm-2 s -1, with any mobility exceeding 10 V cm-2 s-

1 being regarded as high quality.27 

  
 
Figure 15:  Tetracene crystals grown in a liquid film.  
Adapted from [83]  
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   Mobility   

Compound Organic 
Semiconductor Type 

Organic Semiconductor 
Growth Method 

(cm2 V-1sec-1) Ion/Ioff Reference 

tetracyanoquinodimethane single crystal OMBE 10-4 NR 90 
ethynyl-linked alternating anthracene/ 

fluorene copolymer 
polymer film Sol. Proc. 6 x 10-4 104 86

hexa-peri-hexabenzocoronene (HBC-C12) 

 

liquid crystal zone casting 5 x 10-4 NR 87
poly(3-alkylthiophene) 

 
polymer film friction-transfer 7.4 x 10-3 NR 88

cyclohexyl-substituted quaterthiophene 
 

thin film Sol. Proc. 0.02 NR 98 
poly(9,9-dioctylfluorene-co-bithiophene) polymer film Sol. Proc./LC rubbing  0.02 NR 89

C60 
 

single crystal OMBE 0.03 NR 90
poly(9,9-dioctylfluorene-co-bithiophene) 

 
polymer film friction-transfer 0.04 NR 91

α-quinquethiophene 
 

thin film OMBE 0.05 >105 92
5,5’-bis(4-octyloxyphenyl)bithiophene 

 
oligomer Sol. Proc. 0.05 NR 93

α-sexithiophene 
 

thin film OMBE 0.08 >105 92 
2,6-Bis[2-(4-pentylphenyl)vinyl]anthracene thin film OMBE 0.1 106 - 107 94

Copper phthalocyanine 
 

single crystal Sol. Proc./ OMBE 0.1 NR 95
Poly(3-hexylthiophene) 

 
polymer Sol. Proc. 0.1 >106 96

Perlfuorpentacene 
 

thin film OMBE 0.11 106 97
trimethylsilyl-substituted quaterthiophene 

 
thin film Sol. Proc. 0.11 NR 98

α-septithiophene 
 

thin film OMBE 0.13 >105 92 
copper hexadecafluorophtalocyanine single crystal Sol. Proc./ OMBE 0.2 NR 95 

Tetracene thin film OMBE 0.23 105 99
Pentacene 

 
single crystal Sol. Proc. 0.4 106 100

Pentacene 
 

thin film OMBE 0.7 >100 101
Tetracene 

 
single crystal OMBE 1.0 NR 102

Pentacene 
 

thin film on chemically 
modified substrate 

OMBE 1.2 105 - 107 103

Rubrene 

 

thin film OMBE 2.4 107 104
Pentacene 

 
thin film with polymer 

dielectric 
OMBE 3 105 105

Rubrene 

 

single crystal OMBE 15.4 NR 106 
Table 1:  Collection of organic semiconductor based devices, their method of manufacture, and their electronic properties. 
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Section 4 
Organic Vapor Liquid Solid Deposition 

This thesis research builds upon a method developed by Wilkinson et al.107 that 

combines concepts from OMBE with solution-processing and utilizes the orientational 

control mechanism of liquid crystal 

imprinting.  Organic Vapor Liquid 

Solid (OVLS) deposition is a vapor-

phase deposition technique which 

grows organic films in a thin layer of 

thermotropic liquid crystal (LC) 

solvent, applied by spin coating onto 

a rubbed polyimide alignment layer, as represented in figure 16.107  OVLS provides an 

organized fluid environment in which organic molecular crystals nucleate and grow. 

The technique produces large crystals, enables control over crystallographic 

orientation, morphology, and size, and is carried 

out under near ambient conditions.  OVLS is 

therefore compatible with a variety of 

substrates and organic materials.  Due to the 

increased diffusion of molecules in a liquid 

environment, OVLS can grow crystals under 

near ambient temperatures to sizes only possible 

Figure 16:  OVLS deposition schematic.  Adapted from [107] 

Figure 17: Optical micrographs of tetracene films 
on Si(100) coated with rubbed PVA and A) LC 
ZLI-3417 B) LC E7 C) LC MBBA.  All scale bars 
are 100 µm.  Adapted from [107] 
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at high temperatures for bare surface growth.  OVLS has shown an ability to grow 

highly ordered films of the organic semiconductors tetracene, pentacene and 

anthracene, and should be applicable to a wide range of materials.   

The OLVS method affords additional controllability with the selection of the 

solvent.  The ability to tune growth characteristics is a long-recognized advantage of 

solution-phase crystallization via chemical interactions with the solvent.108

Orientation of organic semiconductor crystals 

in OVLS differs from the other approaches discussed 

above due to the fact that the crystals are floating 

freely in the LC solvent.  The orientational 

mechanism arises from a mechanical torque applied 

to misaligned crystals resulting from surface 

anchoring and curvature elasticity, as illustrated in 

figure 18.

  Shown in 

figure 17 are some differing crystal morphologies of tetracene, ranging from platelets 

to needles to compact lozenges based solely on the growth medium.  It is therefore 

possible to select a desired crystal morphology by 

choice of growth medium. 

107  To quantify the degree of order, an order parameter was calculated by 

equation 2: 

(2)      

Where θ is the angle between a specific axis ([110] for tetracene) of a crystal 

and the mean orientation of all crystals within the film and the brackets represent an 

Figure 18:  orientational mechanism of 
LC imprinting.  Adapted from [107] 
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average over all observations.   The order parameter is zero for completely dissordered 

films and 1 for completely ordered films.  Films grown by the OVLS method obtained 

s values from 0.9 to 0.99, proving the OVLS mechanism as a powerful tool for organic 

semiconductor thin film alginment.107   

Previous research in the Patrick group introduced the OVLS method and 

demonstrated its promise in a few model systems.  However, this work also revealed a 

number of shortcomings associated with the method, including poor reproducibility 

and the need for unacceptably long deposition times (on the scale 14h to 1 day).  If 

these limitations could be overcome, OVLS would allow for the large scale production 

of organic semiconductor devices.  Also, OVLS could be used to deposit and grow 

films of any material which satisfied the requirements for the system (slightly soluble, 

air stable, readily sublimes under ambient pressure), not exclusively organic 

semiconductors. 

To improve upon the OVLS method, two organic semiconductors were studied 

in this work: tetracene and anthracene.  These compounds are linear fused-ring 

organic semiconductors from the archetypal polyacene family, shown in figure 19.109  

Tetracene was chosen due to reasonably high 

chemical stability, the fact that it can be 

readily sublimated, and its favorable electronic 

properties, making it a good candidate for a 

variety of applications.110,111,112,113,114,115

 
Figure 19: structures of tetracene and anthracene 

  

Anthracene was also studied as it is more 
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chemically stable and grows larger crystals.  Also, since anthracene is a bi-product of 

petroleum distillation, it benefits from a 100 fold decrease in cost. 
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Section 5 
Goals of Thesis 

Interest in using organic semiconductors in applications such as large area 

displays, photovoltaic devices, and RFID tags stems in part from their prospects for 

enabling significantly reduced manufacturing costs compared to traditional inorganic 

semiconductors.  However many of the best performing prototype devices produced 

so far have involved expensive or time-consuming fabrication methods, such as the 

use of single crystals or thin films deposited under high vacuum conditions. This 

thesis examines a new approach for growing low molecular weight organic crystalline 

films at ambient conditions based on an organic vapor-liquid-solid growth (OVLS) 

mechanism using thermotropic nematic liquid crystal (LC) solvents.   

 In this research I have introduced a laminar flow of an inert carrier to increase 

deposition rate as well as to decrease overall aggregation times, as well as vapor phase 

particle charging, which increases deposition rate even further.  I have studied the 

effects of carrier gas flow rate, sublimation rate, carrier gas composition, particle 

charging, and plasma environment and found that a delicate balance between flow 

rate and sublimation rate must be maintained, while carrier gas composition and 

plasma environment affect both chemical purity and deposition dynamics.  Particle 

charging was shown to not only increase the rate of deposition, but also to allow for 

an additional control over the path of the particle beam. 
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Chapter Two 

Ambient Axisymmetric-Spray  

 As described in chapter one, the most widely-used method for organic 

semiconductor thin film growth is organic molecular beam epitaxy (OMBE).  

Although OMBE is capable of producing high quality, high performance thin films, it 

has several drawbacks.  Presented in this chapter is a new method for growing organic 

semiconductor thin films by Ambient Axisymmetric-Spray (AAS) deposition.  The 

AAS chamber is similar to typical OMBE chambers with one important difference: 

deposition is carried out under near ambient pressure at room temperature, thereby 

removing the need for the costly equipment and lengthy procedures required for 

working in a high vacuum environment.  The AAS chamber consists of two regions we 

term the mixing region and the deposition region.  In the mixing region, a resistive 

heating element, composed of Omega Engineering Nicrome 80 wire wrapped around a 

Macor™ receptacle with an Omega Engineering thermocouple, is controlled by an 

Omega Engineering CN4321 temperature control unit.  The heating element holds a 

graphite crucible which heats an organic semiconductor promoting controlled 

sublimation. The resultant vapor combines with a carrier gas fed through the side of 

the mixing region producing a dilute gas phase mixture, which exits the mixing region 

through a nozzle (VWR International disposable pipet tip 1-220uL cut to varying 

nozzle diameters) and enters the deposition region.  The mechanics of the deposition 

region are complex, and will be explained in greater detail later.  The system is 

enclosed by a 15.24 cm diameter acrylic cylinder with 1.27 cm thick walls and a 1.27 
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cm thick removable acrylic lid.  The base of the AAS chamber is aluminum and 

contains a channel in which water is continuously flushed to maintain ambient 

temperature.  All manufactured parts of the AAS chamber were built at the Western 

Washington University machine shop. 

The AAS system affords control over organic flux rate, organic vapor phase 

concentration, deposition rate, and diffusion of adsorbed species.  Additionally, the 

cost of building an AAS system is significantly lower than a high vacuum OMBE 

chamber (on the order of one quarter).  A schematic representation of the AAS 

chamber is presented as figure 2-1 with a list of control parameters presented in table 

2.   

  

Table 2: Experimental parameters associated with the AAS method. 
 

Parameter Abbreviation 
Crucible temperature Tcruc 
Carrier gas flow rate u0 

Substrate to nozzle distance z* 
Nozzle radius rnozzle 

Radial distance from center of nozzle rdep 

Internal pressure P 
Substrate temperature Tsub 

Deposition time tdep 

Mass of organic powder Mos 
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Figure 2-1: Schematic representation of the AAS chamber. 
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The AAS chamber was designed to accomplish three goals.  First, to increase 

the rate of deposition so organic semiconductor thin films could be grown in minutes 

instead of hours.  Second, to design a system with a high degree of reproducibility.  

Third, to reduce or eliminate one of the issues associated with standard pressure 

OMBE, namely, vapor phase aggregation.  Due to the ability of OVLS substrates to 

dissolve particles of organic semiconductors, a small degree of vapor phase 

aggregation is acceptable. 

The two regions of the AAS system must be modeled independently due to 

their unique hydrodynamics. In the mixing region, two concurrent mechanisms are 

considered: sublimation and vapor phase aggregation.  Condensation in the mixing 

region is considered negligible for the AAS system since the sublimation event occurs 

in a graphite crucible heated above the sublimation temperature.  Therefore, 

sublimation occurs at a rate S calculated by equation 2-1:1

(2-1)     

Where Tcruc (K) is the crucible temperature, P (Pa) is the pressure of the 

system, ΔHsub (J mol-1) is the heat of sublimation, and A (m2) is the total area of 

sublimate. 
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Section 2 
Particle Aggregation Model 

In standard OMBE, the incident particle flux must consist of primarily 

monomers, since larger particles on a substrate will diffuse at low rates (if at all), 

resulting in poor quality films.2  This situation leads to small grain sizes, a highly 

undesirable growth mode for semiconductor films, as discussed in chapter one.  In 

addition, crystals grown in the vapor phase can have a large variety of complex 

morphologies, making controlled studies impossible.  Since our system involves 

atmospheric pressure and the chamber is held at room temperature, vapor phase 

aggregation will occur and thus lead to a broadened incident particle size distribution.  

Presented here is a coarse approximation for cluster growth due to vapor phase 

aggregation.  Following the work of Elimelech et al., we calculate particle size 

distributions based upon our experimental conditions.3

(2-2)      

Where ka (unitless) is the collision kernel and n0 (molecules m-3) is the initial 

concentration of particles.  The collision kernel (a unitless scaling constant) can be 

calculated using equation 2-3:  

  Colliding clusters will 

aggregate based upon an aggregation probability, assumed here to be unity (i.e. every 

collision results in particle fusion), and so aggregation of vapor phase particles will 

occur based solely upon their probability of collision.  The collisional half life, or the 

time it takes for half of the existing vapor phase particles to collide (L molecules-1 sec-

1) is calculated using equation 2-2: 
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(2-3)      

Where Ap (m2) is the cross sectional area of a particle of given size, kB (J K-1) is 

the Boltzmann constant, T (K) is the temperature of the particles, D (m2 sec-1) is the 

diffusion coefficient, and μ (Kg m-1 sec-1) is the dynamic viscosity of the carrier gas.  

Assuming that the cross sectional area and the diffusivity scale to a value of 1 

independent of particle size allows for equation 2-3 to simplify to 2-4: 

(2-4)      

We now make the following assumptions so that the model can produce 

analytical solutions:   

1)  When particles collide, their volumes are additive.   

2)  Diffusion is the dominant driving force for collisions.   

3)  Particle collisions occur exclusively between particles of the same size.   

The third assumption is only valid for very short timescales with a relatively 

small number of collision events (when t/τ ≤ 200). 

A cluster size distribution can now be approximated with equation 2-5:    

(2-5)      

 Where t (s) is the time of flight (or amount of time the particles are allowed to 

aggregate), k (molecules) is the size of a cluster and nk (clusters m-3) is the 

concentration of clusters of size k.  The most important parameters to investigate are 

initial particle concentration and aggregation time, as these are the main variables 

used to manipulate the AAS system.  Aggregation time is reported as the time of 
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flight, calculated by the distance that a particle must travel to reach the substrate 

divided by the gas flow rate assuming that the dynamics of a particle in the gas 

stream is independent of its position in the chamber.  Figure 2-2A plots cluster size 

distribution histograms for two different values for the time of flight (0.02 s and 0.2 s) 

representing the experimentally determined bounds of the system using an initial 

monomer concentration n0 = 1018 molecules m-3 (The experimental bounds were found 

by performing a series of experiments at differing flow rates to find the lowest and 

highest values tolerable.  These flow rates were then used to calculate time of flights 

based on the distance between the solid powder and the surface of the substrate).  As 

can be seen, particle size distribution shifts rapidly towards larger particles as the 

aggregation time increases.   In fact, for a half of a second increase in aggregation 

time, the particle size distribution can shift from particles under 23 molecules to those 

in excess of 100 molecules.   
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Figure 2-2: A) Theoretical particle size distribution as a function of time of flight.  B)  Theoretical average vapor phase 
cluster size versus time of flight 
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As the theoretical distribution of sizes shifts, so does the theoretical average 

particle size, illustrated in figure 2-2B, showing a linear relationship between 

aggregation time and average size which begins to tail off at longer times.  It is 

interesting to note that under these conditions for every tenth of a second increase, 

the average particle size increases by ~50 molecules. 

As stated previously, the ideal particle flux consists primarily of monomers.  

However, due to the increased number of collision events resulting from the use of an 

ambient pressure setup, the concentration of monomers in the AAS system will 

always be low, and will decrease exponentially with respect to aggregation time as 

shown in figure 2-3.  For example the monomer concentration is predicted to drop 
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Figure 2-3:  Theoretical representation of the exponential relationship of time of flight on monomer 
concentration.  This relationship must conclude that monomer arrival is highly improbable under 
these experimental conditions. 
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from 100% to just 3.6% after the first 0.05s.  Therefore, according to this model, in 

order for there to be a reasonable concentration of monomers, the time of flight must 

be on the order of milliseconds. 

As is clear from the preceding discussions, initial vapor phase particle 

concentration (n0) will strongly affect the particle size distribution.  Indeed, it has 

been shown experimentally that high particle concentration can lead to unfavorable 

results (presented below).  In order to estimate n0, the AAS chamber was run for 24 

hours, and the loss of mass from the crucible was measured.  Based on the mass of 

tetracene sublimated (4.7 mg), and the gas consumed at standard run parameters, (~5 

L) we estimate n0 ~ 1017-1019 molecules L-1 under typical conditions.  Unfortunately, 

10 100 1000
1E9

1E10

1E11

1E12

1E13

1E14

N
um

be
r o

f c
lu

ste
rs

Particle size (molecules)

 n0 = 1017 molecules m-3

 n0 = 1018 molecules m-3

 n0 = 1019 molecules m-3

 
Figure 2-4: Theoretical particle size distributions for differing n0 values.  For this plot, the time of flight was 0.02 s. 
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the model predicts unacceptably large particles if the initial concentration exceeds ~ 

1019 molecules L-1, as particle sizes can theoretically reach 500 molecules shown in 

figure 2-4 for a time of flight of 0.02 s. 

  



40 
 

Section 3 
Particle Deposition Model 

Once the particle beam exits the mixing 

region, the hydrodynamics can be described by the 

axisymmetric stagnation-point flow model, 

represented by figure 2-5.  The beam exits the 

nozzle located below the substrate at a position (z*) 

with a velocity (uo) varied by experiment.  In order 

for the AAS system to follow the predictions made 

by this model, the inter-system spacing must obey 

certain geometric constraints.  This condition is 

satisfied for a z*/rnozzle ≤ 4.   

Due to the high degree of dilution of the heated sublimate, we assume that the 

temperature of the carrier gas is uniform and close to room temperature.  (Preliminary 

experiments later confirmed this result, as the gas exiting the nozzle showed only a 1 

degree Celsius increase in temperature.)  Assuming the flow has zero viscosity 

(inviscid) and is incompressible near the stagnation point (z = 0, rdep = 0) leads to the 

formation of hyperbolic streamlines with velocity components given by equations 2-6 

through 2-8 as previously reported by D. F. Rogers.4

(2-6)      

   

(2-7)      

(2-8)      

Figure 2-5:  Schematic representation of 
the axisymmetric stagnation-point flow 
region 
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Where a (s-1) is the rate of change of the z-component of the flow between the 

nozzle and substrate (known as the axisymmetric flow constant), r (m) is the radial 

position in the beam, and z (m) is the vertical position in the beam.  Note that the z 

component of velocity for particles exiting the nozzle will be independent of their 

radial position due to equation 2-6 and that the vertical velocity component of the gas 

is independent of radial position due to equation 2-7.  Therefore, we expect no radial 

dependence on particle flux rate or particle size leading to radially uniform thin film 

growth for the region directly above the nozzle (rdep  ≤ rnozzle).  This property of 

axisymmetric stagnation-point flow makes it potentially a very powerful method for 

depositing highly uniform films.  However, this model will only produce accurate 

results for a small region above the nozzle (rdep ≤ rnozzle), where the substrate is 

considered to be comparatively large with respect to the nozzle (R >> d). 

As z approaches zero, so does the vertical component of velocity due to the no-

slip boundary condition, which states that at a solid boundary, a fluid will have zero 

velocity relative to the boundary.5  This leads to the formation of a boundary layer, 

with a uniform thickness δ over the entire deposition area calculated using equation 2-

9:6

(2-9)      

   

Where ν (m2 s-1) is the kinematic viscosity of the carrier gas.  In order for a 

particle to reach the substrate, it must diffuse through this boundary layer.  Particles 

may penetrate this layer through diffusion, by the action of non-flow forces such as 

gravitational or electrostatic forces, or as a result of inertia.  However, for the system 
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in question, inertia will play no role due to the small size of the particles and 

electrostatic forces will be negligible (see chapter 3). 

An appropriate model for transport of small particles across the boundary 

layer will follow the work done by Cooper et al. who analyzed the mechanics of 

particle deposition with gravimetric and electrostatic forces.7

(2-10)      

Where n (molecules/m3) is the concentration of gas phase particles at the 

boundary layer interface, D (m2 sec-1) is the diffusion coefficient for these particles, rP 

(m) is the particle diameter, and Sh is the Sherwood number, a non-dimensional mass 

transport coefficient.  The Sherwood number in this case will include two transport 

terms, gravitational and diffusional calculated with the Péclet number using equation 

2-11:   

  The particle flux at the 

substrate j (particles m-2 s-1) is calculated using equation 2-10: 

(2-11)     

The gravitational constant is negative in our case due to the inverted 

geometry.  The diffusion of particles through the boundary layer is calculated from 

the Péclet number (a dimensionless number relating the rate of advection to diffusion) 

by equation 2-12:   

(2-12)      
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The force due to gravity (KG) can be calculated as the work done on a particle 

divided by its thermal energy (The force gravity exerts is simply particle mass times 

the acceleration constant and the distance this force acts is the radius of the particle, 

multiplied together to give work).  Therefore, Kg is given by equation 2-13: 

(2-13)      

 Where m (kg) is the particle mass, g (m sec-1) is the acceleration due to gravity, 

rp (m) is the particle radius, Boltzmann constant and temperature.  From these 

equations, it is clear that particle size will strongly affect deposition rate though the 

inclusion of Kg.  Particle size is directly proportional to particle mass, and therefore 

larger particles will have a larger Kg and thus a smaller j.  Additionally, for the 

condition of Pe>>Kg, the deposition rate scales as rp-5/9.  Therefore, due to the dynamics 

of the boundary layer, there exists a particle size dependent deposition rate causing 

preferential deposition of smaller particles.  To model the particle size distribution of 

molecules that actually deposit on the substrate, we combine the two previous models 

(aggregation and deposition).  As shown in figure 2-6, the majority of deposited 

particles are of size smaller than 10 molecules (for the idealized case when n0 is 1018 

molecules m-3 and time of flight is 0.02 s).  Additionally, by increasing the flow rate 

from 0.01 to 0.13 m/s (time of flights of ~0.3 s and ~0.02 s), we can increase the 

deposition rate by two orders of magnitude while maintaining a small particle size 

distribution.  Therefore, there exists a regime accessible in the AAS system that will 

allow for deposition of small particles even though experiments are carried out under 

ambient conditions.   
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 As the initial concentration of sublimate is increased, the average size of vapor 

phase clusters increases.  As the boundary layer filters particles above a certain size, 

there will be a certain n0 value which will give the highest deposition rate of preferred 

sizes.  Therefore, as one of the goals of the AAS system was to improve the deposition 

rate of the OVLS method, sublimation rate must be kept relatively high.  With a high 

sublimation rate however there exists a possibility for larger particles to pass the 

boundary layer if the gas flow rate is kept high.  This problem cannot be solved by 

simply decreasing the flow rate as doing so increases the time of flight, which has a 
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Figure 2-6:  Theoretical deposition rate with respect to flow rate.  The input parameters for these plots were: 
n0 = 1018 molecules m-3; time of flight = 0.02 and 0.2 s respectively. 
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significant effect on the resultant particle size distribution.  Therefore, the flow rate 

and initial concentration of sublimate must be tuned in conjunction to keep the size of 

vapor phase particles low while keeping the concentration of vapor phase particles in 

the particle beam reasonably high.   

Additionally, the particle stream exiting the nozzle must be laminar.  Laminar 

flow is defined as collimated flow with uniform streamlines, represented in figure 2-

7A.   If the flow exiting the nozzle is turbulent (figure 2-7B), then large vapor phase 

aggregates will form and, as the boundary layer at the substrate cannot form under 

turbulent conditions, those large particles will deposit on the substrate.  For the AAS 

system, the Reynolds number is kept below the theoretical laminar to turbulent 

transition (~2000)8

(2-14)      

.  The Reynolds number in this case is calculated for a pipe flow by 

equation 2-14:  

Where u (m/s) is the mean fluid velocity, D (m) is the diameter of the pipe, µ 

(Pa s) is the dynamic viscosity of the carrier gas and ρ (kg m-3) is the density of the 

carrier gas.  The flow inside the AAS system could also become turbulent by a length 

dependent transition.  However, the 

system is designed so there is insufficient 

spacing for this type of transition. 

Another important consideration is 

the choice of gaseous environment as a 
 

Figure 2-7:  Flow line representation of two distinct 
streamlines:  A) Laminar and B) Turbulent flow 
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high viscosity gas will inhibit cluster formation by decreasing the rate of vapor phase 

collisions.  However, a high viscosity gas will lead to a larger boundary layer and 

therefore decrease overall deposition rate.  This is illustrated in figure 2-8, which 

shows a series of viscosities for both the particle size distribution and the deposition 

distribution, presented as figure 2-8A and 2-8B respectively with the following input 

parameters: n0 = 1017 molecules m-3, time of flight= 0.04 sec.  As shown, a larger 

viscosity gas will lead to a larger deposition rate because the particle size distribution 

will remain small, having a much larger impact on j then the boundary layer 

thickness. 



47 
 

0 20 40 60 80 100

0.0

5.0x1013

1.0x1014

1.5x1014

2.0x1014  µ = 5*10-6 poise
 µ = 1*10-5 poise
 µ = 1.5*10-5 poise

nk
 (m

ol
ec

ul
es

)

Particle Size (molecules)
 

0 5 10 15 20 25 30 35 40

0.0

2.0x1011

4.0x1011

6.0x1011

8.0x1011

1.0x1012

1.2x1012

1.4x1012

j (
pa

rti
cle

s m
-2
 s-1

)

Particle Size (molecules)

 µ = 5*10-6 poise
 µ = 1*10-5 poise
 µ = 1.5*10-5 poise

 
Figure 2-8:  A) particle size distributions for different dynamic viscosities.  

      B) deposition rate distributions for different dynamic viscosities.   
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 In addition to dynamic viscosity, the gas density will have a small impact on 

the resultant deposition rate distribution.  Since a denser gas will lead to a smaller 

boundary layer, the overall deposition rate will increase slightly with a higher density 

gas due to a decrease in boundary layer filtering effectiveness.  This result is presented 

in figure 2-9 for three different gas phase densities.  The size of the scale for ρ used 

should indicate that the gas density has only a small effect of the system.  The input 

parameters for figure 2-9 are: n0 = 1017 m-3, t = 0.04 s.  
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Figure 2-9:  Theoretical effect of gas density on deposition rate distribution. 
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Section 4 
Experimental Data 

In order to grow high quality organic semiconductor thin films, it is necessary 

to deposit the smallest possible particles on the substrate (preferably monomers).  It 

was discovered that for flow rates above a critical point, large clusters were deposited 

in large volume.  At these large flow rates, a significant amount of turbulence existed 

in the chamber, increasing deposition rate of large aggregates.  Additionally, 

turbulence leads to a greater degree of mixing throughout the chamber as diffusion is 

no longer the dominant force driving vapor phase particle collision. This increase in 

flux makes particle collision in the vapor phase more probable, and thus allows for 

formation of larger vapor phase aggregates.  The form of these large vapor phase 

aggregates varied widely, ranging from complicated elongated structures to compact 

crystals presented in figure 2-10, and would have obvious detrimental impact on the 

resultant film’s growth. 

  

Figure 2-10:  POM image of A) a large anthracene vapor phase aggregate (~104 molecules) and B) SEM image of a large tetracene 
vapor phase aggregate (~4500 molecules).  Note that the anthracene vapor phase aggregate is significantly larger due to 
anthracene’s ability to more readily grow crystals. 

 

50 µm 500 µm 

A       B  
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In order to prevent the formation and deposition of larger aggregates, it is 

necessary to experimentally determine the range of useable flow rates.  Therefore, a 

series of experiments was performed over a range of inlet gas pressures with the 

results shown in figure 2-11 (with higher inlet pressures leading to higher flow rates).  

Below the critical flow rate, the deposited particles were sufficiently small and the 

resultant films showed no evidence of vapor phase growth, shown in figure 2-11A&B.  

However, above the critical flow rate, large yellow tetracene vapor phase aggregates 

appeared, shown in figure 2-11C.  When the flow rate increased, the number of vapor 

phase aggregates increased as shown in figure 2-11D. 

 
  

Figure 2-11:  Polarized optical microscopy images of tetracene films grown with increasing inlet 
pressure (and therefore flow rate) at 400 x magnifications.  A) 10 psi  B) 20psi  C) 30 psi  D) 40 psi.  The 
large yellow clusters in parts C&D are large vapor phase aggregates 

A B 

C D 

50 µm 50 µm 
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In order to find the working ranges of sublimation rate, a series of tetracene 

thin films were grown at varying values of S (from equation 2-1).  While a 

quantitative value for S is difficult to calculate, if one assumes the pressure, area of 

sublimate, and mass of sublimate are fixed and vary the temperature, we can 

calculate a comparative sublimation rate shown in equation 2-16.   

(2-16)      

  The results of an experiment performed with differing crucible temperatures 

(and therefore sublimation rates) are presented as figure 2-12 (Absorbance is used as a 

surrogate for total amount of material deposited).  From this experiment set, we can 
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Figure 2-12:  Total coverage of tetracene calculated by absorbance, measured at  

        525nm. 
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conclude that the deposition rate is linearly proportional to the sublimation rate for 

the range of crucible temperatures presented.  Also, it is clear that the sublimation 

rate can be reliably tuned by the application of equation 2-18.  

 
To a first order approximation, coverage is equal to flux rate multiplied by 

deposition time.  Due to the importance of flux rate in surface dynamics calculations, 

an attempt was made to calculate flux rate.  By studying coverage as a function of 

deposition time, we discovered that the deposition rate (and thus flux rate) held 

steady for a certain low coverage regime.  However, after 20 min, the deposition rate 
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Figure 2-13:  Coverage with respect to deposition time, with coverage measured by 
absorbance at 525nm. 
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declined to near zero.  This result is shown in figure 2-13, with the deposition cut off 

shown at ~20 min.  Coverage here is again measured as a function of absorbance at 

525 nm.  This result does not indicate the flux rate declines to near zero after 20 min 

but that 20 min is all that is required for the AAS system to deposit sufficient 

material to critically cover the substrate.  At this point, the film is so dense that new 

nucleation is impossible and thus incoming particles will collide with existing crystals.  

As the dominant morphology encountered for tetracene crystals grown by the AAS 

system are platelets in which planar growth greatly outweighs out-of-plane-growth, 

the growth rate of crystals beyond this critical coverage is sufficiently lower.   
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The AAS system produces films with a high degree of radial uniformity for the 

area directly above the substrate (rdep ≤ rnozzle).  To quantify this behavior, a position 

relative optical intensity study was performed by POM with a band pass filter (500nm 

to 575nm) over its illumination source.  The intensity of transmitted light was 

measured by a photo detector for a 0.85 mm by 0.65 mm rectangular region and 

absorbance was plotted as a function of radial distance from the center of the nozzle 

(figure 2-14).  For this experiment, the diameter of the nozzle was ~3.5 mm.  The area 

of the substrate directly above the nozzle (rdep < 1.75mm) shows relatively uniform 

deposition volume.  Additionally, the size of the crystals on the substrate had 
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Figure 2-14:  Radial intensity study for a tetracene film grown by the AAS method 
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qualitatively similar sizes.  However, for all rdep values greater then rnozzle, the 

deposition rate falls off rapidly with distance. 
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Section 5 
Growth Kinetics 

In an attempt to further understand the dynamics of the AAS system’s flux, 

experiments were performed on bare substrates and analyzed for growth trends.  The 

surface dynamics of films grown on bare substrates has been intensely studied in 

relation to epitaxial growth, and relationships between crystal size, crystal spacing, 

flux rate, nucleation rate, nucleation density and coverage have been developed which 

are applicable to a large number of different OMBE grown films.9,10,11,12,13,14,15,16,17

Figure 2-15 shows a schematic representation of the surface of a substrate to 

which vapor phase particles of organic semiconductor impinge as well as the resultant 

competing processes.  All of these processes occur simultaneously with characteristic 

rates, thus making it possible to classify the dynamics of growth by applying existing 

,21  

While the sizes of particles deposited on the substrate for the AAS method are not 

assumed to be predominantly monomers, we will assume the arriving particles are 

small enough to undergo diffusive motion on the substrate (a result later confirmed by 

experiment). 

 
Figure 2-15: A visual representation of the concurrent processes of epitaxial growth. 
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models.  Figure 2-15A represents adsorption of a monomer onto a bare area of the 

substrate.  If the monomer has sufficient energy it can overcome the binding energy 

and desorb from the surface, shown in figure 2-15B.  Should the monomer remain on 

the substrate, it will diffuse in a semi-random motion until it collides with another 

object on the substrate, be it another monomer (figure 2-15c), a defect site (figure 2-

15d), or an existing crystal (referred to as an island (2-15e)).18

When a monomer or collection of monomers collides with an existing crystal, it 

will become incorporated into the 

crystal lattice and form crystals with 

differing fractal dimensions based on 

the ratio of flux rate (here defined as 

monomers arriving per unit time) 

  If a monomer collides 

with another monomer on the surface, it forms an island.  This island may be mobile 

(depending on the strength of surface/cluster binding and the temperature) and will 

either grow or shrink depending on whether or not it is stable.  The stability of an 

island is dependent upon both the substrate/island interactions and the intermolecular 

forces of the monomers.  The smallest stable size of an island is known as the critical 

nucleus size (i) plus one additional monomer.  The critical nucleus size is therefore 

defined as the smallest island size in which growth outweighs dissociation and thus 

becomes a nucleation site.  A nucleation site is defined as a cluster (or monomer) 

which serves as a seed to grow a larger crystal.  If a monomer comes into contact with 

a defect site, it can become tightly bound and serve as an additional nucleation site.  

 
Figure 2-16: Examples of OMBE grown pentacene crystals on 
SiO2 with A) low fractal dimension and B) high fractal dimension.  
Adapted from [20] and [21] respectively 

A B 
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and diffusion (speed at which a monomer can diffuse around the surface of the 

substrate).  If the ratio of flux to diffusion is low, then monomers can diffuse around a 

crystal until they find their lowest energy conformation, resulting in compact crystals 

with a low fractal dimension (figure 2-16A).19   When the ratio of flux to diffusion is 

high, monomers cannot diffuse around a crystal to find the lowest energy 

conformation, resulting in crystals with a high fractal dimension (figure 2-16B). 20

For films grown by OMBE, there exist three distinct regimes separated by the 

rate of change of number of crystals over time, represented by figure 2-17.

  

18  The 

graph presents natural log of nucleation density (number of crystals per unit area) 

versus time.  Initially, a substrate has a low density of crystals, and thus the growth 

of new crystals is the dominant process.  The slope of this line is a strong indicator for 

growth kinetics (see below).  When 

the nucleation density is sufficiently 

high, then nucleation of new crystals 

becomes improbable, and thus 

crystals simply grow.  After crystals 

have grown to a size in which they 

begin to come into contact with their 

neighbors, the nucleation density declines, referred to as the coalescence regime. 

As discussed earlier, we do not expect the incident particle flux to consist of 

primarily monomers, but we do assume that the incident particles are small and thus 

will undergo diffusive motion resulting in similar surface dynamics compared to films 

grown in high vacuum OMBE.  In an attempt to determine whether the incident flux 

 
Figure 2-17:  Regimes of epitaxial growth 
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consisted of particles small enough to undergo diffusive motion, a progressive 

deposition study was performed on tetracene thin films grown on a silicon wafer ((110) 

naturally grown oxide).  The sample was subjected to a number of deposition steps, 

the results of which were imaged by SEM in the same 40 um x 30 um area.  (In order 

to find the same area after each successive deposition step, it was necessary to create 

guides on the surface of the silicon sample.  It is well known that a high energy 

electron beam can ablate surface atoms from a sample.  Using this knowledge, the 

SEM electron beam was intensified (by increasing the current on the microfilament) 

to ablate the surface of the silicon wafer in locations of significant distance from the 

scan areas.  A grid pattern of damaged locations was created to allow quick 

recognition of a 200um square area, from which each scan area can be located.)  The 

imaged areas of the sample spent the minimal amount of time in the SEM’s electron 

beam to avoid damaging the deposition area.  The resultant SEM images are 

presented as figure 2-18 in order of total deposition time (A = 5 min, B = 10 min, C = 

15 min, D = 30 min, E = 60 min, F = 120 min).   
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Figure 2-18:  SEM images of tetracene films grown on silicon (100) at progressive deposition times of:      A: 5 min     B: 10 min     C: 15 min      D: 30 min      E: 60 min      F: 120 min 

A B C 

D E F 
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The crystals grown had a high fractal dimension, indicating a high flux to 

diffusion ratio.  The fact that the crystals grew in volume with each deposition step 

states that they were able to capture additional material, indicating that the incident 

flux did consist of particle sizes small enough to undergo diffusive motion on the 

substrate.  After 5 min, the nucleation rate of new crystals dropped, indicating that 5 

min is sufficient to near the end of the nucleation regime.  However, after longer 

deposition steps, a new morphology appeared.  A high resolution AFM image of this 

morphology is presented in figure 2-19, which was not accounted for in the literature.  

Their unusual shape as well as their absence at shorter run times leads to the 

conclusion that this type of morphology either grew in the vapor phase or grew as a 

result of some impurity introduced in between the 30 and 60 min deposition step.  The 

analysis of this progression study was performed by removing the abnormal 

morphologies and assuming that crystal height was directly proportional to 2D 

crystal volume. 

 Nucleation rate is an important variable as it can be used to extract useful 

growth kinetics information.  Nucleation 

density can be used to calculate nucleation 

rate when considered as a function of 

deposition time.  In the following section, 

we will use the equations given by 

Venables et al.  Since the time of this 

work, many advances in this field have 

 
Figure 2-19:  AFM image of long deposition time 
tetracene morphology 
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been made.  However, the resolution of the data collected does not allow for a more 

rigorous analysis.  The nucleation density N (molecules/lattice site) is approximated 

by equation 2-17:18  

 

(2-17)      

Where θ (monolayers) is surface coverage, F (monolayers/s) is the flux rate, D 

(m2 s-1) is the diffusion rate, i (molecules) is the critical nucleus size and E (joules) is a 

characteristic energy dependent upon substrate, compound, and growth regime.  The 

value of p in equation 2-19 is an indication of the film’s growth kinetics.  There exist 

three different growth regimes: complete condensation, diffusion, and direct 

impingement.18  In the complete condensation regime, all monomers that come in 

contact with the surface remain on the surface.  These monomers are allowed to 

diffuse, nucleate and attach to existing islands.  The diffusion regime allows for all the 

same processes as does the complete condensation regime and also allows for 

desorption of monomers.  The direct impingement regime states that only monomers 

that impact existing monomers will cause crystal growth.  In this regime, there is no 

diffusion, no nucleation (unless on a defect site) and no desorption.  The value for p is 

dependent on the regime as follows: complete condensation ( ip = ), diffusion (

3
1

+
+

=
i
ip ) direct impingement (

2+
=

i
ip ).  These functions of p also depend on the 

critical nucleus size.  Due to the fact that flux rate multiplied by time equals 

coverage, we can replace θ with FT in equation 2-17.21  When equation 2.4 is 
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rearranged, it is possible to create a natural log plot of the nucleation density versus 

both flux rate and time by equation 2-18.   

(2-18)      

The slope of the resultant graph will give the value of p, and therefore it is 

possible to calculate the value of i.  Equation 2-18 is applied to give figure 2-20, a 

natural log plot of the deposition time versus nucleation density obtained by SEM 

(Nucleation density can be defined as the number of nucleation sites (crystals) per 

unit area).  The slope of the resultant graph was calculated to be 0.6. 

As shown previously, sublimation rate can be reliably controlled by varying 

the temperature of the graphite crucible.  Assuming that sublimation rate is directly 

proportional to flux rate, we can use sublimation rate as a surrogate for flux rate.  In 
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Figure 2-20:  Nucleation density versus time.   
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order to confirm the results obtained by SEM, a number of films were grown on silicon 

(110) natural oxide at differing values of Tcruc.  In this case, nucleation was measured 

by AFM in tapping mode.  By applying equation 2-20 again except varying the value 

of F, we obtain figure 2-21.  This plot also has a linear relationship and a p value of 

~0.6.  Looking at the equations for p, it is clear that this type of growth is defined by 

the diffusion regime as it is the only regime in which a value of 0.6 is possible.  The 

results of this analysis suggest that the value for the critical nucleus for tetracene 

grown by AAS deposition on silicon (110) natural oxide is 2.   
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Figure 2-21:  Density versus sublimation rate (controlled by crucible temperature) 
for tetracene film grown on Si(100) and observed by AFM 
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 During the initial (low coverage) stage of crystal growth for this system, the 

crystal sizes are highly correlated.  In fact, if one can measure the size of the crystals, 

then it is possible to construct a scaling plot by equation 2-19:  

(2-19)      

 Where s (unit less) is the size of a crystal, S (molecules) is the average size of all 

crystals, Ns (a number density in units of per lattice site) is the density of crystals of 

size s, and f(s/S) solved analytically.  Through our collaboration with Dr. Brad 

Johnson in the physics department of WWU, we obtained a function for f(s/S) which 

fits simulation data better than those reported in the current literature.  The function 

depends only on the critical nucleus size and the ratio of size to average size (as is 

commonly reported) by equation 2-20:22

(2-20)     

 With Ai and bi solved by applying conditions of unit normalization and unit 

mean, leading to equations 2-21 and 2-22: 

 

(2-21)      

(2-22)      

With D(i) and B(i) defined by equations 2-23 and 2-24: 

(2-23)   

(2-24)   
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Where 1F1[a;b;c] is a confluent hypergeometric function. Equation 2-20 can 

now be used to create the size scaling plot shown as figure 2-22.  For the low coverage 

images (5 min of deposition), the data scaled reasonably well, with large noise 

presumably due to low sample volume.  However, the resolution of the data does not 

allow for a clear statement over the value of i.  Figure 2-22A shows the case for i = 1, 

with the theoretical curve fitting just as well as figure 2-22B, which shows the case for 

i = 2.  We therefore cannot make any solid conclusion between the two values of i 

based on this plot. 
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Figure 2-22:  Size scaling plot for A) i = 1 and B)i = 2 for the low coverage images. 
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Section 6 
Results 

After the parameter space of the AAS system was explored, it was 

incorporated with OVLS substrates in an attempt to grow high quality thin films.  As 

discussed previously, one must remain within certain experimental bounds in order to 

grow high quality organic semiconductor thin films.  It was determined from the bare 

substrate data that there existed a range of parameters in which growth of films of 

sufficient quality existed.  The AAS system was then explored within this range to 

find the optimum parameter space. 

Presented in figure 2-24 is one of the best films grown by incorporation of the 

AAS system with OVLS substrates method.  An ITO coated slide with a 100 um thick 

polyimide alignment layer and 1200 um thick film of EM Industries’ LC ZLI-3471 

was used to grow a tetracene thin film.  This particular LC was chosen because it had 

shown promising results when used with tetracene in previous OVLS experiments.  

The resultant thin film is presented as figure 2-23 and shows many characteristics of a 

high quality thin film, namely, large crystal sizes (~30 to 50 µm) and uniform 

crystallographic orientation.  The range of morphologies present in figure 2-23 

illustrates that the growth medium chosen was capable of producing phase pure films.  

However, to grow this film, a very low flow rate was used.  At these parameters, the 

AAS system offers little advantage in the area of high throughput film growth.  In 

fact, the unaided OVLS system has grown films of comparable quality on the same 

timescale.  
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 In order to increase the rate at which high quality films of tetracene grew, the 

rate of deposition for the AAS system was increased.  The AAS system’s deposition 

rate can be increased only by either increasing the sublimation rate or the gas flow 

rate.  While the AAS system was found to be capable of growing high density films in 

under 30 min, the quality of these films never reached an acceptable level.  Also, the 

lack of reproducibility meant that if a promising result was given, it was impossible to 

improve upon or even repeat.  The reason behind this setback lies with the 

experimental bounds for the variables u0 and n0. When the sublimation rate was 

increased, the concentration of larger vapor phase aggregates was sufficient to allow 

for deposition of particles over 200 µm in size.  Also, the average incident particle size 

Figure 2-23:  POM image of a tetracene thin film grown by AAS on an ITO coated glass substrate with a polyimide alignment 
layer and ~1200 nm thick film of the LC ZLI-3417 
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was too large to readily dissolve in the liquid layer even with the incorporation of 

substrate heating.  When the gas flow rate was increased, the liquid layer on the 

substrate was effectively pushed out of the deposition region, even though the solvent 

was a high viscosity liquid crystal.   

Incorporation of the AAS systems with the OVLS method resulted in mixed 

success.  The AAS system provided sufficient controllability necessary to grow high 

quality films by the OVLS method.  However, the goal of increasing deposition rate 

was deemed improbable due to the issues associated with the variables n0 and u0.  It 

was therefore concluded that an additional force for particle deposition was needed, 

namely, electrostatic attraction.  The inclusion of electrostatic forces will be presented 

in chapter 3. 
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Chapter Three 

Ambient Axisymmetric Spray with Particle Charging 

 Presented in this chapter is a new method for growing high quality organic 

semiconductor thin films using a system similar to the one presented in the previous 

chapter but with two significant improvements: namely, the inclusion of particle 

charging and mixing region purging.  It was stated previously that a desired rate of 

deposition for the AAS system was unobtainable due to the issues associated with 

increasing sublimation rate and carrier flow rate.  Therefore, an additional transport 

term in the deposition rate equation is necessary in order to achieve the goals of the 

thesis.  It was concluded that particle charging by electrical discharge could increase 

the deposition rate by several orders of magnitude as it allows vapor phase particles to 

overcome the static boundary layer and therefore deposit on the substrate at a much 

higher rate.  In this chapter I describe a modification to the AAS method that 

implements this charging concept, introduce a theoretical framework to account for 

its effects, and present the results of experiments characterizing its performance.   

Electrical discharges have long been observed in nature in the form of 

lightning, northern lights, and St. Elmo’s fire but were widely misunderstood.  During 

the 19th century, electricity became more available, and fundamental experimentation 

on discharges began with early applications such as radio transmission, lightning 

arrestors, and ozone production.  To this day, electrical discharges act as the basic 

part of many common sources for photons and charged particles.  In fact, they have 

become so widespread that we see them almost everywhere, from fluorescent lighting, 
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to ozonizers, arc welders and furnaces and even surface hardening equipment.  It is 

now well known that electrical discharges are strongly dependent upon electrode 

voltage, inter-electrode distances, electrode material, gas pressure, and gas 

composition.  Therefore, controlling the environment in which the discharge takes 

place is essential.  

The environment within an electrical breakdown can be described as a high 

field region in which a large density of high energy free electrons and ions exist.  The 

fact that a discharge occurs implies that there are at least some charge carriers 

available since an electric field has little effect on neutral species.  Under atmospheric 

conditions, there exist roughly 106 free electrons per cubic meter due to cosmic 

radiation.1  A discharge event begins when a free electron acquires kinetic energy from 

an electric field, or more accurately from the voltage source.   The magnitude of the 

kinetic energy an electron acquires is based on its mean free path and the field 

strength.  The free electron will eventually collide with a gas phase molecule, thus 

transferring some of its energy to either translational, rotational, or vibrational 

energy or cause excitation or ionization.  Translation, rotation and vibration will have 

little impact on the behavior of the particle in plasma, and are therefore of little 

importance for this work.  Excitation is a process in which a high energy electron 

induces a transition of an electron (on the molecule or element it collides with) to a 

higher energy state.  This process requires an electron with several eV, depending on 

the molecule or atom (for argon, the lowest excitation requires ~11 eV).2  The now 

excited species can either decay by spontaneous emission of a photon or can impart 
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energy by collision with another gas phase molecule.  In general, decay by radiation 

and collision are in competition, unless radiative relaxation is forbidden by selection 

rules, causing a metastable excited species.  These metastable species can have 

energies high enough to cause fragmentation (known as Penning Ionization) and can 

have lifetimes of several seconds.3

Electrical discharges have been utilized in the creation of what is known as 

electrostatic precipitators (ESP), which are of particular interest to this research due 

to their ability to remove gas phase molecules and small particles from the air.  Most 

ESPs operate with a low-temperature plasma known as an electrical corona 

discharge.

   

Ionization inside an electrical discharge requires free electrons.  There are two 

ways in which a molecule/atom can acquire a charge (without chemical modification).  

A relatively low energy electron can be captured by a neutral gas phase species in a 

process known as attachment, leading to the formation of an anion.  Alternatively, if 

an electron can acquire sufficient kinetic energy over the length of its mean free path 

it can cause secondary impact ionization.  Secondary impact ionization usually 

requires an election with a temperature above 10 eV, and removes a valence electron 

from the gas molecule creating an additional free electron as well as a gas phase 

cation.  This situation leads to a phenomenon known as an electron avalanche, the 

propagation mechanism for plasma.   

1  An electrical corona discharge can be described as a self-sustained 

electrical gas discharge where a geometrically determined electric field confines the 

primary ionization process to regions close to high field electrodes.4  There exist three 
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different possible corona discharges, distinguished by the charge on the electrode: DC 

negative, DC positive and radio frequency AC.  The DC negative corona discharge was 

chosen for our system because it contains a higher concentration of free electrons of 

lower temperature then that of DC positive coronas and is therefore more efficient at 

particle charging and less efficient at generating ozone.4 
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Section 2 
Corona Discharge 

A configuration for corona formation of 

particular interest, known as point-to-plane 

discharge, is shown in figure 3-1, and consists of 

three main regions.  The first region which 

directly surrounds the curved electrode is known 

as the ionization region.  It consists of an area of 

high-field in which the governing processes of an 

electrical discharge are confined.  Outside the 

ionization region is a low-field region where 

particles move under the influence of the field, 

known as the drift region.  Near the oppositely charged plane, ionized gas phase 

species are collected on a substrate with a high magnitude opposite charge relative to 

the ionization region, known as the collector region (The collector region can be held 

at ground with respect to the atmosphere, as long as the requirement of a steep 

voltage gradient is satisfied.4)  Charge is passed from the high field electrode to the 

collector region by gas phase ions, resulting in a current.  The current for corona 

discharge is low, typically on the order of 10 μA even though voltages used typically 

lie in the range of 3-15kV. Corona discharges fall under the broader category of low 

temperature glow discharges, with a concentration of free electrons in the range of 108 

to 1012 cm-3 with kinetic energies ranging from 1-20 eV depending on the geometry, 

voltage, and distance between electrodes.5

 

Figure 3-1: Regions of the point-to-plane 
corona discharge 
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 Current measurements in a point to plane corona discharge are directly related 

to quantity of charged species impacting the collector.  Therefore, by studying the 

relation of radial position on the plane versus current, it is possible to map the path of 

charged species between the ionization and collection region.  By assuming that the 

collector is sufficiently larger than the corona discharge and that there is no gas flow, 

the radial current density becomes a simple function of θ by equation 3-1.4 

(3-1)       

 Where θ is the angle between the tip of the ionizing electrode and the location 

on the substrate (shown in figure 3-1) 

 Presented in figure 3-2A is a current density plot for a negative point to plane corona 

discharge.4  It is clear that the point to plane corona discharge will give a fairly 

uniform distribution for small values of theta.  Figure 3-2B illustrates the radial 

-60 -40 -20 0 20 40 60

0.0

0.2

0.4

0.6

0.8

1.0

Cu
rre

nt
 D

en
sit

y

theta (degrees)
 

Figure 3-2: A) Radial current density plot for a point-to-plane corona discharge. B) Current density as a function of distance 
from the center of the nozzle. 
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current distribution in terms of distance from the center of the nozzle for the current 

system.  These results indicate that an unfocused corona beam with no included gas 

flow would lead to a large deposition region with a strong radial dependence.  

Therefore, the beam must be restricted to a narrow passage to allow for retention of 

radial uniformity.  Additionally, corona discharge’s requirement for high field 

magnitude conflicts with the geometric restraints of the axisymmetric stagnation 

point model since the distance from the corona event to the substrate would be 

sufficiently small to allow for complete breakdown.  Therefore, the ionization region is 

held further from the collector region and therefore the flow must be restricted. 
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Section 3 
Modified AAS System 

 To increase radial uniformity, the point to plane discharge set up was modified 

by the addition of a focusing tube between the charging region and the deposition 

region.  Glass was the material of choice for the tube due to its low surface roughness 

and dielectric properties.  It was discovered that even though glass is a dielectric, 

particle attachment allowed the surface to acquire sufficient charge to quench the 

corona discharge.  Therefore, an electrode was attached to the focusing tube to deplete 

surface charges.  However, due again to the requirement of high charge on the 

ionizing electrode, electrical arcing became significant when the focusing tube was 

simply grounded.  Therefore, a negative charge was added to the focusing tube, 

resulting in corona sustainment and retention of radial uniformity. 

 The new chamber was a modification of the AAS system, with two changes.  

First, the DC negative corona discharge set up was included to induce particle 

charging.  Second, a mixing region purge sidearm was added to keep the concentration 

of vapor phase particles in the mixing region low.  It was shown in the previous 

section that vapor phase aggregation was strongly affected by concentration in the 

vapor phase.  We determined that much of the vapor phase aggregation was occurring 

in the mixing region and therefore included 

this purging system to flush larger stagnant 

vapor phase aggregates.  The final form of 

the AAS system is illustrated in figure 3-3. 

Parameter Abbreviation 
Needle voltage Vn 

Substrate voltage Vsub 

Focusing tube voltage Vft 
Side arm purge rate Usap 

Table 3: Additional AAS control parameters 
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Figure 3-3:  Schematic of the AAS system with the addition of particle charging 
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Section 4 
Characterization of the Modified AAS System 

Recent theoretical studies have developed the relation between certain 

parameters for atmospheric pressure DC negative corona discharges operating in point 

to plane mode in an argon atmosphere.  A paper published by Dandaron et al. 

described the manner in which a corona discharge could be characterized by 

experimentally fitting an equation based on established similarity criteria.6 The 

criteria of importance were reported by Zhukov et. al, and were Ohm’s law , 

energy criterion , Reynolds number , Knudsen number , and the criterion 

accounting for the dimensions of the setup  where U (kV) is the voltage across a 

DC negative corona discharge gap, d (cm) is the inter-electrode spacing, D (cm) is the 

diameter of the chamber, I (uA) is the current across the gap, u (kg sec-1) is the mass 

flow of argon gas, and p (atm) is the pressure of the chamber.7

6

  From these criteria, an 

equation was fit to experimental data, resulting in equation 3-2.  

(3-2)    

 Equation 3-1 can be rearranged to equation 3-3 to be in a more convenient 

form. 

(3-3)    
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When a plot is constructed which compares the log of the current detected at 

the substrate versus the log of the voltage across the gap, the expected slope would be 

1/0.26 = 3.846, due to equation 3-4 (a rearrangement of equation 3-3).  

(3-4)      

 Where γ is simply a collection of values (which are held constant) by equation 

3-5. 

(3-5)      

 In order to test the validity of applying this model to our system, a series of 

data was obtained from the AAS system, the results of which are presented in figure 

3-4.  As shown, the experimental data fits extremely well to the model.  In fact, when 

a least squares fit was performed, the slope of the resultant curve was 1/0.26 (3.846).  

These results indicate that we can reliably predict the response of the system to 

alteration of any of the variables, being geometric or electrical.  Additionally, there 

was no current detected at the focusing tube electrode, which indicates that charged 

species are discharging or depositing on the surface of the tube at an insignificant rate. 
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The voltage applied to the focusing tube electrode was shown to have a small 

impact on the resultant deposition.  Presented in figure 3-5 is a collection of radial 

absorption plots for differing focusing tube voltages.  As shown, when the voltage of 

the focusing tube is increased from -0.5kV to -2kV, the organic beam seems to become 

more focused.  It is assumed that this effect will be more significant should a larger 

percentage of the vapor phase particles acquire a charge.  The voltage on the focusing 

tube has no effect however on the falloff outside the deposition region.  
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Figure 3-4:  Log version of the current/voltage plot showing the slope for experimental data to be 1/0.26 (~3.8).  These points were 
obtained with the values of important variables as follows: 
 
d = 4.75 cm; p = 1.68 atm; D = 12.1 cm; u = 1.56 x 10-5 kg s-1 
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Figure 3-5:  Radial distribution plots for different Vft values for anthracene thin films.   Vft  values were: A & B = -2kV, C & D v -
.5kV.  Plots B and D were obtained by averaging radial data (ex. 1 and -1) from plots A and C respectively.  The plots were 
obtained with the following run parameters: 

d = 4.75 cm; p = 1.68 atm; D = 12.1 cm, u = 1.56 x 10-5 kg s-1; Tcruc = 155c; U = 3.1kV; I = 0.47 µA 
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The requirement for the separation 

between the focusing tube and the 

needle introduced the possibility of 

turbulence in this region.  To test for 

this possibility, several experiments 

were done with typical experimental 

parameters.  Since anthracene particles 

fluoresce under ultraviolet light, it was 

possible to obtain photographs of their 

averaged trajectories by flooding the 

chamber with high intensity UV light 

and removing all visible light.  

Presented in figure 3-6 is an image taken 

with a 10 minute exposure time.  As shown, the organic beam does in fact spread out 

in this region, but does not incur a large degree of turbulence.  Additionally, the beam 

showed some response in regards to advection in this region with respect to focusing 

tube voltage, indicating that this may be the region in which the focusing effect is 

taking place.   

An important consideration for the AAS system is the creation of ozone.  Even 

though the plasma method chosen has been shown a less efficient ozonizer, production 

of ozone is still possible.1  Therefore, O2 concentration in in the AAS chamber is kept 

below 50 ppm O2.  It is not possible to remove all of the oxygen however due to the 

 

Figure 3-6:  Long exposure time photography of the 
ionization region and portion of the drift region below the 
focusing tube. 
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need for electropositive gasses for formation of a negative corona discharge.4  Due to 

the presence of photoemission in this environment, we can conclude that electron 

temperature can reach as high as 11 eV.  This means that fragmentation as well as 

chemical modification of organic material is possible.  In fact, chemical modification 

in plasmas is a field of intense study.8,9,10,11 Therefore, it was necessary to test the 

purity of the films grown by this method. 
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Section 5 
Film Purity 

Corona discharges are known to create unstable ozone radicals as well as 

promote chemical reactions, leading to the possibility of impurities depositing on the 

substrate.  This could potentially lead to films that are not applicable to device 

structures as, discussed in chapter one, impurities can drastically alter the charge 

transport properties of an OSTF when present in even low concentrations.  Therefore, 

a number of thin films were grown on copper substrates under different conditions 

and tested for impurities.  The impurities 

deposited were assumed to serve as an 

accurate representation of the impurities 

created both in volume and in chemical 

structure. 

Due to its relatively easily oxidized 

nature, tetracene was chosen as the qualifier 

for purity studies.  Tetracene is known to 

readily oxidize into one of three oxygen-

containing compounds: 5-

12,napthacenequinone (NQ), 5,12-

dihydroxytetracene, and 5,12-dihydro-5,12-

dihydroxytetracene, displayed in figure 3-7.12
 

Figure 3-7: Oxidative products of tetracene 

  

A variety of methods including UV-Vis 
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spectrometry, Infrared spectrometry, Gas Chromatography/Mass spectrometry and 

Nuclear Magnetic Resonance spectroscopy were considered for impurity detection.  

Infrared (IR) spectrometry was chosen due to the ease of detection for both carbonyl 

and alcohol stretching modes present in the three impurities of tetracene. 

The tetracene used in these experiments was obtained from Sigma-Aldrich at 

98% purity and underwent no further purification.   All IR spectra were obtained 

using the Thermo Nicolet iS10 IR with an atr sensor.   3-8 shows the IR spectrum of 

98% pure tetracene.  The presence of a NQ carbonyl impurity peak at 1675nm 

indicates a detectible quantity of NQ is present even at low concentration.   Also, the 

absence of an O-H stretch around 3400nm indicates that the other two main oxidative 

products (5,12-dihydroxytetracene or 5,12-dihydro-5,12-dihydroxytetracene) are 

below the detection limit.   Due to the strength of the carbonyl stretching mode of 

NQ, as well as being reported as the main oxidative product, NQ concentration will be 

the qualifier for purity.  A NQ standard was therefore purchased from Sigma-Aldrich 

at 97% molar purity and underwent no further purification.
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Calibration for the ratio of tetracene/NQ was performed by analyzing 6 samples of 

varying impurity percentages.  The strongest peak in tetracene, an aromatic C-H stretching 

mode which absorbs at 737 cm-1, was chosen as the tetracene reference peak.  The strongest 

peak for NQ, the carbonyl stretching mode which absorbs at 1675 cm-1, was chosen as the NQ 

reference peak.  A ratio of the two reference peaks (Rpeak) was normalized (R/Rmin) and 

plotted against the mass percent ratio of the two compounds (Rcomp) to give a calibration 

curve.  Table four presents the sample’s Rcomp as well as their corresponding Rpeak and R/Rmin 

values.  The peak ratios were found to depend on the concentration of NQ by equation 6 (the 

y offset is due to detection limits), which produced the graph presented as figure 3-9. 

 

 

 

 

 

 

 

 

(3-6)    

Rcomp Rpeak R/Rmin 

0.020 0.025 1.0 

0.23 0.34 14 

0.45 1.3 51 

0.62 1.8 70 

0.81 2.4 96 

0.97 2.9 110 

Table 4: Percent impurity calibration curve data 
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 Using the now calibrated R/RP values, the purity of a tetracene film grown by the 

plasma spray method under ambient conditions was calculated.  As expected, the oxidative 

product NQ was present in a higher concentration when the tetracene was subjected to a 

corona discharge.  In order to acquire a more accurate background, a tetracene film was 

grown by sublimation with no corona.  Sublimation is a well-established purification method 

for organic semiconductors, and in this specific case, purification by sublimation lowered the 

NQ levels to 1.6%.13,14
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Figure 3-9:  Tetracene impurity calibration curve calculated for the presence of NQ  

Mass Percent of NQ 
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charging more accurately depicts the levels of impurity of grown films then that of tetracene 

taken from a bottle.) 

In order to counteract oxidation, a number of steps were taken.  Initially, the overall 

concentration of oxygen gas in the plasma spray chamber was decreased by purging with 

argon.  Argon gas was chosen due to its ability to reliably form a corona discharge.15,16,17  It 

was found that by simply lowering the concentration of oxygen gas below 50 ppm that 

percentage of NQ present was cut in half.  A number of additional steps were taken in an 

attempt to further reduce the creation of NQ, including use of radical scavengers (such as t-

butanol) and incorporation of gas scrubbers to increase the purity of the incoming argon gas.  

However, these modifications either made no difference or in some cases increased the 

oxidation.  It was also discovered that the positively charged ions resultant from the plasma 

charging did have a lower NQ concentration but allowed for the formation of an unknown 

product, possibly an epoxide due to the appearance of 2 peaks at 1010 and 1073cm-1.  When 

water vapor was added to the inlet gas, the percent of NQ was lowered almost to the starting 

purity.  This unexpected result may be due to water colliding with high energy electrons and 

forming a charged shell around vapor phase molecules.   The percent of 5,12-

napthacenequinone impurity for various plasma environments is presented in figure 3-10. 
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Anthracene, another member of the polyacene family, was also tested for plasma 

induced impurities.  The main oxidation product of anthracene is anthraquinone and thus 

should show a very strong carbonyl stretch in IR spectroscopy.  However, an anthracene film 

grown in an argon environment with less than 50 ppm O2 showed no evidence of oxidation. 
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Figure 3-10:  Purity of tetracene films grown by AAS in different plasma environments 
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Section 6 
Modeling Deposition Rate 

The destructive nature of the corona discharge was minimized, and the environment 

has been characterized.  Now I will characterize the discharge in terms of particle charging 

and its effect on deposition rate.  Incorporation of electrostatic attraction between charged 

particles and the substrate requires the addition of another characteristic force in the 

deposition model introduced in chapter 2.    With the inclusion of electrostatic forces, the 

Sherwood number now includes an electrostatic transport term, KE (unitless), according to 

equation 3-7.   

(3-7)      

The electrostatic transport term is calculated again by a ratio of work, in this case the 

electrostatic attraction force over the same distance (radius of particle), to the thermal 

energy by equation 3-8:18

(3-8)       

 Where q (C) is the charge on a particle, Esub (m-1 C-1) is the electric field created by the 

substrate, rp (m) is the radius of a particle, the Boltzmann constant and the temperature.  

The field created by the substrate is calculated assuming a circular disk by equation 3-9: 

  

 (3-9)       

 Where qsub (C) is the charge on the substrate, and ε0 (F m-1) is the permittivity of free 

space.  The charge on the substrate is calculated by equation 3-10: 
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 (3-10)       

 Where Cself (C V-1) is the self capacitance of the substrate and Vsub (V) is the voltage 

applied to the substrate.  The self capacitance of the substrate is calculated assuming a 

radially uniform disk by equation 3-11:   

(3-11)       

 Where rsub (m) is the radius of the substrate (the size of the deposition area).  All of 

these equations assume 100% efficient particle charging.  However, a reasonable estimate for 

particle charging efficiency was determined experimentally (see below) to be ~0.005% 

(commercial grade corona charging guns for powder coating typically run with ~5% 

efficiency).19  Due to the relative concentrations of free electrons and tetracene molecules in 

the ionization region and the low probability of electron attachment, we assume that if a 

tetracene molecule does in fact acquire a charge, it will only do so once and therefore the 

magnitude of the charge will be that of one electron.  Even with the maximum charge on a 

tetracene molecule being one electron, the electrostatic term dominates the deposition 

equation, showing the relative strength of this effect. 
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When these conditions are added to the deposition rate equation from chapter 2, the 

following plot is obtained with n0 = 1018 molecules m-3, u0 = 2.5 m/s, μ = 1.5 x 10-5 kg m-1 sec-

1, Vsub = 2kV.  We now see a theoretical increase in deposition rate by ~3 orders of 

magnitude, shown in figure 3-11 (As a reference, a plot with no particle charging is given as 

the red dashed line). 
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Figure 3-11:  Deposition rate versus particle size assuming uniform charging probability with electrostatic forces.  The input parameters 
were: n0 = 1018 molecules m-2; tof = 0.02 sec; charging efficiency = 0.005% 
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 We now see a three orders of magnitude increase in deposition rate, with the effect of 

substrate voltage as follows in figure 3-12.  For all values of Vsub above zero, deposition rate 

increases relatively linearly with increase in substrate voltage.  When a substrate voltage of 

zero is included in this model, misleading results are obtained.  This model cannot account for 

image charges (an induced charge due to close proximity of a charged species) and therefore 

cannot accurately predict the case for a grounded substrate.  However, the model does 

accurately predict the increase in deposition rate (see below).  
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Figure 3-12:  Theoretical deposition rate as a function of substrate voltage with .005% assumed particle charging efficiency.  n0 = 1018 
molecules m2; tof = 0.02 sec 
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These results were confirmed experimentally, as presented in figure 3-13, which was 

obtained by the AAS system with the following run parameters:  d = 4.75 cm; p = 1.68 atm; 

D = 12.1 cm; u = 1.56 x 10-5 kg s-1; Tcruc = 245 0C; VFT = -500 V.  Figure 4-2 shows not only 

that a significant increase in deposition rate is attainable by particle charging, but also that 

the main product of the AAS charging method is negative, due to the fact that when the 

substrate is given a negative charge, the deposition rate decreases significantly.   
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Figure 3-13:  Experimental deposition rate as a function of substrate voltage.   
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 As shown in the previous section, the required modifications to the AAS system were 

added and characterized.  The system now exhibits a significant increase in deposition rate as 

well as the ability to keep concentration of vapor phase molecules in the mixing region low 

by means of mixing region purging.  The AAS system is now capable of growing thin films of 

organic semiconductor at short timescales without sacrificing film quality.  Additionally, the 

inclusion of particle charging has shown to be only minimally destructive.  Presented in the 

following chapter are the results of the completed AAS system which proves its capability as 

a quality OSTF growth method. 
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Chapter Four 

Results, Conclusions and Future Work 

 This chapter summarizes some of the main findings discussed earlier in the thesis and 

presents results demonstrating use of the AAS method to deposit films of anthracene and 

tetracene.  Recall that the goals of this project were to: 

1. Develop a model to account for vapor phase aggregation, deposition rate, and particle 

charging. 

2. Reduce the extent of vapor phase aggregation to a level compatible with liquid coated 

substrates. 

3. Increase reproducibility 

4. Significantly reduce the timescale required for film deposition 

A number of steps were taken to achieve these goals, beginning with the development of a 

theoretical framework.  



102 
 

Section 4-2 
Theoretical Framework 

The aggregation model presented in chapter two provides an approximation for vapor 

phase aggregation.  It predicts that there will in fact be a particle size distribution due to the 

AAS system being run at near ambient pressure and temperature.  The theoretical particle 

size distribution was shown to depend strongly upon time of flight and initial concentration 

of vapor phase particles, and to a lesser extent, gas dynamic viscosity.  However, it is only 

valid for short timescales and only calculates collisions between like sized particles.  This 

assumption was made in order to eliminate the need for complex calculation which would 

require sophisticated computer modeling.  Future work must be done to develop a model for 

vapor phase aggregation which can account for collisions between all particle sizes.  

The deposition rate equations presented in chapters two and three provide a 

semiqualitative picture of how deposition in the AAS system is effected by the particle size 

distribution.  They also provide insight into the boundary layer’s filtering effect as well as an 

explanation as to why, even though particles of up to 500 molecules in size can readily be 

formed in the vapor phase, they are not present in the resultant films.  The deposition rate 

equation also allows for calculation of charged species deposition.  Future work should be 

done to include image charges and to more accurately represent the effect of a negatively 

charged substrate. The estimate for the particle charging efficiency should also be refined, as 

the estimate given was fitted by experimental data and assumes no other discrepancies 

between the deposition rate equations and the experimental results. 
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Section 4-3 
Improvements 

The degree of vapor phase aggregation has been significantly reduced over the course of 

this work.  Initially, there was no mixing region, and vapor phase particles had to pass 

through a region of high concentration in order to reach the substrate.  The inclusion of the 

mixing region helped reduce the concentration in the chamber, and thus lead to films with 

fewer vapor phase aggregates deposited.  The size of the mixing region was reduced and a 

sidearm purge was added to further reduce the degree of aggregation in this region.   

With these modifications, the AAS system became capable of growing films of tetracene 

and anthracene with no large vapor phase aggregates present. To demonstrate this, 

representative images are shown in figure 4-1 of anthracene and tetracene films deposited 

onto ITO coated glass, which show evidence of surface based growth and therefore small, 

mobile particles deposited.  One should note that the high fractal dimension, dendridic 

crystals are typically formed when there are small mobile species present on the surface of 

the substrate.  Additionally, the evidence presented in chapter two, section five show without 

  

Figure 4-1:  Films of A) anthracene grown on ITO and B) tetracene grown on silicon oxide which show 
evidence of surface based growth. 

20 µm 

A            B 
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a doubt that crystals are in fact growing on the surface of the substrate; a behavior which 

would be very unlikely if the arriving particles were of substantial size. 

 In order to test whether the AAS system is capable of growing films of comparable 

quality in 30 minutes to those grown in 14 h by the OVLS method, a number of films were 

grown.  Results with anthracene showed that the AAS system is capable of reproducibly 

depositing small particles of anthracene on a substrate under optimal run parameters.  Also, 

the AAS system has proven capable of growing thin films of anthracene in the LC ZLI-3417 

with relatively high nucleation density while retaining phase purity and crystallographic 

orientation in less than 30 minutes, as presented in figure 4-2.  The phase purity of the film is 

suggested by the fact that all of the crystals form the same crystallographic shape.  The fact 

that the film is highly ordered can be discerned by the direction that the crystals are 

pointing.  We do not know which direction 

is the most beneficial for charge transport, 

but since all crystals more or less share the 

same orientation, it is not a needed piece of 

information at this time as contacts could 

be placed on any part of the substrate.  

Additionally, the anthracene film grown 

shows uniform coverage which is an 

important trait when considering 

incorporation into devices.   

 

Figure 4-2: Anthracene thin film grown by the AAS 
method on an ITO coated glass substrate with a 
polyimide alignment layer and a ~1500nm thick film 
of the LC ZLI-3417 with the following parameters: 

d = 4.75 cm; p = 1.68 atm; D = 12.1 cm, G = 1.56 x 10-

5 kg s-1; Tcruc = 150c; U = 4.2kV; I = 0.43 µA 

 

100 µm 
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The reproducibility of the AAS method has improved significantly.  However, the 

reproducibility is still not at a level where the AAS system would be commercially viable.  

The sublimation rate can vary significantly from run to run, perhaps due to an inefficient 

Knudsen cell or small variations in solid particle size and volume.  Possible solutions to these 

problems include the design of a new heating region, better milling of the solid powder, and 

more accurate measurements of the amount of powder used.  

 The inclusion of an electric field could possibly 

remove the radial uniformity of the deposition region due 

to a non-uniform field produced from the substrate.  To 

test this assumption, an experiment was performed which 

showed that within the deposition region, the rate of 

deposition is in fact uniform.  The experiment was 

performed by fitting a completely opaque mask with a 0.7 mm radius hole through in the 

path of a beam of light emitted from an UV/Vis spectrophotometer.  The mask was then 

moved in 0.5 mm steps to make a 2 dimensional map of the sample.  The results of this study 

are presented as figure 4-4, and a representative optical image of a thick film of anthracene is 

presented as figure 4-3.  Consistent deposition rate inside the deposition region is beneficial, 

as it leads to highly uniform thin films.  One can imagine that if a thin film has anisotropic 

density, it would severely affect the transport of charge carriers. 

 

Figure 4-3:  Optical image of an 
anthracene film. 

5 cm 
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Figure 4-4:  Radial UV-Vis intensity study of a tetracene thin film grown by the AAS method.  Note that 
within the deposition region (before the dotted line), the deposition is fairly uniform. 
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Section 4-3 
Patterning 

 Organic semiconductor thin film based 

devices sometimes require their semiconducting 

layer to be grown into complex patterns.  Therefore, 

compatibility with patterning methods such as 

shadow masking is a significant advantage.  

Presented in figure 4-5 is an optical image of a 

substrate which was patterned by attaching a thin 

sheet of patterned plastic on top of an ITO substrate to selectively expose areas to the 

deposition beam.  Figure 4-5 shows the boundary between exposed and unexposed areas with 

the orange area being the tetracene film and the dark area being the unexposed area where 

we see no deposition.  As shown, the inclusion of the shadow mask does not hinder the 

deposition as inside the deposition area, as there is no variation in coverage.  Also, as 

expected, there is no tetracene outside the desired area.   

In addition to shadow masking, a new type of patterning was attempted, entitled 

electro masking, in which the substrate was patterned with conductive and nonconductive 

areas to promote preferential deposition.  The results of the electro masking experiments 

showed that there is promise to this type of patterning, as shown in figure 4-6.  Figure 4-6A 

shows an indium tin oxide coated slide with half of the conductive layer removed.  A 

tetracene film was then grown on the substrate, with the conductive side held at 2kV (lower 

half of the image).  As shown, the volume of tetracene (and thus the deposition rate) on the 

 

Figure 4-5:  Tetracene patterned edge by 
shadow masking. 

10 mm 

A               B 
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conductive area was much greater than that of the-non conductive area.  Similar results were 

obtained for a glass slide with patterned aluminum electrodes, shown in figure 4-6B.  This 

type of patterning shows promise, however the deposition rate on the nonconductive areas 

remained large, possibly due to the low charging efficiency of the AAS system (estimated 

0.005%).  Due to the results presented in chapter 3, section 6, if a substrate could be 

patterned with both positively and negatively charged areas, one would expect that the 

deposition in the undesired (negative) areas would be significantly less.   

 

  

 

Figure 4-6:  Optical image of the electro masked substrates.  The lower regions were the conductive 
areas while the upper regions were nonconductive.  A)  Half ITO coated glass substrate B) grown 
aluminum electrodes on a glass substrate 

60 µm 60 µm 

20 µm 20 µm 

A             B 
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Section 4-4 
Summary 

 This thesis describes the development of the AAS system as well as its ability to grow 

thin films of the organic semiconductors tetracene and anthracene.  The AAS system was 

first tested without particle charging and showed promising results.  A theoretical framework 

for both cluster formation and particle deposition was developed, which allows for prediction 

of system responses to variables such as sublimation rate and flow rate.  When particle 

charging was excluded, particles reaching the substrate were small enough to undergo 

diffusive motion even though aggregation of particles was occurring at a significant rate.  

The AAS system was able to grow films of tetracene and anthracene without particle 

charging, but required exceedingly long run times to do so.  Therefore, particle charging was 

incorporated, which resulted in a three order of magnitude increase in deposition rate.  Also, 

films of anthracene and tetracene grown with the inclusion of particle charging indicated 

that the arriving particle size distribution was small enough to undergo diffusive motion.  

Preliminary AAS system experiments with the inclusion of particle charging showed that 

high density, phase pure oriented films of anthracene can be grown in the LC ZLI-3417.  

Also, the AAS method is compatible with shadow masking.  The AAS system is therefore a 

powerful tool for growing organic semiconductor thin films. 
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