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MODULATION INVARIANT BILINEAR T(1) THEOREM

ÁRPÁD BÉNYI, CIPRIAN DEMETER, ANDREA R. NAHMOD, CHRISTOPH M. THIELE,
RODOLFO H. TORRES, AND PACO VILLARROYA

Abstract. We prove a T(1) theorem for bilinear singular integral operators (trilinear
forms) with a one-dimensional modulation symmetry.

1. Introduction

The T (1) Theorem is a criterion that gives necessary and sufficient conditions for the
L2 boundedness of non-convolution singular integral operators. It arose as a culmina-
tion of decade long efforts to understand the Cauchy integral operator on a Lipschitz
graph and the related Calderón commutators. In the original statement of the theo-
rem, proved by G. David and J.L. Journé [10], the necessary and sufficient conditions
are expressed by the requirement that some properly defined functions T (1) and T ∗(1)
belong to BMO - hence the name of the theorem - together with the so called weak
boundedness property. This latter condition requires the L2 bounds when tested weakly
on a restricted class of bump functions

|〈T (ϕx,R), ϕy,R〉| . R,

where ϕx,R(t) = ϕ(R−1(t− x)).
In [28], E. Stein reformulated the necessary and sufficient conditions into what he

called the restricted boundedness property. This amounts to the existence of L2 bounds
when strongly tested on the same class of bump functions, that is

‖T (ϕx,R)‖2 . R1/2

and likewise for T ∗. Both forms of the T (1) theorem will be used in this paper and
further developed in a bilinear version to study certain modulation invariant bilinear
singular integrals.

A basic operator in the study of the Cauchy integral on a Lipschitz graph is Calderón’s
first commutator. This operator can be written as a superposition of bilinear singular
integral operators of the form

Tα(f1, f2)(x) = p.v.

∫

R

f1(x− t)f2(x− αt)
dt

t

Date: August 14, 2008.
2000 Mathematical Subject Classification: 42B15, 42B20, 42A20.
Key words and phrases: bilinear operator, trilinear form, modulation invariant, T(1) theorem.

1
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with parameter α /∈ {0, 1}, called bilinear Hilbert transforms. One of Calderón’s early
attempts to bound his commutator was to show the boundedness of the bilinear Hilbert
transforms from L2 × L∞ to L2. However, he gave up on this approach and proved
bounds on the commutator by different means [2], [3].

The bounds for the bilinear Hilbert transform conjectured by Calderón remained an
open problem for more than 30 years. M. Lacey and C. Thiele proved [20],[21], that
the bilinear Hilbert transforms are bounded from Lp1 × Lp2 to Lp for 1 < p1, p2 ≤
∞, p−1 = p−1

1 + p−1
2 and 2/3 < p < ∞. Appropriate control on the growth of the

constants associated with these bounds as α approaches the forbidden values {0, 1}, was
established in [30]. This step was necessary in order to complete Calderón’s program
of estimating the commutator as superposition of bilinear Hilbert transforms. Thiele’s
results were strengthened to uniform bounds in some range of exponents by L. Grafakos
and X. Li [19], [22].

The main feature that distinguishes the bilinear Hilbert Transform from its classical
linear counterpart is the fact that the former has modulation invariance. In other
words it is also invariant under translations in frequency rendering Littlewood-Paley
theory which takes into account spatial translations and dilations but not oscillations,
ineffective. This is also in contrast with those bilinear operators studied by Coifman
and Meyer [9] where there is a preferred point in frequency and thus Littlewood-Paley
theory suffices. A similar property to that of the bilinear Hilbert transform is shared
by Carleson’s maximal operator, which controls convergence of the Fourier series, [4].
The resolution of both problems resides in a suitable frequency decomposition that
allows for the representation of these operators in an adapted wave packet frame that
is itself invariant under the relevant modulations.

The natural question regarding bounds on more general bilinear singular integral
operators than the bilinear Hilbert transform, where the kernel 1/t is replaced by more
general Calderón-Zygmund kernels was first addressed by J. Gilbert and A. Nahmod
[15], [16], [17]. They proved, in particular, bounds for the class of kernels K(t) which
are x-independent. Uniform bounds in α for these operators were then shown by C.
Muscalu, T. Tao and C. Thiele [25].

The purpose of the current article is to address the case of kernels K(x, t) that have
both t and x dependence; this corresponds to the non-convolution case in the classical
linear theory. The results we obtain, in particular Theorem 2.7, are different in nature
from the bilinear or multilinear T (1) theorems of M. Christ and J.L. Journé [5] and
L. Grafakos and R. Torres [18] since, as we shall soon describe, we treat operators
associated with far more singular kernels. The main new feature that distinguishes the
operators we analyze is that they have modulation invariance in a certain direction.
We seek a theory for them analogous to the one involved in the classical T (1) Theorem.
We will have to incorporate, however, time-frequency techniques that reflect the modu-
lation invariance of the bilinear operators treated. Since the operators we deal with are
no longer invariant under spatial translations the frequency decomposition used in the
bilinear Hilbert transform situation no longer captures the oscillatory character of the
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operator. Instead of a one parameter family of cubes, a new frequency decomposition
is introduced and a two parameter family of boxes with varying eccentricities is needed
(c.f. Section 5 for a detailed explanation). In other words the x-dependence allows
for two degrees of freedom in the oscillations instead of one; which naturally adds new
layers of complexity to the proof.

This paper represents a fundamental step in the understanding of bilinear singular
and pseudo-differential operators lying beyond the Coifman-Meyer’s class. There are
many examples arising from nonlinear partial differential equations of singular mul-
tilinear multipliers that are still beyond reach. A concurrent aim of this paper is
thus to introduce new frequency decompositions and further develop wave packet tech-
niques that might become useful in the study of other multilinear operators outside
the Coifman-Meyer’s framework.

The work is motivated in part by typical examples of certain classes of bilinear
pseudodifferential operators and their symbolic calculus as introduced by A. Bényi, A.
Nahmod and R. Torres in [1]. This and other applications are presented in Sections
2.2 and 3.3.

Acknowledgments: C. Demeter, A.R. Nahmod, C.M. Thiele and R.H. Torres were
supported in part by NSF under grants DMS-0556389, DMS 0503542, DMS 0400879,
and DMS 0400423, respectively. P. Villarroya was supported in part by grant MTM2005-
08350-C03-03 and EX2004-0510.

2. The main theorem, applications, and the road map of the proof

2.1. Modulation invariant bilinear T (1) Theorem.
We start with a few definitions and examples that will lead us into formulating the clas-

sical (linear) T (1) Theorem in its dual version and its bilinear counterpart. Throughout
the whole paper we will restrict our attention to the one dimensional case.

Definition 2.1. A function K : R × (R \ {0}) → R is called a Calderón-Zygmund
kernel if for some 0 < δ ≤ 1 and some constant CK we have

(2.1) |K(x, t)| ≤ CK|t|−1

(2.2) |K(x, t) −K(x′, t′)| ≤ CK‖(x, t) − (x′, t′)‖δ|t|−1−δ

whenever ‖(x, t) − (x′, t′)‖ ≤ |t|/2, where ‖ · ‖ denotes the euclidian norm.

Definition 2.2. A bilinear form Λ, defined on the product of Schwartz spaces

Λ : S(R) × S(R) → C

is said to be associated with a standard Calderón-Zygmund kernel K if for some β =
(β1, β2) and for all Schwartz functions f1, f2 ∈ S(R) whose supports are disjoint1, we

1The requirement that the supports are disjoint is sufficient -due to (2.1)- to guarantee the conver-
gence of the integral; it is also necessary in general, as it is easily seen by working with K(x, t) = |t|−1.
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have

Λ(f1, f2) =

∫

R2

f1(x+ β1t)f2(x + β2t)K(x, t) dx dt.

If the form is continuous on S(R) × S(R) then it will be referred to as a bilinear
Calderón-Zygmund form.

The above representation of Λ is convenient for the formulation of the trilinear forms
that we will study. Note, however, that the simple change of variables x′ := x+β2t, t

′ :=
x + β1t gives the more classical representation

(2.3) Λ(f1, f2) =

∫

R2

f1(t
′)f2(x

′)K̃(x′, t′) dt′dx′

where

K̃(x, t) =
1

|β1 − β2|
K(

β1x− β2t

β1 − β2
,
t− x

β1 − β2
)

satisfies

|K̃(x, t)| ≤ CK|x− t|−1

and

|K̃(x, t) − K̃(x′, t′)| ≤ CK(2 + ‖β‖)δ‖(x, t) − (x′, t′)‖δ|x− t|−1−δ

whenever cβ‖(x, t) − (x′, t′)‖ ≤ |x− t| and cβ = 2(1 + ‖β‖) ≥ 2.
We will use the notation 〈·|·〉 to denote the pairing of a distribution with a test

function, which we take to be linear in both entries. We reserve the notation 〈·, ·〉
to denote the usual Hilbert space inner product of L2, conjugate linear in the second
entry. With this notation we can associate to Λ the linear dual operators T and T ∗,
continuous from S(R) to S ′(R), given by

Λ(f1, f2) = 〈T (f1)|f2〉 = 〈T ∗(f2)|f1〉.
We see from (2.3) that the Schwartz kernel of T restricted away from the diagonal of R2

agrees with the function K̃, as usually stated for linear Calderón-Zygmund operators.
When convenient in our computations, and without loss of generality, we will often
assume this more classical representation (2.3) for Λ.

Definition 2.3. A trilinear form Λ defined on S(R) × S(R) × S(R), is said to be
associated with a standard Calderón-Zygmund kernel K if for some β = (β1, β2, β3)
and for all functions f1, f2, f3 ∈ S(R) such that the intersection of the three supports
is empty, we have

(2.4) Λ(f1, f2, f3) =

∫

R2

3∏

j=1

fj(x + βjt)K(x, t) dx dt.

If the form is continuous on S(R)×S(R)×S(R) then it will be referred to as a trilinear
Calderón-Zygmund form.
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Now the trilinear form Λ is associated to the bilinear dual operators given by

Λ(f1, f2, f3) = 〈T3(f1, f2)|f3〉 = 〈T1(f2, f3)|f1〉 = 〈T2(f1, f3)|f2〉,
but unlike the bilinear case, K is no longer the restriction of the Schwartz kernel of
T3. In the sequel, we shall assume that β1, β2, β3 are pairwise different, as otherwise
the trilinear form reduces to a combination of a pointwise product and bilinear form.
If needed, by a simple change of variables and appropriately modifying the constants
involved in the definition of a Calderón-Zygmund kernel, we can assume β to be of unit
length and perpendicular to α = (1, 1, 1). Let γ be a unit vector perpendicular to α and
β, the sign of γ being of no importance. The condition that no two components of β
are equal is equivalent to no component of γ being zero. The integral representing Λ for
functions with disjoint supports satisfies the modulation symmetry along the direction
of γ:

(2.5) Λ(f1, f2, f3) = Λ(Mγ1ξf1,Mγ2ξf2,Mγ3ξf3)

for all ξ ∈ R. Here modulation is defined as Mηf(x) = e2πiηxf(x). Note, however,
that the kernel representation does not guarantee the modulation invariance (2.5) for
arbitrary triples of Schwartz functions f1, f2, f3.

Definition 2.4. A trilinear Calderón-Zygmund form Λ associated with a standard
kernel K for some β is said to have modulation symmetry in the direction γ, with γ
of unit length and perpendicular to the plane generated by β and α, if (2.5) is satisfied
for all functions f1, f2, f3 ∈ S(R).

Let us look at typical examples of these operators given in pseudodifferential form.
Consider again the bilinear Hilbert transform

T (f1, f2)(x) = p.v.

∫

R

f1(x− t)f2(x+ t)
dt

t
,

or equivalently

T (f1, f2)(x) =

∫

R2

sign(ξ − η)f̂1(ξ)f̂2(η)e
2πix·(ξ+η) dξdη.

More generally, one can consider operators of the form

T (f1, f2)(x) =

∫

R2

m(ξ − η)f̂1(ξ)f̂2(η)e
2πix·(ξ+η) dξdη,

where m is a multiplier satisfying the classical conditions

|m(n)(u)| ≤ C|u|−n, n ≤ N.

Undoing the Fourier transforms of f1, f2, one arrives to the kernel representation of T ,
namely

T (f1, f2)(x) = p.v.

∫

R

f1(x− t)f2(x+ t)K(t) dt,
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where K is a classical CZ kernel of convolution type and K̂(u) = m(u). These bilinear
operators fall under the scope of the more general boundedness results stated in [15]
and [24].

To introduce x-dependent kernels consider now bilinear operators of the form

T (f1, f2)(x) =

∫

R2

σ(x, ξ − η)f̂1(ξ)f̂2(η)e
2πix(ξ+η)dξdη,

where σ(x, u) is a symbol in the Hörmander class S0
1,0, so that

|∂µ
x∂

α
ξ,ησ(x, ξ − η)| ≤ Cα(1 + |ξ − η|)−|α|.

Then, undoing again the Fourier transforms, we arrive to the following integral repre-
sentation of T valid at least for functions with disjoint support:

T (f1, f2)(x) =

∫

R2

K(x, x− y)δ(z − 2x + y)f1(y)f2(z) dydz

=

∫

R

K(x, t)f1(x− t)f2(x + t) dt,

where K(x, x−y) = (F−1σ)(x, x−y) and the inverse Fourier transform is taken in the
second variable. It is well-known that such a K is a Calderón-Zygmund kernel (and
with δ = 1). These bilinear operators give rise then to trilinear forms of the type (2.4)
with β = (−1, 1, 0).

In the previous example, the Schwartz kernel of the bilinear operator T is given by
k(x, y, z) = K(x, x − y)δ(z − 2x + y) and hence it is too singular to fall under the
scope of other multilinear T (1) theorems in [5] and [18], which essentially apply to
pseudodifferential operators of the form

T (f1, f2)(x) =

∫

R2

σ(x, ξ, η)f̂1(ξ)f̂2(η)e
2πix(ξ+η)dξdη,

where σ(x, ξ, η) satisfies the classical Coifman-Meyer estimates

|∂µ
x∂

α
ξ,ησ(x, ξ, η)| ≤ Cα(1 + |ξ| + |η|)−|α|,

so that the (restricted) Schwartz kernels satisfy

|∂αk(x, y, z)| ≤ Cα(|x− y| + |y − z| + |z − x|)−(|α|+1).

Definition 2.5. An Lp- normalized bump function φ : Rm → C is said to be C-adapted
of order N to a box I := I1 × . . .× Im if

|∂αφ(x)| ≤ C
m∏

m′=1

|Im′ |−1/p−αm′χN
I (x),

for each 0 ≤ |α| ≤ N .
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We will use the notation

χI(x) =

(
1 +

∥∥∥∥
(
x1 − c(I1)

|I1|
, . . . ,

xm − c(Im)

|Im|

)∥∥∥∥
2
)−1/2

,

with c(I) denoting the center of the interval I. Often times we will simply call a function
Lp- adapted to I (or Lp- adapted to I of some order N0), if it is Lp- normalized and
CN - adapted of each order N (or of order N0), for some CN whose value will not be
specified. When no Lp normalization will be mentioned for a bump, it will be implicitly
understood that the normalization is taken in L2.

The implicit bounds hidden in the notation a . b that we shall use, will be allowed
to depend on the constants of adaptation and on fixed parameters like γ, δ, α or CK .
The notation A ≈ B will mean that A . B and B . A.

Before we state our main result we recall the classical T (1) theorem in a form useful
for our purposes.

Theorem 2.6 (Linear T (1) theorem). Assume Λ is a Calderón-Zygmund form on
S(R)×S(R). Then Λ extends to a bounded bilinear form on L2(R)×L2(R) if and only
if there exists an N such that

(2.6) |Λ(φI, f)| . ‖f‖2

|Λ(f, φI)| . ‖f‖2

for any interval I, any L2- adapted bump function φI of order N which is supported
in I and any Schwartz function f . If these equivalent conditions are satisfied, then the
bilinear form extends also to a bounded form on Lp(R) × Lp′(R) for 1 < p < ∞ and
1/p+ 1/p′ = 1.

The condition (2.6) and its symmetric form are called the restricted boundedness
conditions. In Lemma 3.1 we will see a slightly stronger result, namely that it is
sufficient to test the restricted boundedness condition only for those f supported in I.

Remark 2.1. There are a few other equivalent formulations of the T (1) theorem. We
just recall, as mentioned in the introduction, that the boundedness of T is also equivalent
to the weak boudedness property (that is Λ(ϕI, ϕI) . 1 for all ϕI which are L2- adapted
to I) together with the fact that some appropriately defined functions Λ(1, .),Λ(., 1) are
in BMO.

We now state our new result for trilinear forms.

Theorem 2.7 (Main theorem). Assume Λ is a trilinear Calderón-Zygmund form on
S(R)×S(R)×S(R) associated with a kernel K with parameter δ, and with modulation
symmetry (2.5) in the direction of γ (with γi 6= 0).

Then Λ extends to a bounded form

|Λ(f1, f2, f3)| .

3∏

j=1

‖fj‖pj
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for all exponents 2 ≤ p1, p2, p3 ≤ ∞ with

1

p1
+

1

p2
+

1

p3
= 1

if and only if there is an2 N such that the following three estimates hold for all intervals
I, all L2- adapted functions φI and ψI of order N which are also supported in I, and
all Schwartz functions f

(2.7) |Λ(φI, ψI , f)| . |I|−1/2‖f‖2,

|Λ(φI, f, ψI)| . |I|−1/2‖f‖2,

|Λ(f, φI, ψI)| . |I|−1/2‖f‖2.

Moreover, if these equivalent conditions hold, then for
∑

j αj = 1 the following holds:

If 0 ≤ αi < min(1/2 + δ, 1) for 1 ≤ i ≤ 3, then

|Λ(f1, f2, f3)| .

3∏

i=1

‖fi‖1/αi
.

If max(−δ,−1/2) < αj < 0 for only one index j and 0 ≤ αi < min(1/2 + δ, 1) for the
other two indices, then the dual operator Tj satisfies

‖Tj((fi)i6=j)‖1/(1−αj) .
∏

i6=j

‖fi‖1/αi
.

To summarize, there is an a priori estimate for the form Λ and a tuple α of reciprocals
of exponents provided that

∑
j αj = 1 and max(−δ,−1/2) < αj < min(1/2+δ, 1) for all

j. Interestingly, the range of exponents α for which the theorem guarantees bounded-
ness is the same for each δ ∈ [ 1

2
, 1], while the range shrinks for δ < 1

2
, as δ approaches 0.

We do not know if this range is optimal. Note also that for δ ≥ 1/2 in Theorem 2.7 we
recover the same range in which the bilinear Hilbert transform is known to be bounded.

It is worthwhile noting that the necessity of condition (2.7) and its symmetric coun-
terparts is clear, as such conditions follow from the claimed estimates applied to special
test functions. We call these conditions the (trilinear) restricted boundedness condi-
tions. One can see that it is also enough to test the conditions for C∞ functions
f supported in an interval containing I of length C|I|, where C > 0 is a universal
constant. See Lemma 3.3 below for more details.

Note also that, formally, if Λ is a trilinear Calderón-Zygmund form satisfying the
conditions of the main theorem, then

Λ(f1, f2, 1)

2As in the case of the classical T (1) Theorem, the value of N is not important. Once the theo-
rem holds for some N , it also holds for any larger value. This observation will be used repeatedly
throughout the argument.
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is a bilinear Calderón-Zygmund form satisfying the conditions of the classical T (1)
Theorem. We will make this reduction to bilinear forms rigorous in the next section.
However, not every bounded bilinear Calderón-Zygmund form can be obtained this
way, since for the trilinear form to be bounded more conditions need to be satisfied.
We will see concrete examples in Section 7.

2.2. Applications.
Of course, the relevance of Theorem 2.7 is that it applies to operators with x-

dependent kernels. We present one application to the bilinear pseudodifferential oper-
ators mentioned before.

Consider again the trilinear form

Λ(f1, f2, f3) =

∫

R

T3(f1, f2)(x)f3(x) dx

=

∫

R3

σ(x, ξ − η)f̂1(ξ)f̂2(η)f3(x)e
2πix(ξ+η)dξdηdx

with σ in S0
1,0. Note that this form has modulation symmetry in the direction γ =

(1, 1,−2)/
√

6 for all triples f1, f2, f3, not just the ones with disjoint supports. To
check the first of the restricted bounded conditions we may assume f is supported in
CI and compute

|Λ(φI, ψI , f)| . ‖φ̂I‖L1‖ψ̂I‖L1‖f‖L1 . ‖φ̂I‖L1‖ψ̂I‖L1|I|1/2‖f‖L2

. |I|−1/2‖f‖L2.

Here, we used that φ̂I and ψ̂I are L2-normalized and adapted to intervals of length
|I|−1. More precisely, φI can be written as φI(x) = |I|−1/2φ0((x− x0)/|I|) where φ0 is
adapted to and supported in the unit interval centered at the origin. It follows easily
now that

‖φ̂I‖L1 = |I|−1/2‖φ̂0‖L1 ≤ C|I|−1/2

where C depends only on finitely many derivatives of φ0. The same estimate applies
to ψI . To obtain the other restricted boundedness conditions, write

Λ(φI, f, ψI) =

∫

R

T2(φI , ψI)(x)f(x) dx

and

Λ(f, φI , ψI) =

∫

R

T1(φI, ψI)(x)f(x) dx.

It was proved by Á. Bényi, A. Nahmod and R. Torres [1], that T1 and T2 can be
computed from σ and they admit pseudodifferential representations of the form3

T2(f, g)(x) =

∫

R2

σ2(x, ξ, η)f̂(ξ)ĝ(η)e2πix(ξ+η)dξdη

3 T1(f, g) = T ∗1(g, f) and T2(f, g) = T ∗2(f, g) in the notation of [1].
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and

T1(f, g)(x) =

∫

R2

σ1(x, ξ, η)ĝ(ξ)f̂(η)e2πix(ξ+η)dξdη

where σ2(x, ξ, η) and σ1(x, ξ, η) satisfy

|∂µ
x∂

α
ξ,ησ2(x, ξ, η)| . (1 + |2ξ + η|)−|α|

and
|∂µ

x∂
α
ξ,ησ1(x, ξ, η)| . (1 + |ξ + 2η|)−|α|.

The computations done with T3 can now be repeated with T2 and T1. It follows that
Λ and the Tj have the boundedness properties of Theorem 2.7 with δ = 1.

Similar examples of forms can be obtained by starting with a bilinear operator T3

given by a symbol of the form σθ(x, ξ, η) = σ(x, η − ξ tan θ) for σ in S0
1,0 and θ 6=

−π/4, , 0, π/2 (we make the convention σπ/2(x, ξ, η) = σ(x, ξ)). In the three forbidden
cases when θ = −π/4, , 0, π/2 the trilinear forms correspond again to a combination of
a pointwise product and a bilinear form. See [1] for more details.

The above examples of operators appear when studying symbolic calculus properties
of bilinear pseudodifferential operators. They provided some of the original motivation
to look at the boundedness results presented here. We refer again to [1] for more on
the subject.

There are certainly other operators to which our main theorem applies. Because of
the persisting appearance of Calderón’s commutators in problems involving singular
integrals, a very natural operator to consider is, for example, the one associated with
the trilinear form

p.v.

∫
f(x+ t)g(x− t)h(x)

A(x + t) − A(x)

t2
dtdx,

where A is a Lipschitz function. There are at least two ways to study this form. One
possible approach4 is to use the main theorem after verifying the restricted boundedness
conditions for appropriately modified bilinear Hilbert transform. There is, however, a
simpler and more general method that applies to antisymmetric kernels and that we
will follow using an alternative formulation of the main theorem combined with the lin-
ear theory. We postpone the application to this general class of antisymmetric kernels
until after we introduce Theorem 3.10 in Section 3.2. Nevertheless, the reader familiar
with other computations involving the Calderón commutators and interested only in
such application may jump directly to Section 3.3, where their study in this bilinear
context is presented.

2.3. Plan of the proof.
The rest of this article is structured as follows. In Section 3, after some basic reduc-

tions, we present some equivalent formulations of the main theorem. In particular, in
analogy to the classical T (1) theorem, we give a meaning to the functions Tj(1, 1) for

4Suggested to some of the authors by C. Muscalu.
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j = 1, 2, 3 (see Lemma 3.7 below) and show that the restricted boundedness conditions
imply that these functions are in BMO. We also observe that the restricted bounded-
ness conditions imply a certain weaker one (3.8), which together with the conditions
Tj(1, 1) ∈ BMO is all what will be used to prove the main theorem. Hence this set of
conditions is also necessary and sufficient to obtain the bounds on the trilinear form.

In Section 4 we establish some bounds on the action of trilinear Caldeón-Zygmund
forms satisfying the alluded weak continuity (3.8) and some special cancellation condi-
tions on bumps functions. These are almost orthogonality type conditions. The proof
of the Theorem 2.7 then splits into two steps. First, one proves the theorem under the
special cancellation condition that Tj(1, 1) = 0 for all j. This step is done in Sections
5 and 6. In the former the problem is reduced to a time-frequency model form, which
is then estimated in the latter.

The second step in the proof of the theorem is to construct for each given BMO
function b, forms Λj, j = 1, 2, 3, which are associated to Calderón-Zygmund kernels,
have a given modulation symmetry, satisfy the bounds of the theorem, and are such
that the corresponding dual operators satisfy Tj(1, 1) = b and Ti(1, 1) = 0 for i 6= j By
analogy again with the classical T(1) Theorem, we call these special forms modulation
invariant paraproducts. Then, Theorem 2.7 can be always reduced to the case with
special cancellation by subtracting from the original form Λ three paraproducts with
the same modulation symmetry. The paraproducts are discussed in Section 7.

3. Alternative formulations of the main theorem and further

examples

3.1. Some technical lemmas and the expected appearance of BMO.
We begin this discussion by a lemma that implies the strengthening of the classical

Theorem 2.6 that was mentioned after the statement of the theorem. This will be used
in the proof of Lemma 3.3.

From now on, for each box I in Rn and each R > 0, RI will denote the box with the
same center as I and sidelengths R times larger than those of I.

Lemma 3.1. Assume Λ is a continuous bilinear form on S(R)×S(R) that is associated
with a standard Calderón-Zygmund kernel K. Assume there is an N such that the
restricted boundedness condition

|Λ(φI, f)| ≤ C0‖f‖2

holds for all bump functions φI of order N adapted to and supported in I and all
Schwartz functions f supported in I. Then,

|Λ(φI, f)| ≤ C‖f‖2

(with a possibly larger constant C) also holds for all bump functions φI of order N
adapted to and supported in I and all Schwartz functions f (not necessarily supported
in I).
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Proof. Without loss of generality, we may assume that I is centered at the origin.
Also, by the continuity of Λ on S(R) × S(R), it is enough to prove the conclusion
for all f in S with compact support. Consider first the case when φI has mean zero.
Let R be a large constant chosen later depending on β. Decompose now in a smooth
way f = f1 + f2, with f1 supported in 2RI and f2 supported outside RI. Since
(2R)−(1/2+N)φI is adapted to and supported in 2RI, the hypotheses of the Lemma give
then

|Λ(φI, f1)| ≤ C0(2R)(1/2+N)‖f‖2.

To estimate Λ(φI, f2) we use the kernel representation with the change of variables
explained in the introduction to get

Λ(φI , f2) =

∫
φI(u)f2(v)K̃(u, v) du dv,

where K̃ satisfies

|K̃(u, v) − K̃(u′, v′)| ≤ Cβ1,β2|u− v|−1−δ‖(u, v)− (u′, v′)‖δ

for cβ‖(u, v) − (u′, v′)‖ < |u − v| and cβ ≥ 2. The domain of integration is given by
|u| < |I|/2 and |v| > R|I|/2, which imply that |u− v| > (R − 1)|I|/2 > cβ|u| if R is
large enough. Thus, using the mean zero of φI we can write

Λ(φI, f2) =

∫
φI(u)f2(v)(K̃(u, v) − K̃(0, v)) du dv

and obtain

|Λ(φI, f2)| ≤ Cβ1,β2

∫
|φI(u)||f2(v)||u|δ|u− v|−(1+δ) du dv

≤ Cβ1,β2|I|δ
∫

|u−v|>c|I|

|φI(u)||f2(v)||u− v|−(1+δ) du dv

≤ Cβ1,β2|I|δ‖φI‖2‖f2‖2

∫

|x|>c|I|

|x|−(1+δ) dx ≤ Cβ1,β2‖f‖2.

This proves

|Λ(φI, f)| ≤ C1‖f‖2

for an appropriate constant C1 under the additional assumption that φI has mean zero.
To treat the general case, define φ2jI(x) = 2−j/2φI(2

−jx) for j > 0 and observe that
2−(1/2+N)(φ2jI − 2−1/2φ2j+1I) is adapted to and supported in 2j+1I and has mean zero.
Let now k ≥ 0 be the smallest integer such that the support of f is contained in 2k+1I,
and write

Λ(φI, f) =
k∑

j=0

2−j/2Λ(φ2jI − 2−1/2φ2j+1I , f) + 2−(k+1)/2Λ(φ2k+1I , f).
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In the first k+1 terms the bumps have mean zero, while the last term can be controlled
by the hypothesis. Thus,

|Λ(φI, f)| ≤ (C12
1/2+N

k∑

j=0

2−j/2 + C02
−(k+1)/2)‖f‖2 ≤ C‖f‖2,

where C is independent of k. �

We continue by studying the relationship between bilinear and trilinear forms. By
the Schwartz kernel theorem, the trilinear form Λ can be represented by a tempered
distribution in R3, which we shall also denote by Λ, so that

Λ(φ1, φ2, φ3) = Λ(φ1 ⊗ φ2 ⊗ φ3).

In this way, Λ(φ) has a meaning for any φ ∈ S(R3) not necessarily a tensor product.
Moreover, the modulation invariance of Λ implies that the distribution is supported

on the orthogonal complement of γ. Even stronger, it is given by a two dimensional
distribution Λ∗ applied to the restriction φ|γ⊥ : γ⊥ → C of the test function φ to γ⊥.

This can be seen as follows. Consider first a function f in C∞
0 (R3) and pick another

function ϕ in C∞
0 (R3) with ϕ ≡ 1 on a neighborhood of the support of f . By the

linearity, continuity, and modulation invariance of Λ, and writing ξ = tγ + ξ∗ with ξ∗

in γ⊥, we get

Λ(f) = Λ(ϕf) = Λ(

∫
ϕ(x)e2πixξf̂(ξ)dξ) = Λ(

∫

R

∫

γ⊥

ϕ(x)e2πixγte2πixξ∗ f̂(tγ + ξ∗)dtdξ∗)

=

∫

R

∫

γ⊥

Λ(ϕ(x)e2πixγte2πixξ∗)f̂(tγ + ξ∗)dtdξ∗ =

∫

R

∫

γ⊥

Λ(ϕ(x)e2πixξ∗)f̂(tγ + ξ∗)dtdξ∗

= Λ(

∫

R

∫

γ⊥

ϕ(x)e2πixξ∗ f̂(tγ + ξ∗)dtdξ∗) = Λ(

∫

R3

ϕ(x)e2πix∗ξf̂(ξ)dξ) = Λ(ϕf∗),

where f∗(x) = f(x∗). (Note that ϕf∗ is still in C∞
0 (R3)). In particular, if two functions

f1 and f2 in C∞
0 (R3) agree on γ⊥, then Λ(f1 − f2) = 0. Also, since C∞

0 (R3) is dense
in S(R3), a simple limiting argument shows that Λ(f) = 0 for all f ∈ S(R3) with
supp f ∩ γ⊥ = ∅ and so supp Λ is contained in γ⊥.

Now, let ψ̃ be in C∞
0 (R), ψ̃ ≡ 1 in a neighborhood of zero, and define ψ(x) =

ψ(tγ + x∗) = ψ̃(t). We have already seen that for f ∈ C∞
0 (R3), Λ(f) depends only on

f |γ⊥ so

Λ(f) = Λ(ψf) = Λ(ψf∗)

and a limiting argument gives the same result for f ∈ S(R3). This also allows to define
a distribution in S ′(γ⊥) by

Λ∗(g) = Λ(ψg̃)

for all g ∈ S(γ⊥), where g̃ : R3 → C satisfies g̃(tγ + x∗) = g(x∗). The definition is
clearly independent of the choice of ψ and we have

Λ(f) = Λ∗(f |γ⊥).
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Clearly, by a density argument, the kernel representation of Λ continues to hold
when the test function φ is no longer a tensor product but still has support disjoint
from the span of (1, 1, 1).

Moreover,

Λ(φ) =

∫
φ(xα + tβ)K(x, t) dxdt =

∫
φ(x + β1t, x + β2t, x + β3t)K(x, t) dxdt

and the integral is absolutely convergent as long as function φ just vanishes on the span
of (1, 1, 1), but provided that Λ satisfies a weak boundedness property (3.8) below,
which is implied by the restricted boundedness conditions. To verify this, the reader
may adapt to the case of trilinear forms the arguments used in, for example, [31] for
bilinear ones.

There are three distinct bilinear forms that we can consider now

Λ1(φ2, φ3) = Λ∗((1 ⊗ φ2 ⊗ φ3)|γ⊥)

Λ2(φ1, φ3) = Λ∗((φ1 ⊗ 1 ⊗ φ3)|γ⊥)

Λ3(φ1, φ2) = Λ∗((φ1 ⊗ φ2 ⊗ 1)|γ⊥)

Observe that the functions on the right hand side are in S(γ⊥), since none of the
components of γ is zero. Moreover in case of disjointly supported functions φ2, φ3 we
obtain a kernel representation for Λ1 with the same kernel K. In fact, since ψ(1⊗φ2⊗
φ3) ∈ S(R3) and obviously has the same values as ψ(1 ⊗ φ2 ⊗ φ3)∗ on γ⊥,

Λ1(φ2, φ3) = Λ∗((1 ⊗ φ2 ⊗ φ3)|γ⊥) = Λ(ψ(1 ⊗ φ2 ⊗ φ3)∗) = Λ(ψ(1 ⊗ φ2 ⊗ φ3))

=

∫
ψ(xα+tβ)φ2(x+β2t)φ3(x+β3t)K(x, t) dxdt =

∫
φ2(x+β2t)φ3(x+β3t)K(x, t) dxdt.

Similarly for Λ2 and Λ3.

In the sequel we will use the following notation.

Definition 3.2. For a > 0, v ∈ Rd the Lp-normalized dilation operator Dp
a and the

translation operator τv are defined via

Dp
af(x) = a−d/pf(a−1x), τvf(x) = f(x− v),

for all functions f defined on Rd. We will also sometimes write

Daf(x) = D∞
a f(x) = f(a−1x).

Lemma 3.3. The restricted boundedness conditions for Λ are equivalent to the re-
stricted boundedness conditions for the Λi’s, if one is willing to have a loss in the order
of the bump functions and the constants involved in defining restricted boundedness.
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Proof. We assume first that Λ satisfies the restricted boundedness conditions, and prove
restricted boundedness of Λ1 (Λ2 and Λ3 can be done analogously). Let Φ : R → [0, 1]
be smooth with

(3.1)
Φ(x) = 1 |x| ≤ 1
Φ(x) = 0 |x| ≥ 2.

It is easy to check that if f is supported in the interval I (Lemma 3.1 allows us to
restrict attention to this case) then

(1 ⊗ φI ⊗ f)|γ⊥ = (τc(I)DC|I|Φ ⊗ φI ⊗ f)
∣∣
γ⊥ ,

where C is a sufficiently large constant depending only on γ. To obtain restricted
boundedness for Λ1, we simply apply the restricted boundedness of Λ for the enlarged
interval CI.

For the converse, we first show, as claimed in the introduction, that it is enough to
show the restricted boundedness estimates for Λ(φI ⊗ ψI ⊗ f) for every C∞ function
f supported in CI, where C is a universal constant depending on γ. To see this,
and without loss of generality, we may assume I centered at the origin. The region
|x + β1t| < |I|/2 and |x + β2t| < |I|/2 is a parallelogram centered at the origin in the
(x, t) while |x+ β3t| > C|I|/2 is the complement of a strip along the line x+ β3t = 0.
Recall that the components of β are pairwise distinct, so if C is large enough depending
only on β, then the two regions do not intersect. Decompose now in a smooth way
f = fCI + (f − fCI), where fCI coincides with f on CI, is zero outside 2CI and
satisfies ‖fCI‖2 ≤ 2‖fI‖2 Note that φI ⊗ψI ⊗ (f − fCI)(xα+ tβ) ≡ 0, so we must have
Λ(φI ⊗ ψI ⊗ (f − fCI)) = 0, and the claim follows.

Assume now that all the Λi satisfy restricted boundedness conditions of order N . For
simplicity of notation also assume that I is of length 1/C and centered at the origin and
that φI , ψI are bump functions adapted of order N ′ � N and supported in I. Let f be
a smooth function supported in CI. Let g be adapted of order N ′ and supported on
{|u| < 1/(2C) < 1/2, |v| < 1/2} and so that g(u, v)ψI(u)f(v) = ψI(u)f(v) on the same

region. Write φ̃(u, v) = φI(−γ−1
1 (γ2u+γ3v)) and note that φ̃g is adapted of order N ′ to

[−1/2, 1/2] × [−1/2, 1/2]. Expanding φ̃g in Fourier series on [−1/2, 1/2] × [−1/2, 1/2]
we get

φI(x+ β1t)ψI(x+ β2t)f(x+ β3t)

= φ̃(x + β2t, x + β3t)g(x+ β2t, x+ β3t)ψI(x + β2t)f(x+ β3t)

=
∑

m2,m3

cm2,m3ψI(x+ β2t)e
2πim2(x+β2t)f(x + β3t)e

2πim3(x+β3t),

with

|cm2,m3 | . (1 + max(|m2|, |m3|))−N ′

.

Now, the function

(1 + |m2|)−NψI(x)e
2πim2x
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is a bump function of order N adapted to the interval I. The factor (1 + |m2|)−N is
needed to offset the loss of powers of m2 when taking derivatives of the exponential
factor. Applying the restricted boundedness of Λ1 proves that

Λ(φI ⊗ ψI ⊗ f) =
∑

m2,m3

cm2,m3(1 + |m2|)NΛ1((1 + |m2|)−NMm2ψI ,Mm3f) . ‖f‖2.

�

Assuming Theorem 2.7 is true, we have thereby seen the following corollary of The-
orems 2.6 and 2.7.

Theorem 3.4. Let Λ be a trilinear Calderón-Zygmund form with modulation symmetry
in direction γ. Then Λ extends to bounded trilinear form with exponents as in Theorem
2.7 if and only if Λi for i = 1, 2, 3 are bounded in L2 × L2.

The lemma below will allow us to state the restricted boundedness property in a
slightly more general way. We need to consider bumps which may no longer be com-
pactly supported but are still concentrated around appropriate intervals.

Lemma 3.5. Assume Λ is a Calderón-Zygmund trilinear form with modulation sym-
metry in the direction γ and that satisfies the restricted boundedness conditions of
Theorem 2.7 for some N . Then for all intervals I, all L2- normalized bump functions
φI×I L

2- adapted to I × I of order N ′ >> N and all functions f ∈ S(R) we have the
estimate

|Λ(φI×I ⊗ f)| . |I|−1/2‖f‖2

and the symmetric inequalities.

Proof. For simplicity of notation we shall assume I is centered at the origin and of
length 1. We take a lacunary decomposition related to I: let Φ be as in (3.1) and
define

φ0 = (Φ ⊗ Φ)φI×I

φk = (Φk ⊗ Φk − Φk−1 ⊗ Φk−1)φI×I

for k > 0, where Φk = D∞
2kΦ. Note that the functions φk add up to φI×I , so by using

the continuity of Λ in S(R3) we obtain

(3.2) Λ(φI×I ⊗ f) =
∑

k≥0

Λ(φk ⊗ f).

Note also that 25kφk is L2-adapted to and supported in 2k+2(I × I). We write

φk(x1, x2) = φ̃k(x1, x2)Φk(x1)Φk(x2)

where φ̃k means the periodization of φk from the square 2k+2(I × I). By performing a
windowed Fourier series, we obtain

φk(x1, x2) =
∑

m1,m2∈Z

ck,m1,m2Φk(x1)Φk(x2)e
2πi2−(k+2)(m1x1+m2x2)
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where the coefficients ck,m1,m2 are rapidly decaying in the sense that

(3.3) |ck,m1,m2 | . 2−5k(1 + max(|m1|, |m2|))−2N−5

Denoting by Φk,m(x) = Φk(x)e
2πi2−(k+2)mx we have that the functions |m|−N2−k/2Φk,m

are L2- normalized, adapted of order N and supported in 2k+2I, uniformly in m and
k.

By (3.2) we have

|Λ(φ⊗f)| ≤
∑

k≥0

∑

m1,m2∈Z

|ck,m1,m2 ||Λ(Φk,m1,Φk,m2, f)|

≤
∑

k≥0

∑

m1,m2∈Z

|m1|N |m2|N2k|ck,m1,m2Λ(|m1|−N2−k/2Φk,m1, |m2|−N2−k/2Φk,m2 , f)|

Now the estimate of the lemma follows by applying (3.3) and the restricted boundedness
condition to each summand on the right hand side with interval 2k+2I. �

We will now give a rigorous definition of Ti(1, 1) as a distribution modulo constants
and prove that the restricted boundedness property implies that they are elements
of BMO. The approach is similar to the linear case and we will follow some of the
arguments in [28]. See also [31] and [18] for similar linear and multilinear definitions.
We start with the following lemma.

Lemma 3.6. Assume that Λ is a trilinear Calderón-Zygmund form with modulation
symmetry in the direction γ. Let Φ be as in (3.1). For every C∞

0 function f with mean
zero the limit

(3.4) L(f) = lim
k→∞

Λ(D∞
2k(Φ ⊗ Φ) ⊗ f) = lim

k→∞
〈T3(D

∞
2kΦ, D

∞
2kΦ)|f〉

exists. Moreover, if supp f ⊂ (−2k0, 2k0), then for sufficiently large k (depending on k0

and γ) we have the error bound

(3.5) |L(f) − Λ(D∞
2k(Φ ⊗ Φ) ⊗ f)| . 2−δ(k−k0)‖f‖L1

where δ is the parameter in the Calderón-Zygmund property of the kernel K and the
implicit constant is independent of k0, k and f .

Proof. Assume supp f ⊂ (−2k0 , 2k0). For all j > k � k0 write

D∞
2j (Φ ⊗ Φ) −D∞

2k(Φ ⊗ Φ) =

j−k∑

l=1

D∞
2l+k(Φ ⊗ Φ) −D∞

2l+k−1(Φ ⊗ Φ)

and let ψl = D∞
2l+k(Φ ⊗ Φ) − D∞

2l+k−1(Φ ⊗ Φ). We will estimate |Λ(ψl ⊗ f)| to prove
that the sequence Λ(D∞

2k(Φ⊗Φ)⊗f) is Cauchy, as well as to estimate the error bound.
Since the support of ψl ⊗ f is disjoint from the span of (1, 1, 1), we can use the kernel
representation of Λ

Λ(ψl ⊗ f) =

∫
ψl(x + β1t, x + β2t)f(x+ β3t)K(x, t) dxdt.
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Similarly to what we did in Section 2.1 for bilinear forms, a simple change of variables
allows us to write the above integral in the form∫

ψl(u, v)f(w)K̃(u, w) dudw

where v = −γ−1
2 (γ1u+ γ3w) and K̃ satisfies the classical Calderón-Zygmund estimates

(3.6) |K̃(u, w)| . |u− w|−1,

(3.7) |K̃(u, w) − K̃(u′, w′)| . |u− w|−(1+δ)‖(u, w)− (u′, w′)‖δ

for cβ‖(u, w) − (u′, w′)‖ < |u− w|.
On the support of ψl,

2l+k−1 ≤ ‖(u, v)‖ ≤ 2l+k+1

and for w ∈ supp f , |w| < 2k0. Note that if |u| < (1 + |γ−1
2 γ1|)−12k+l−2 and k � k0,

then
‖(u, v)‖ ≤ |u|(1 + |γ−1

2 γ1|) + |γ−1
2 γ3|2k0 < 2k+l−1.

Thus, in the integral representation of Λ(ψl ⊗ f) we may assume

2k+l . |u| ≤ 2k+l+1.

Using the mean zero property of f we obtain

Λ(ψl ⊗ f) =

∫
[ψl(u, v)K̃(u, w) − ψl(u,−γ−1

2 γ1u)K̃(u, 0)]f(w) dwdu.

We now write the term in square brackets as

(ψl(u, v) − ψl(u, v0))K̃(u, w) + ψl(u, v0)(K̃(u, w)− K̃(u, 0))

and estimate each term by its supremum norm on the domain of integration. Clearly,
we have |ψl| ≤ 2. As the derivative of ψl is O(2−k−l), we have

|ψl(u, v) − ψl(u, v0)| . 2−k−l|w| . 2−k−l2k0.

For K̃ we have from the Calderón-Zygmund estimates

|K̃(u, w)| . |u− w|−1 . (2k+l − 2k0)−1 . 2−k−l

and
|K̃(u, w) − K̃(u, 0)| . |u|−(1+δ)|w|δ . 2(−k−l)(1+δ)2k0δ,

Hence we can estimate

|Λ(ψl ⊗ f)| . (2−2(k+l)2k0 + 2−(k+l)(1+δ)2k0δ)

∫

|u|<2k+l+1

∫
|f(w)| dudw

. 2−(k+l−k0)δ‖f‖L1.

Summing in l finishes the proof of the lemma. �

Lemma 3.7. Assume that Λ satisfies the restricted boundedness conditions. Then the
linear functional given by (3.4) can be extended to all the Hardy space H 1 and defines
an element of BMO that we will denote by T3(1, 1).
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Proof. We will show first that the functions T3(D
∞
2kΦ, D

∞
2kΦ) are uniformly bounded in

BMO. To simplify the notation, let φk = D∞
2k(Φ ⊗ Φ), and let cγ be a large constant

(depending only on γ) whose value will become clear later. We will show that the mean
oscillation of T3(φk) on some arbitrary interval I is O(1).

If I is an interval with cγ|I| ≥ 2k, then by Lemma 3.5

‖T3(φk)‖L2(I) ≤ ‖T3(φk)‖L2 . 2k/2 . |I|1/2,

which implies that the mean oscillation of T3(φk) on I is O(1).
Assume next that I is an interval centered at the point c(I) and such that cγ |I| < 2k.

Let M be the smallest integer so that [−2k, 2k] ⊆ cγ2
MI and write

φk =
M−1∑

l=0

ψk,I,l,

where

ψk,I,0 = (τ(c(I),c(I))D
∞
cγ |I|(Φ ⊗ Φ))φk

and

ψk,I,l = (τ(c(I),c(I))D
∞
cγ2l+1|I|(Φ ⊗ Φ) − τ(c(I),c(I))D

∞
cγ2l|I|(Φ ⊗ Φ))φk.

By Lemma 3.5 , for any function in f in L2 we can write (with a small abuse of
notation)

〈T3(φk)|f〉 = Λ(φk ⊗ f) =
M−1∑

l=0

Λ(ψk,I,l ⊗ f) =
M−1∑

l=0

〈T3(ψk,I,l)|f〉

Since cγ |I| ≤ 2k, |I|−1ψk,I,0 is L2- adapted to I × I and we can estimate again using
Lemma 3.5,

‖T3(ψk,I,0)‖L2(I) . |I|1/2,

which implies that the mean oscillation of T3(ψk,I,0) on I is O(1). In the other terms
T3(ψk,I,l) can be represented on I by absolutely convergent integrals which, after the
usual change of coordinates, take the form

T3(ψk,I,l)(w) =

∫
ψk,I,l(u, v)K̃(u, w) du,

with v = −γ−1
2 (γ1u+γ3w). Observing that v−c(I) = −γ−1

2 (γ1(u−c(I))+γ3(w−c(I))),
we may proceed as in the previous lemma to verify that the above integral may be
restricted to the region where

c′γcγ2
l|I| ≤ |u− c(I)| ≤ cγ2

l+1|I|
for some small constant c′γ depending only on γ. We take now cγ large enough so that

|u− c(I)| ≥ max{10 × 2l, cβ}|I|,
where cβ is associated with K̃ as in Lemma 3.6.
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Define v0 = −γ−1
2 (γ1u+ γ3c(I)) and the constant

Ck,I,l =

∫
ψk,I,l(u, v0)K̃(u, c(I)) du

and write

|T3(ψk,I,l)(w) − Ck,I,l| ≤
∫

|ψk,I,l(u, v) − ψk,I,l(u, v0)| |K̃(u, w)| du+

∫
|ψk,I,l(u, v0)| |K̃(u, w) − K̃(u, c(I)| du.

Take now some w ∈ I. We can apply (3.7) to obtain that the second integral above
is bounded (up to a multiplicative constant) by

∫

|u−c(I)|>10×2l|I|

|I|δ|u− c(I)|−(1+δ) du . 2−lδ.

To estimate the first integral note that

‖∂ψk,I,l

∂v
‖∞ .

1

min(cγ2l|I|, 2k)
, |v − v0| . |I|, |K̃(u, w)| . (2l|I|)−1,

and the region of integration has length O(min(cγ2
l|I|, 2k)). By putting these things

together, the first integral above is easily seen to be O(2−l). This proves that the mean
oscillation of T3(ψk,I,l) over the interval I is O(2−lδ). Finally, by the triangle inequality
we conclude that ‖T3(φk)‖BMO . 1.

To conclude the proof we can now use the H1 − BMO duality. In fact, since the
unit ball of the dual of a Banach space is weak∗-compact, we can extract a subsequence
of T3(φkj

) so that limj→∞〈T3(φkj
), f〉 = 〈T3(1, 1)|f〉 for some T3(1, 1) ∈ BMO and all

f ∈ H1. However, the previous lemma shows that the sequence on the left converges
to L(f) for C∞ functions f with compact support and mean zero. Since such functions
are dense in H1, it follows that the continuous functional induced by T3(1, 1) on H1(R)
extends L to all H1 and that T3(1, 1) is the unique limit (in BMO) of the sequence
T3(φk). �

The following result shows that the definition of T3(1, 1) in Lemma 3.6 is independent
of the choice of function Φ in a very general sense.

Lemma 3.8. Let f be a Schwartz function supported on I = [−1/2, 1/2] and with
mean zero, and k > 0. Then, for every L∞-normalized bump function φ adapted to the
square [−2k, 2k]× [−2k, 2k] with φ ≡ 1 in a neighborhood of (0, 0) we have the estimate

|〈T3(1, 1)|f〉 − Λ(φ, f)| ≤ Cγ,δ′2
−δ′k‖f‖L1,

where we can take δ′ = δ if δ < 1 and δ′ = 1− if δ = 1.
Moreover, if Λ satisfies the restricted boundedness conditions then the estimate above

still holds with ‖f‖1 replaced by ‖f‖2 (note |I|1/2 = 1), if the L∞-normalized bump
function φ adapted to the square [−2k, 2k] × [−2k, 2k] satisfies only φ(0, 0) = 1.
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Proof. Let Φ be as before. Considering ψk = D∞
2k(Φ ⊗ Φ) − φ, we need to prove

|Λ(ψk ⊗ f)| . 2−δk.

Let

Φk±l = D∞
2k±l+1(Φ ⊗ Φ) −D∞

2k±l(Φ ⊗ Φ).

For a large k0 and k � k0, write

ψk =
∞∑

l=0

Ψk+l +
k−k0∑

l=1

Ψk−l + Ψ̃k0,

where

Ψk±l = Φk±lψk = (D∞
2k±l+1(Φ ⊗ Φ) −D∞

2k±l(Φ ⊗ Φ))(D∞
2k(Φ ⊗ Φ) − φ)

and

Ψ̃k0 = D∞
2k0

(Φ ⊗ Φ)ψk.

We can apply the reasoning of Lemma 3.6 to Ψk±l to write Λ(Ψk±l⊗f) as the sum of
two integrals, one involving (∇Ψk±l)K̃ and the other involving Ψk±l(∇K̃), and where
the integration in u takes place for |u| ≈ 2k±l. We then need to estimate |∇Ψk±l| and
|Ψk±l| and combine them with the Calderón-Zygmund estimates on K̃ (which can be
applied if k0 is chosen large enough depending only on γ).

For Ψk+l, we can use in the first integral that ψk is adapted to a square of side length
2k to get

|∇Ψk+l| ≤ |∇Φk+l||ψk| + |Φk+l||∇ψk|

. (2−(k+l)‖ψk‖L∞ + ‖Φk+l‖L∞2−k(1 +
2k+l

2k
)−N . 2−(k+l)

and in the second integral we simply use that that Ψk+l is bounded. Together with the
Calderón-Zygmund estimates this leads to estimates on the integrals of order 2−(k+l)

and 2−(k+l)δ, respectively, which sum in l to the correct bound. On the other hand,
since φ(0, 0) = 1, we can use for Ψk−l in the first integral

|∇Ψk−l| ≤ |∇Φk−l||ψk| + |Φk−l||∇ψk|

. 2−(k−l)2−k2(k−l) + ‖Φk−l‖L∞2−k . 2−k

and

|Ψk−l| . 2−k2(k−l) . 2−l

in the second integral, which leads to estimates of the order of 2−k and 2−kδ2−l(1−δ),
respectively. Noting that there are less than k terms in this case, we get to an estimate
of the form 2−kδ′ with δ′ as in the statement.

Finally, note that the last term, Λ(Ψ̃k0 ⊗ f) is zero if φ ≡ 1 in a neighborhood of
(0, 0) or otherwise it can be controlled by the restricted boundedness property since
Ψ̃k0 is adapted to a cube of side length 2k0 with a constant of the order of 2−k. �
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Remark 3.1. For any fixed y and Φ as in (3.1), the function τ(y,y)D
∞
2k(Φ ⊗ Φ) is

an L∞-normalized bump function adapted to [−2k, 2k] × [−2k, 2k] and equal to 1 in a
neighborhood of the origin, for sufficiently large k. Hence we may also write

Λ(1, 1, f) = 〈T3(1, 1)|f〉 = lim
k→∞

Λ(τ(y,y)D
∞
2k(Φ ⊗ Φ), f).

Moreover, an examination of the proof of Lemma 3.6, shows that if the test function f
with mean zero satisfies supp f ⊂ I, then

|Λ(1, 1, f) − Λ(τ(c(I),c(I))D
∞
2k |I|(Φ ⊗ Φ), f)| . 2−kδ‖f‖L1,

for large k depending only on γ.

3.2. A T (1)-type formulation of the main theorem.
We now introduce a weaker continuity property on Λ alluded to before.

Definition 3.9. We say that a trilinear form Λ satisfies the weak boundedness property
if for any interval I and any φ that is L2-normalized and adapted to I × I × I of order
N ,

(3.8) |Λ(φ)| ≤ C|I|−1/2.

The restricted boundedness conditions with order N ′ � N imply (3.8) of order N .
This is immediate for φ given by a tensor product, while arguments similar to the ones
used in Lemma 3.5 give the general case. We will prove Theorem 2.7 assuming only
the weak boundedness property and that the distributions Tj(1, 1) given by (3.4) (and
its symmetric versions) are in BMO for j = 1, 2, 3. Since, as we already saw, all these
conditions are implied by the restricted boundedness, it will follow then yet another
formulation of the main theorem.

Theorem 3.10. Let Λ be a Calderón-Zygmund trilinear form with modulation symme-
try in the direction of γ. Then Λ is bounded in the range of exponents of Theorem 2.7
if and only if Tj(1, 1) ∈ BMO for each j = 1, 2, 3, and Λ satisfies the weak boundedness
property (3.8).

While the Calderón-Zygmund condition does not distinguish between Calderón-
Zygmund kernels associated with bilinear or trilinear forms, the BMO conditions con-
stitute a real difference between distributions which are bounded bilinear forms and
those which are bounded trilinear forms. For trilinear forms, there are three BMO
conditions, while for bilinear forms there are only two. In the section on paraproducts
we will see that the three BMO conditions are indeed independent, and we can adjust
the three functions Tj(1, 1) independently for each j. In particular, we can take two of
these functions in BMO and a third one not in BMO and construct a distribution that
provides a bounded bilinear form but not a bounded trilinear one.

We also observe the following.



MODULATION INVARIANT BILINEAR T(1) THEOREM 23

Remark 3.2. Let Λ be a trilinear Calderón-Zygmund form with modulation symmetry
in the direction γ and satisfying (3.8). Then, the forms Λj, j = 1, 2, 3, satisfy the
bilinear weak boundedness property of Remark 2.1 and the identities

Λ1(1, ·) = Λ(1, 1, ·) = Λ2(1, ·),
Λ2(·, 1) = Λ(·, 1, 1) = Λ3(·, 1),

Λ3(1, ·) = Λ(1, ·, 1) = Λ1(·, 1),

hold when the terms are interpreted as tempered distributions modulo constants.

It is trivial to check the bilinear weak boundedness conditions for the Λj given the
one for Λ. The above identities are also clear at a formal level. To verify them in a
rigorous way, let f be a test function with mean zero supported in some interval I
centered at the origin. For C large enough depending just on γ and for k large enough
compared to log |I| we have

Λ1(D2kΦ, f) = Λ(D2kDCΦ, D2kΦ, f),

because 1 ⊗ D2kΦ ⊗ f = D2kDCΦ ⊗ D2kΦ ⊗ f on γ⊥. As k → ∞ the left hand side
tends to Λ1(1, f) while, by Lemma 3.8, the right hand side approaches Λ(1, 1, f) since
DCΦ ⊗ Φ ≡ 1 in a neighborhood of (0, 0). A symmetric reasoning gives the other
identities.

3.3. The bilinear Calderón commutators and the bilinear Cauchy integral
on Lipschitz curves.
As we mentioned in Section 2.2, Theorem 3.10 has applications to operators with a

particular antisymmetric property. Let K(x, t) be a Calderón-Zygmund kernel with
the property

(3.9) K(x, t) = −K(x + t,−t).
This unconventionally looking antisymmetry comes from the fact that we chose the
kernels to be singular at t = 0 and not at x = t, i.e. we assume in this article

|∂αK(x, t)| . |t|−(|α|+1)

instead of (the equivalent after a change of variable)

|∂αK(x, t)| . |x− t|−(|α|+1).

If K satisfies (3.9), then one can always define the trilinear form

Λ(f, g, h) = p.v.

∫
f(x + t)g(x− t)h(x)K(x, t) dtdx =

1

2

∫
(f(x + t)g(x− t)h(x) − f(x)g(x+ 2t)h(x + t))K(x, t) dtdx,

since the integral now is absolutely convergent. This form is also clearly modulation
invariant, even for functions without disjoint support, and it is easy to see that such a
form satisfies the weak boundedness property of Definition 3.9.
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A change of variables gives

Λ(f, 1, h) = p.v.

∫
f(y)h(x)K(x, y − x) dxdy

and if the bilinear form with kernel

K̃(x, y) = K(x, y − x)

(which is antisymmetric in the usual way) is bounded, we immediately get (see Re-
mark 3.2)

Λ(1, 1, ·) = −Λ(·, 1, 1) ∈ BMO.

Another change of variables gives

Λ(1, g, h) = p.v.

∫
g(y)h(x)K(x, x− y) dxdy.

The last condition to be satisfied is Λ(1, ·, 1) ∈ BMO. This requires the bilinear form
with kernel

K̃(x, y) = K(x, x− y)

to be bounded too.
Examples of the above are provided by the bilinear Calderón commutators whose

associated trilinear forms are

(3.10) p.v.

∫
f(x+ t)g(x− t)h(x)

(A(x + t) − A(x))m

tm+1
dtdx

with ‖A′‖∞ < C.
Since

K(x, t) =
(A(x+ t) − A(x))m

tm+1

we have that the bilinear form associated to the kernel K(x, y − x) is just the usual
Calderón commutator,

p.v.

∫
f(y)h(x)

(A(y)− A(x))m

(y − x)m+1
dydx;

while the one for K(x, x− y) is

p.v.

∫
f(y)h(x)

(A(2x− y) − A(x))m

(x− y)m+1
dydx.

This last bilinear form is treatable with the linear T1-Theorem in the same way the ones
associated to the linear commutators are. Theorem 3.10 gives now the boundedness of
the forms in (3.10).

Keeping track of the constants involved and expanding in the usual way in terms
of commutators one can obtain also the boundedness of the bilinear Cauchy integral
operator

(3.11) CA(f, g)(x) = p.v.

∫
f(x+ t)g(x− t)

t + i(A(x + t) − A(x))
dtdx,
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at least for ‖A′‖∞ < ε.
On the other hand, note that the kernel

K(x, t) =
1

t + i(A(x + t) − A(x))

is also antisymmetric in the sense of (3.9), so one can try to study it directly. The
function K(x, y − x) is now

K(x, y − x) =
1

(y − x) + i(A(y) − A(x))

which gives the linear Cauchy integral operator which we know is bounded even with
‖A′‖∞ < C. The other bilinear form to consider has kernel

K(x, x− y) =
1

(x− y) + i(A(2x− y) − A(x))
.

This should be studied using similar arguments to the ones used for the linear Cauchy
integral operator to yield, invoking again Theorem 3.10, the boundedness of the bilinear
operator in (3.11) for arbitrary Lipschitz function A. We leave the details to the
interested reader.

4. Bump functions estimates

In this section we prove some estimates on bump functions under the additional
assumption of Tj(1, 1) = 0 (in the BMO sense) for j = 1, 2, 3. Recall that Tj(1, 1) has
been defined in Lemma 3.7. We will study the action of Λ on triples of bump functions
and obtain good estimates in terms of the localization in space and frequency of the
bump functions. The estimates will be obtained from a reduction to the bilinear form
case, which we will discuss first. Lemma 4.3 below is a slight generalization of some
almost orthogonality estimates found in the literature.

In what follows, we will write diam(I1, I2) for the diameter diam(I1∪I2) of the union
of the two intervals. We will also use the fact that if |I1| > |I2| then

1 +
diam(I1, I2)

|I1|
≈ 1 +

|c(I1) − c(I2)|
|I1|

.

Lemma 4.1. Let φJ and cI be bump functions L2- adapted of order N to the intervals
J and I. We have

(4.1)

∫
|φJ(x)| |cI(x)| dx .

(
min(

|I|
|J | ,

|J |
|I| )

)1/2

(1 + (max(|I|, |J |)−1diam(I, J))−N

while

(4.2)

∣∣∣∣
∫
φJ(x)cI(x) dx

∣∣∣∣ .
( |I|
|J |

)3/2

(1 + |J |−1diam(I, J))−N ,

as long as |J | ≥ |I| and
∫
cI(x) dx = 0.
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Note that the estimate in (4.1) only needs the size estimates on φJ and cI but
not the ones on their derivatives. Similar estimates are obtained when the bumps φJ

are replaced by the ones obtained by the action of Calderón-Zygmund operators with
certain cancellation. More precisely one has.

Lemma 4.2. Let φJ and cI be as in the previous lemma with N ≥ 2. Assume that
Λ is a bilinear Calderón-Zygmund form associated with a kernel K with regularity
parameter δ. Suppose that Λ satisfies the restricted boundedness conditions (2.6) (or
equivalently that is bounded on L2 × L2) and that the linear dual operator5 T has the
special cancellation condition T (1) = 0. Then for each 0 < δ ′ < δ,
(4.3)∫

|T (φJ)(x)| |cI(x)| dx .

(
min(

|I|
|J | ,

|J |
|I| )

)1/2

(1 + (max(|I|, |J |)−1diam(I, J))−(1+δ′),

provided that
∫
φJ(x) dx = 0, while

(4.4)

∣∣∣∣
∫
T (φJ)(x)cI(x) dx

∣∣∣∣ .
( |I|
|J |

)1/2+δ′

(1 + |J |−1diam(I, J))−(1+δ′)

if |J | ≥ |I|,
∫
φJ(x) dx = 0, and

∫
cI(x) dx = 0.

For a proof of Lemma 4.1 and Lemma 4.2 see, e.g., [23] and [14]. We have now the
following generalization.

Lemma 4.3. Assume again that Λ is a bilinear form associated with a Calderón-
Zygmund kernel K with regularity parameter δ. Suppose that Λ is bounded and that
the dual linear operator T has the special cancellation condition T (1) = 0.

Let |I1| ≥ |I2| be intervals and let ψ ∈ S(R2) be a bump adapted to I1 × I2 of order
at least 4. Assume ψ has mean zero in the second variable, meaning∫

ψ(x1, x2) dx2 = 0

for all x1. Then for each 0 < δ′ < δ,

(4.5) |Λ(ψ)| .

( |I2|
|I1|

)1/2+δ′ (
1 + |I1|−1diam(I1, I2)

)−(1+δ′)
.

Proof. Let ψ(x1, x2) be adapted to I1 × I2 with |I1| ≥ |I2| and having mean zero in
the second variable. Using wavelets, we can expand it in the first variable into a a
family of bumps (wavelets) {φJ} which are L2- adapted to the dyadic intervals J and
have mean zero. Furthermore, using the linearity of Λ and the fact that Λ extends to
a continuous functional on L2(R2) (this being a consequence of the hypothesis and of
Theorem 2.6), we obtain

|Λ(ψ)| ≤
∑

J

|Λ(〈ψ(·, x2), φJ〉φJ(x1))| =
∑

J

|Λ(φJ(x1) c
J
I2

(x2))| =
∑

J

|〈TφJ|cJI2〉|,

5Recall that this is Λ(f1, f2) =
∫

T (f1)f2
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where the cJI2 has mean zero and is adapted to the interval I2 but with implicit bounds
depending on the relative sizes of I2 and J that can be estimated using (4.1) and (4.2).
We will use (4.3) and (4.4) to estimate |〈TφJ |cJI2〉|. We proceed as follows.

We split the sum as
∑

J

=
∑

J : |J |<|I2|≤|I1|

+
∑

J : |I2|≤|J |≤|I1|

+
∑

J : |I2|≤|I1|<|J |

=
∑

A

+
∑

B

+
∑

C

.

Using (4.2) and (4.3) we estimate

∑

A

.
∑

J : |J |<|I2|≤|I1|

( |J |
|I2|

)1/2( |J |
|I1|

)3/2

(1 +
diam(J, I2)

|I2|
)−1−δ′(1 +

diam(J, I1)

|I1|
)−1−δ′

.
∑

ν: 2−ν<|I2|≤|I1|

(
2−ν

|I2|

)1/2(
2−ν

|I1|

)3/2

|I2|1/2|I1|1/22ν

( |I2|
|I1|

)1/2

(1 +
diam(I1, I2)

|I1|
)−1−δ′ ,

where we have used a discrete version of estimate (4.1) to sum on all intervals J of a
fixed scale. That creates the normalization factors in the last line. Simplifying, we get

∑

A

.
|I2|1/2

|I1|3/2
(1 +

diam(I1, I2)

|I1|
)−1−δ′

∑

2−ν<|I2|

2−ν .
|I2|3/2

|I1|3/2
(1 +

diam(I1, I2)

|I1|
)−1−δ′ ,

which gives a better estimate than the desired one.
Similarly for

∑
B, we first use (4.1) and (4.3) and then sum at each scale to get the

estimate in (4.5).
To estimate

∑
C , we use (4.1) and (4.4) and δ′ < δ′′ < δ to compute

∑

C

.
∑

J : |I2|≤|I1|<|J |

( |I2|
|J |

)1/2+δ′′ ( |I1|
|J |

)1/2

(1 +
diam(J, I2)

|J | )−1−δ′′(1 +
diam(J, I1)

|J | )−1−δ′′

.
∑

ν: |I2|≤|I1|<2−ν

( |I2|
2−ν

)1/2+δ′′ ( |I1|
2−ν

)1/2

(1 +
diam(I1, I2)

2−ν
)−1−δ′′ .

By further splitting the above summation according to the relative size of 2−ν with
respect to diam(I1, I2), we get again the desired bound. �

Next, we formulate the corresponding estimates for trilinear forms. We will use the
following notation.

Definition 4.4. For an interval ω = (a, b) and a constant c > 0, let c̃ω = (ca, cb) (that
is the dilation of ω from the origin, not from its center which we denote by cω).

Lemma 4.5. Let Λ be a trilinear Calderón-Zygmund form associated with a kernel K
with parameter δ, with modulation symmetry in the direction of γ with γi 6= 0, and
which satisfies the weak boundedness condition (3.8). Assume also that Λ(1, 1, ·) =
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Λ(1, ·, 1) = Λ(1, 1, ·) = 0. Let k1 = k2 ≥ k3 be three integers. For each 1 ≤ i ≤ 3, let

ω′
i be an interval of length 2−ki, and assume that ω′

3 ∩ γ̃3

γ1
ω′

1 = ∅ and ω′
3 ∩ γ̃3

γ2
ω′

2 = ∅.
Let Ii be an interval of length 2ki and assume φ ∈ S(R3) is a bump function of

order 2N adapted to I1 × I2 × I3 and with Fourier transform supported in the box
ω′ := ω′

1 × ω′
2 × ω′

3. Then, for each 0 < δ′ < δ we have
(4.6)

|Λ(φ)| . |I|−1/2

( |I3|
|I|

)δ′+1/2(
1 +

diam(I1, I2, I3)

|I|

)−1−δ′
(

1 +

∣∣∑3
i=1 γic(Ii)

∣∣
|I|

)−N

,

where we have written diam(I1, I2, I3) for diam(
⋃3

i=1 Ii) and |I| = |I1| = |I2|.
Similar statements and estimates holds by symmetry for any permutation of the

indices 1, 2, 3.

Proof. We assume without loss of generality that diam(I1, I2, I3) is comparable to
diam(I2, I3). This can be achieved by switching the otherwise symmetric roles of I1

and I2 if necessary. We write

ψ(x+ β2t, x+ β3t) = φ(x+ β1t, x+ β2t, x+ β3t),

and note that Λ1(ψ) = Λ(φ). We plan to apply Lemma 4.3 to Λ1 and ψ.
First observe that by hypothesis and Remark 3.2, Λ1 is bounded and satisfies the

requirements of Lemma 4.3. Second, we claim the function ψ is adapted to I2×I3 with
constant |I|−1/2M−N , where

5M = 1 + |I|−1
∣∣∣
∑

γic(Ii)
∣∣∣ .

Clearly, it is enough to see this when |I|−1 |∑ γic(Ii)| � 1. We truncate

ψ = ψ1 + ψ2

where

ψ1(x1, x2) = ψ(x1, x2)ΦMI2(x1)ΦMI3(x2)

and the functions ΦMI are the usual L∞-normalized functions adapted to MI.
If (x1, x2) := (x+β2t, x+β3t) is in the support of ψ1, then |x+β1t− c(I1)|/|I| & M

because

|γ1(x+ β1t− c(I1))| ≥
∣∣∣∣∣

3∑

j=1

γj(x + βjt− c(Ij))

∣∣∣∣∣− 4M |I| =

∣∣∣∣∣

3∑

j=1

γjc(Ij)

∣∣∣∣∣− 4M |I|.

By computing derivatives, the claim for ψ1 follows easily. Let us only indicate the
bound for the function itself:

|ψ1(x1, x2)| = |φ(x+ β1t, x + β2t, x + β3t)|ΦMI2(x2)ΦMI3(x3)

. |I|−1/2|I2|−1/2|I3|−1/2M−N×
(1 + |I|−1|x+ β2t− c(I2)|)−N(1 + |I|−1|x+ β3t− c(I3)|)−N .
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If (x+ β2t, x+ β3t) is in the support of ψ2, then either |x+ β2t− c(I2)|/|I| is of order
at least M or |x+ β3t− c(I3)|/|I| is of order at least M , and the claim for ψ2 is again
easy to see.

Finally, it remains to show that ψ has mean zero in the second variable. Consider
first the particular case when

φ̂(η1, η2, η3) = φ̂1(η1)φ̂2(η2)φ̂3(η3).

A simple change of coordinates gives then

ψ(u, v) = φ1(−
γ2

γ1
u− γ3

γ1
v)φ2(u)φ3(v).

For each u, the Fourier transform of ψ in the second variable is supported in ω ′
3− γ̃3

γ1
ω′

1.

Since this interval does not contain the origin, the claim follows.

To obtain the general case expand φ̂ as a series of products of the above, via windowed
Fourier series. �

Remark 4.1. Let 〈γ〉 be the line spanned by γ, and 〈γ(i)〉 be the projection of the line
〈γ〉 onto the plane e⊥i . We observe that the conditions on ω′ in the previous lemma are
actually equivalent to

(4.7) ω′
1 × ω′

3 ∩ 〈γ(2)〉 = ∅,

(4.8) ω′
2 × ω′

3 ∩ 〈γ(1)〉 = ∅,
In all applications of Lemma 4.5, the box ω ′ will emerge in the following way. We will

initially have a box ω := (ω1, ω2, ω3) which satisfies (4.7) and (4.8). We will then choose
some appropriate vector ξγ ∈ 〈γ〉 and define ω ′ := ω − ξγ. Regardless of the choice of

ξ, (4.7) and (4.8) imply for i ∈ {1, 2} that ω ′
3 ∩ γ̃3

γi
ω′

i = ∅, since γ̃3

γi
ω′

i = γ̃3

γi
ωi − ξγ3 and

ω′
3 = ω3 − ξγ3.

5. Decomposition of Λ under the special cancellation conditions.

In this section we will express the form Λ as a superposition of well localized model
operators. Before achieving this goal we first recall how the decomposition was per-
formed in the particular case of the bilinear Hilbert transform, see [20]. More generally,
assume K(t) is an x independent Calderón-Zygmund kernel with enough decay on the

derivatives of K̂, and consider a Λ which for each f1, f2, f3 ∈ S(R) has the representa-
tion

Λ(f1, f2, f3) = p.v

∫
f1(x+ β1t)f2(x + β2t)f3(x + β3t)K(t)dx dt.

One first decomposes K in pieces Kk localized at frequency ≈ 2−k. Then, the modula-
tion symmetry of Λ recommends a wave packet decomposition of the three functions,
adapted to the scale of the multiplier. The geometry of the Fourier plane in conjunc-

tion with the decay in the derivatives of K̂ allows then one to reduce the boundedness
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of |Λ(f1, f2, f3)| to that of model operators of the form
∑

p∈P

ap |Ip|−1/2|〈f1, φp1〉〈f2, φp2〉〈f3, φp3〉|,

where P is the collection of all multi-tiles in phase space p = p1×p2×p3, pi = Ipi
×ωpi

with |Ip| := |Ip1| = |Ip2| = |Ip3| and ωpi
pairwise disjoint for each fixed p. The φpi

are
wave packets L2- adapted to the time-frequency tile pi and {ap} ∈ `∞(P).

A fundamental feature of P is that it is a one parameter family of multi-tiles, in that
each ωpi

determines uniquely the other two ωpj
. Another important aspect about P is

the so called ‘quartile property’; namely the fact that if for two multi-tiles p and p′ we
have ωpi

∩ ωp′i
6= 0 then we are guaranteed that ωpj

∩ ωp′j
= 0 for each j 6= i. Both of

these properties follow as a consequence of the fact that the cubes ωp1 × ωp2 × ωp3 are
located at some uniform distance from the line 〈γ〉 and they touch the plane (1, 1, 1)⊥.

In the case K depends on both x and t we proceed differently. Consider again a
Calderón-Zygmund trilinear form Λ which is modulation invariant in the direction γ.
We saw that we can write

Λ(f1, f2, f3) = 〈K(x, t)|f1 ⊗ f2 ⊗ f3(xα + tβ)〉
where we still denote by K a distribution in S ′(R2), which agrees with the given
kernel when t 6= 0. Note that the Calderón-Zygmund conditions on the kernel do not
say anything about the distribution K for t = 0. As in the linear case, the weak
boundedness property and the conditions Tj(1, 1) ∈ BMO are needed to complete, in
a certain sense, the control on the distribution K.

To study Λ we will perform a particular Whitney decomposition on the frequency
domain. We want to give a heuristic motivation for it. Based on the experience
with multipliers (both linear and multilinear ones), one expects that a Mihlin-type of
behavior for the frequency representation of Λ should play an important role. That
is, the form should be given in the frequency side by a distribution whose derivatives
behave like the reciprocal of the distance to a particular singular or bad set. Typically
one then performs a Whitney decomposition with respect to that set.

Applying the Fourier inversion formula to each fj we see that, in the sense of distri-
butions, we can represent Λ on the frequency domain as

(5.1) Λ(f1, f2, f3) = 〈K̂(−α · ξ,−β · ξ)|f̂1 ⊗ f̂2 ⊗ f̂3(ξ)〉,
where ξ = (ξ1, ξ2, ξ3). The conditions on the kernel are too weak to conclude any

pointwise kind of behavior for K̂. This will substantially complicate our analysis but,

intuitively, β⊥ should be a bad set for Λ̂. To further motivate the analysis to be
performed, consider a very particular case of K with compact support, smooth in x,
and satisfying for t 6= 0 the stronger conditions

|∂αK(x, t)| . |t|−(1+|α|),

for all |α| ≥ 0. These conditions (together with the weak boundedness property) imply

(5.2) |∂m
v K̂(u, v)| . |v|−m,



MODULATION INVARIANT BILINEAR T(1) THEOREM 31

for v 6= 0 and m ≥ 1. The estimates say that the derivatives ∂m
v K̂ are only singular

at the origin (though they still do not say anything about K̂ itself). This and the

representation (5.1) suggest that Λ̂ may have some singularities on β⊥.
The representation (5.1) is not unique in the sense that it depends on β. In fact, for

duality purposes and to exploit the conditions on the operators Tj, we can also write
by simple changes of variables

Λ(f1, f2, f3) = 〈K3(x, t)|f1 ⊗ f2 ⊗ f3(xα + tβ3)〉 = 〈T3(f1, f2)|f3〉
Λ(f1, f2, f3) = 〈K2(x, t)|f1 ⊗ f2 ⊗ f3(xα + tβ2)〉 = 〈T2(f1, f3)|f2〉
Λ(f1, f2, f3) = 〈K1(x, t)|f1 ⊗ f2 ⊗ f3(xα + tβ1)〉 = 〈T1(f2, f3)|f1〉,

where the vectors βj are still perpendicular to γ and satisfy that the component βj
j of

them is zero. The Kj are also related to K by a change of variable and still satisfy the
same conditions assumed on K. In other words,

T3(f1, f2)(x) =

∫
f1(x+ β3

1t)f2(x+ β3
2t)K3(x, t) dt

and similarly for T1 and T2.
We obtain then the three frequency representations

(5.3) Λ(f1, f2, f3) = 〈K̂j(−α · ξ,−βj · ξ)|f̂1 ⊗ f̂2 ⊗ f̂3(ξ)〉.
In each of them, away from a plane through γ defined by

Pj := (βj)⊥ = span(ej, γ),

the form Λ is given by a symbol whose derivatives blow up according to (5.2) when
ξ approaches Pj. We use a Whitney decomposition that simultaneously resolves all
of the three singular sets Pj independently of which Tj we are using. In a way, the
conditions Tj(1, 1) ∈ BMO are needed to control the behavior on the bad set

S :=
3⋃

i=1

Pj

and eliminate the potential singularities of Λ̂ on it.
We see from (5.3) that, at least formally, Tj(1, 1) = 0 translates into

〈K̂j(−ξj, 0)|f̂j(ξj)〉 = 0,

and hence K̂j(u, 0) = 0, so Λ̂ vanishes in some sense on S. We will show rigorously
that we can perform our analysis in R3 \ S in Lemma 5.3 below.

In the case of the bilinear Hilbert transform (or a kernel that is x-independent), the
formula in (5.1) takes the simpler form

(5.4) Λ(f1, f2, f3) = 〈δ(α · ξ)K̂(−β · ξ)|f̂1 ⊗ f̂2 ⊗ f̂3(ξ)〉,
which clearly vanishes if f̂1 ⊗ f̂2 ⊗ f̂3 is supported away from α⊥ (which also contains

〈γ〉). We see then that Λ̂ is supported on α⊥ and hence is possibly singular only on the
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line 〈γ〉 independently of the representation used. A one-parameter family of boxes, i.e.
cubes, is then used in this case as mentioned above. In the x-dependent case, however,
a two-parameter family of boxes in R3 will be used to decompose the complement of
the bad set as we will now describe.

We first produce a Whitney decomposition of the frequency domain R3\S into tubes
as defined below. This is achieved by combining two-dimensional Whitney decompo-
sitions of each e⊥j \ 〈γ(j)〉. In a second stage we perform wave packet decompositions
of the three functions adapted to such tubes. Finally, information on the decay of
the coefficients associated with various localized pieces will be provided via the almost
orthogonality estimates of the previous section, combining the kernel representation
with the weak boundedness condition and the cancellations Tj(1, 1) = 0.

Definition 5.1. A dyadic box is a parallelepiped ω1 × ω2 × ω3 such that all intervals
ωi -called the sides of the box- are dyadic intervals. A tube is a dyadic box where the
minimal side-length is attained by two of the sides. We also allow the maximal side
to be all of R. The orientation of a dyadic tube is the direction corresponding to its
longest side (cubes have no orientation).

Observe that a nonempty intersection of two dyadic tubes of possibly different ori-
entations is again a dyadic tube.

Let C1 � 1 be a sufficiently large constant depending on γ, whose value will not
be specified. Constraints on how large C1 should be will become apparent throughout
the paper. The other important constants6 that will appear throughout this work are

C2 := C
1/2
1 and C3 := C2

1 .
For each j ∈ {1, 2, 3}, we decompose the complement of the plane Pj into the

collection Ωj of minimal dyadic tubes ω such that C1ω intersects the plane Pj. An
important property that will be used repeatedly is that for each such tube we have
C1

3
ω ∩ 〈γ〉 = ∅. These tubes partition the complement of Pj, they are infinitely long

in direction ej and their projection onto the orthogonal plane to ej defines a standard
Whitney decomposition into squares of e⊥j \ 〈γ(j)〉.

Now let Ω be the collection of all tubes which are nonempty intersections of three
tubes as above, one in each of Ω1, Ω2, and Ω3. Then Ω partitions the complement of
the bad set. Each of the tubes ω in this partition, initially defined as the intersection
of three tubes, is actually determined by the intersection of two of the three tubes, one
defining the two shorter sides of ω and the other one defining the long side of ω.

For each Whitney tube ω ∈ Ω we consider the box 3ω, which is the box ω dilated
about its center by a factor 3. By a standard argument for Whitney decompositions
(e.g. applied to the Whitney decompositions of each of the three planes) these boxes
have bounded overlap and two overlapping boxes have comparable side-length in each
dimension. Therefore we can find a partition of unity of the complement of S

1Sc =
∑

ω∈Ω

φ̂ω

6From now all occurrences of C1, C2 and C3 will refer only to this constants
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where each φ̂ω is supported in 3ω and L∞-adapted to ω.

Definition 5.2. The width of a tube is the length of each of the shorter sides, its length
is the length of its longest side, and its eccentricity is the ratio between its width and
length.

Lemma 5.3. Assume Λ is a trilinear Calderón-Zygmund form with modulation sym-
metry in direction γ that satisfies the weak boundedness property (3.8) and the special
cancellation conditions Ti(1, 1) = 0 for 1 ≤ i ≤ 3.

Let Ω(k) be the set of all tubes in Ω with width at least 2−k. Then we have

(5.5) Λ(ψ) = lim
k→∞

∑

ω∈Ω(k)

Λ(ψ ∗ φω)

for each Schwartz function ψ with compactly supported Fourier transform.

Proof. We will assume without loss of generality that ψ̂ is supported into the cube
[−1, 1]3. For each k ∈ Z we construct a set Ω̃(k) of tubes of width 2−k such that the

tubes in Ω(k) ∪ Ω̃(k) form a partition of R3, their dilates by a factor of 3 have bounded
overlap, and which have the property that if 3ω ∩ 3ω ′ 6= 0 for some ω, ω′ ∈ Ω(k) ∪ Ω̃(k)

then ω and ω′ have comparable side-length in every dimension. To achieve this, let
Ωj,k be the subset of Ωj consisting of all the tubes of width at least 2−k. Define also

Ω̃j,k to be the (uniquely determined) collection of tubes infinitely long in the direction

ej with width 2−k such that Ωj,k ∪ Ω̃j,k forms a partition of R3.

Define now Ω̃(k) as the collection of all tubes that arise by intersecting 3 tubes, one
in each of Ω1,k ∪ Ω̃1,k, Ω2,k ∪ Ω̃2,k and Ω3,k ∪ Ω̃3,k, with at least one of the three tubes in

some Ω̃i,k. Note that Ω(k) consists of all tubes that arise by intersecting 3 tubes, one

in each of Ω1,k, Ω2,k and Ω3,k. It is now an easy exercise to prove that Ω(k) ∪ Ω̃(k) is a
partition of R3 that has all the desired properties.

Using these properties and the standard process of partition of unity, we may define

functions φ̂ω for ω ∈ Ω̃(k) that are L∞-adapted to ω and supported in 3ω so that

1 =
∑

ω∈Ω(k)

φ̂ω +
∑

ω∈Ω̃(k)

φ̂ω.

Recall that the functions φω with ω ∈ Ω(k) have been defined earlier.
It is not hard to observe (see also the rank properties in section 6.1) that

(5.6) C3ω ∩ 〈γ〉 6= ∅
for each ω ∈ Ω(k) ∪ Ω̃(k). There are only finitely many tubes in

Ω(k) ∪ Ω̃(k)

which intersect the compact support of ψ̂, hence clearly

(5.7) Λ(ψ) −
∑

ω∈Ω(k)

Λ(ψ ∗ φω) =
∑

ω∈Ω̃(k)

Λ(ψ ∗ φω)
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It then suffices to show that the right hand side tends to 0 as k tends to ∞. For the
rest of the proof it suffices to restrict attention to tubes that intersect the support of

ψ̂ and to sufficiently large values of k. (In particular, we can assume k ≥ 0)
We first estimate the contribution coming from the collection Ω̃(k,1) of tubes in Ω̃(k)

whose eccentricity is 1 (the cubes). Due to (5.6) there are O(2k) tubes in Ω̃(k,1). To

estimate the contribution of a tube in Ω̃(k,1) to (5.7) we use the modulation symmetry
of Λ to get that Λ(ψ ∗ φω) = Λ(Mγξ(ψ ∗ φω)), where ξ ∈ R is chosen in such a way
that the support of the Fourier transform of Mγξ(ψ ∗ φω) lies inside the cube centered
at the origin with side-length 100C32

−k. This is possible due to (5.6). It follows now
easily that the Fourier transform of Mγξφω is L∞- adapted to the cube of sidelength 2−k

centered at the origin. Since k ≥ 0, the same can be said about the Fourier transform
of Mγξ(ψ ∗ φω). This easily implies now that Mγξ(ψ ∗ φω) is L1- adapted to the cube
of sidelength 2k centered at the origin. Applying inequality (3.8) we obtain that

|Λ(Mγξ(ψ ∗ φω))| . 2−2k.

Thus, the contribution of Ω̃(k,1) to (5.7) is O(2−k).
It remains to consider the set Ω̃(k,2) of tubes ω ∈ Ω̃(k) whose eccentricity 2−κ is smaller

than 1. Without loss of generality we can assume that the sides of ω have lengths 2−k,
2−k and 2−k+κ in this order. It follows that ω is determined by the intersection of 3
special tubes ω′ := R × ω1,1 × ω1,2 ∈ Ω1,k ⊂ Ω1, ω

′′ := ω2,1 × R × ω2,2 ∈ Ω2,k ⊂ Ω2 and

ω′′′ := ω3,1 × ω3,2 × R ∈ Ω̃3,k.
First observe that if such a tube ω produces a nonzero contribution to our sum then

its sides have lengths smaller than 1. This is immediate for the smaller sides whose
length is 2−k. Let us now see that the same thing is true for the longer side. We observe
that ω must intersect the cube [−1, 1]3, which implies (ω2,1 × ω2,2) ∩ [−1, 1]2 6= ∅. But
since ω′′ ∈⊂ Ω2, we know that 0 /∈ 10(ω2,1 × ω2,2). This proves |ω2,2| ≤ 1. As a
consequence, we deduce that the Fourier transform of ψ ∗ φω is L∞- adapted to the
tube ω.

Choose now ξ ∈ R such that 0 ∈ C3(ω − ξγ) (this is possible due to (5.6)). Using
again the modulation invariance of Λ and (5.6), we get as before that

|Λ(ψ ∗ φω)| = |Λ(Mξγ(ψ ∗ φω))|,
where Mγξ(ψ ∗ φω) is L1- adapted to the box centered at the origin with side-lengths
comparable to (2k, 2k, 2−κ2k). Moreover, the Fourier transform of the function Mξγ(ψ ∗
φω) will be supported in the box ω−γξ which is easily seen to satisfy the requirements
of Lemma 4.5, once we prove that ω satifies the requirements (4.7) and (4.8) in Remark
4.1. But this is immediate since (ω2,1 × ω2,2)∩ 〈γ(2)〉 = ∅ and (ω3,1 × ω3,2)∩ 〈γ(3)〉 = ∅.

Lemma 4.5 now gives

|Λ(Mξγ(ψ ∗ φω))| . 2−k/22−κ(1/2+δ′)2−3k/2+κ/2

where the factor 2−3k/2+κ/2 adjusts the L2 normalization of ψ∗φω. Finally note that for
each κ ≥ 0 there are O(2k) tubes ω as above. To see this, we can further assume without
loss of generality that ω is determined by ω′′ and ω′′′, that is ω = (ω3,1, ω3,2, ω2,2). Note
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first that there areO(2k) tubes ω′′′ = ω3,1×ω3,2×R of width 2−k which intersect [−1, 1]2,
since C1(ω3,1×ω3,2)∩〈γ(3)〉 6= ∅. Given ω3,1, we know that ω2,1 is determined uniquely,
and then ω2,2 is determined within finitely many choices by ω2,1, since C1(ω2,1×ω2,2)∩
〈γ(2)〉 6= ∅. Hence we can estimate

∑

ω∈Ω̃(k,2)

|Λ(ψ ∗ φω)| .
∑

κ≥0

2−k2−κδ′ ,

which is again an acceptable contribution.
�

As we proceed with the second stage of the decomposition of Λ, we return to viewing
Λ as a trilinear form on the triple product of Schwartz spaces, rather than a distribution
on R3. Thus we assume ψ in Lemma 5.5 is an elementary tensor ψ = f1 ⊗ f2 ⊗ f3

of three compactly supported smooth functions. To turn φω into a convergent sum of
elementary tensors, we invoke Fourier series.

For each tube ω ∈ Ω we choose functions φ̂ωi
for i = 1, 2, 3, L∞- adapted to ωi,

constant equal to 1 on 3ωi and supported on 5ωi. The dilated tubes 5ω are still
disjoint from the bad set S since C1 � 1. Then

φ̂ω(ξ) = φ̂ω(ξ)

3∏

i=1

φ̂ωi
(ξi)

Applying Fourier series on 5ω gives

φ̂ω(ξ) =
∑

n1,n2,n3∈Z

cω,n1,n2,n3

3∏

i=1

φ̂ωi
(ξi)e

2πiniξi/(5|ωi|),

and note that for each M the coefficients decay as

|cω,n1,n2,n3| .M (1 + max(|n1|, |n2|, |n3|))−M .

We also note that since φ̂ωi
is L∞- adapted to ωi of any order M and supported in

5ωi, so is the function Mni/5|ωi|φ̂ωi
, with a constant that is O(nM

i ). These observations
imply that

Λ(ψ ∗ φω) =
∑

n1,n2,n3∈Z

cω,n1,n2,n3Λ(f1 ∗ τn1/5|ω1|φω1, f2 ∗ τn2/5|ω2|φω2 , f3 ∗ τn3/5|ω3|φω3).

Another immediate implication is that it suffices to bound
∑

ω∈Ω

|Λ(f1 ∗ φω1 , f2 ∗ φω2, f3 ∗ φω3)|

uniformly over all functions φωi
such that φ̂ωi

is L∞- adapted of order -say- 2N and
supported in 5ωi.
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By Shannon’s sampling theorem, we can write for each such function φ̂ωi
and each f

f ∗ φωi
=
∑

Ii

〈f, φIi,ωi
〉φIi,ωi

where Ii runs through all dyadic intervals of length (16|ωi|)−1 and M−c(ωi)φIi,ωi
is an

L2- normalized bump function adapted to Ii of order 2N such that φ̂Ii,ωi
is supported

in 8ωi.
We then estimate Λ(f1, f2, f3) by

(5.8)
∑

ω∈Ω

∑

I1,I2,I3

|Λ(φI1,ω1, φI2,ω2, φI3,ω3)|
3∏

i=1

| 〈fi, φIi,ωi
〉 |

Next, observe that for each ω ∈ Ω with width 2−k and eccentricity 2−κ and each
δ′ < δ

|Λ(φI1,ω1 , φI2,ω2, φI3,ω3)|

(5.9) . 2−k/22−κ(δ′+1/2)(1 + 2−kdiam(I1, I2, I3))
−1−δ′(1 + 2−k|

∑
γic(Ii)|)−N .

This will follow from Lemma 4.5. Indeed, reasoning as before, we can find ξ ∈ R
such that the tube ω− ξγ is contained in some tube centered at the origin with width
100C32

−k and eccentricity 2−κ. Since |ξγi − c(ωi)| = O(|ωi|) for each i, it follows that
M−ξγ(φI1,ω1 ⊗ φI2,ω2 ⊗ φI3,ω3) is L2- adapted to the box I1 × I2 × I3. The fact that
ω satisfies the requirements (4.7) and (4.8) (and actually all the other symmetric 4
identities) in Remark 4.1 is immediate (see the proof of Lemma 5.3).

Using these estimates we shall restructure the sum in (5.8) and extract the main
terms.

First we shall use symmetry to reduce to the case where the sum runs over all tubes

(5.10) ω = (ω1, ω2, ω3) := (ω1,1 × ω1,2 × ω2,2)

such that ω2,2 is the longest side and ω is determined by intersection of the tubes
ω′ = ω1,1 × ω1,2 × R ∈ Ω3, ω

′′ = R × ω2,1 × ω2,2 ∈ Ω1 and ω′′′ = ω3,1 × R × ω3,2 ∈ Ω2.
At the expense of replacing the exponent δ in (5.9) by a slightly smaller δ ′ it suffices

to consider only those tubes ω with a fixed eccentricity 2−κ and those triples of intervals
for which

(5.11) 2m−1 ≤ diam(I1, I2, I3)/|I| ≤ 2m

(5.12) 2m−2 ≤ diam(I2, I3)/|I|
for some fixed m and prove summable bounds in κ and m. Here we use again the
notation |I| := |I1| = |I2|.

Next, we shall use the rapid decay in the last factor in (5.9) to argue similarly
to above that one only needs to consider those terms for which this factor is large.
For fixed I3 and I2 we choose an interval Ĩ1 satisfying (5.11) and (5.12), for which∑

j γjc(Ij) is minimal. For any other interval I1 satisfying (5.11) and (5.12), we note
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that the function M−c(ω1)φI1,ω1 is adapted to Ĩ1 of order N . The constant of adaption

increases like (1+dist(c(I1), c(Ĩ1))/|I|)N , which is offset by the last factor in (5.9) since

|γ1||c(I1) − c(Ĩ1)| ≤
∣∣∣∣∣
∑

j

γjc(Ij)

∣∣∣∣∣+O(I).

Thus it suffices to consider only Ĩ1. We shall write again I1 for Ĩ1 and we shall main-
tain from the above discussion that we are summing over a two parameter family of
intervals I1, I2, I3 such that I1 is determined by I2 and I3. Likewise we may assume I2
is determined by I3 and I1. Note that we cannot do the same for I3, as I3 is potentially
much smaller than I1 and I2 and there may be many intervals I3 (about 2κ) which
maximize the last factor in (5.9), for given I1 and I2.

To summarize the above reductions, let Ω∗
κ denote all tubes as in (5.10), which have

eccentricity 2−κ. Let Im(ω) denote the set of all triples (I1, I2, I3) associated with ω
as above, satisfying (5.11) and such that both I1 and I2 are uniquely determined by
the other two intervals. Then it suffices to get uniform bounds in m and κ over all
functions φIi,ωi

such that M−c(ωi)φIi,ωi
is L2- adapted Ii of order N , for the following

sum

(5.13)
∑

ω∈Ω∗
κ

∑

(I1,I2,I3)∈Im(ω)

|I1|−1/22−κ(1/2+δ′)2−m(1+δ′)

3∏

i=1

| 〈fi, φIi,ωi
〉 |,

where δ′ < δ will be chosen conveniently (see Theorem 5.5).
It will be convenient to associate with ω and (I1, I2, I3) as above

(1) For each i = 1, 2, 3 a dyadic interval ωpi
of length 27|ωi| which contains the

support 8ωi of the function φ̂Ii,ωi
.

(2) For each i = 1, 2, 3 a dyadic interval ωRi
of length 27|ω3| which contains ωpi

.
Note that ωR3 = ωp3.

(3) For each i = 1, 2, 3 a dyadic interval Ipi
of length |ωpi

|−1 which is contained in
Ii.

(4) A dyadic interval IR of length 27 × 2m|I1| which contains I1,I2,I3.

It is clear that such intervals exist. There is no deep reason we choose to modify Ii to
Ipi

in (3), we only do that so that we have |Ipi
||ωpi

| = 1.
These intervals in general might not be standard dyadic intervals. However, we can

choose them to be generalized dyadic intervals. We briefly describe this construction
and refer the reader to [11] for more details. Let q be a large prime and define a
generalized dyadic interval to be one of the form [2nk/q, 2n(k/q+1)) for integers k and
n. If k is restricted to a fixed residue class modulo q, the collection above forms a grid,
in the sense that all intervals of fixed scale form a partition of the real line and any
two intervals in the grid are either disjoint or one contains the other one.

For every interval I , there are q generalized dyadic intervals, which we call covers, of
length strictly between q|I| and 2q|I| (thus the length is a uniquely determined power
of two) which contain I. More precisely, each grid except for possibly one of the q grids
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contains such a cover for I. Therefore, for every collection of less than q intervals, there
is one grid which contains a cover for each interval in the collection.

Using this method, for q large enough we can choose for each ω and I1, I2, I3 the
intervals listed above to belong to one of the q grids. We will work with q = 11. Since
there are only 11 grids, it suffices to consider the sum (5.13) over each grid separately.
For simplicity of notation we shall only discuss the standard dyadic grid, which is one
of the 11 grids. Since we only use the grid properties of the dyadic intervals, our proof
will easily transfer to the case of the other grids.

The above intervals determine rectangles in the phase plane: Ri = IR × ωRi
and

pi = Ipi
× ωpi

. We will denote by R the 3-tuple of rectangles (R1, R2, R3) and will call
it a multi-rectangle. Similarly, p will denote the 3-tuple of tiles (p1, p2, p3), which will
be referred to as a multi-tile.

We discuss the important properties of the triples R and p other than the obvious
containment properties visible in the figure below. First, by a further splitting into
finitely many collections it suffices to assume that each of R1, R2, R3 determines the
other two. As all three rectangles have the same spatial interval IR, it suffices to show
this for the frequency intervals. This in turn follows from the fact that the frequency
intervals have equal side-length and from the easy7 observation that

(5.14) C3(ωR1 × ωR2 × ωR3) ∩ 〈γ〉 6= 0.

R3

R2

R1

p3

p2

p1

Similarly, we can assume that ωpi
determines both ωpj

and ωp3, i 6= j ∈ {1, 2}. The
fact that ωpi

determines ωpj
within finitely many choices follows from the fact that

C1(ωp1 × ωp2) ∩ 〈γ(3)〉 6= 0,

a consequence of the special representation ω = ω ′∩ω′′. Note also that ωpj
determines

ωRj
, which we have proved to determine ωR3 = ωp3. We must point out however that

ωp3 only determines ωpj
within O(2κ) choices.

7For similar results, see the rank properties in Section 6.1.
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On the spatial side, we observe that the intervals Ip3 and Ipi
determine Ipj

, this
property being reminiscent of the similar property shared by the intervals Ii. This
implies that in the triple (p1, p2, p3) we can assume that p1, p3 vary freely and determine
p2 and also that p2, p3 vary freely and determine p1. We recall for comparison the fact
that in the case of x independent kernels K, each pl, l ∈ {1, 2, 3} determined uniquely
the other two (See the discussion in the beginning of this section).

The area of any rectangle Ri is A = O(2κ+m). If we incorporate the latest reductions,
we denote by p the family of all multi-tiles p as above. We will also denote by R the
family of all multi-rectangles8 R (of fixed area A) associated with triples p ∈ p. For
any fixed triple R, we denote by p(R) the set of all multi-tiles p ∈ p that are contained
in R.

Finally we notice that for any given R ∈ R there are at most A2 multi-tiles p ∈ p(R).
On the other hand, any given p ∈ p determines a unique R ∈ R such that p ∈ p(R).
Let us see this latter point. Given p = (p1, p2, p3) we know that p3 determines ωR3

which determines both ωR1 and ωR2 . On the other hand, both the length and the
position of IR are determined by Ip1, since κ and m are known a priori.

With these notations we may rewrite (5.13) as

(5.15) A−δ′
∑

R∈R

∑

p∈p(R)

|IR|−1|Ip3|1/2

3∏

i=1

| 〈fi, φpi
〉 |,

where we can take 0 < δ′ < δ as close to δ as we want. We will prove bounds for this
sum that are then summable in κ and m.

For each measurable subset E ⊂ R with finite measure we define

X(E) = {f : |f | ≤ 1E a.e.},

X2(E) = {f : |f | ≤ |E|−1/21E a.e.}.
A major subset of a set E is a subset E0 ⊂ E such that |E0| ≥ |E|/2.
Definition 5.4. Let α be an 3-tuple of real numbers and assume αj ≤ 1 for all j ∈
{1, 2, 3}. A 3-sublinear form is called of type α if there is a constant C such that for
each finite measure tuple E = (E1, E2, E3), there is an index j0 and a major subset
Ẽj0 of Ej0 such that for all tuples f = (f1, f2, f3) with fj ∈ X(Ej) for all j 6= j0 and

fj0 ∈ X(Ẽj0) we have

|Λ(f1, f2, f3)| .

3∏

j=1

|Ej|αj .

We will work with Λ(f1, f2, f3) =
∑

R∈R

∑
p∈p(R) |IR|−1|Ip3|1/2

∏3
i=1 | 〈fi, φpi

〉 |. In the
next section we will prove the following theorem.

8From now, we will stop indexing the dependence of various collections like p and R on κ and m.
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Theorem 5.5. Let j0 ∈ {1, 2, 3}. For each α in the triangular region defined by

α1 + α2 + α3 = 1

1/2 < αj1 , αj2 < 1, for j1, j2 ∈ {1, 2, 3} \ j0
max(−δ,−1/2) < αj0 < 0,

we have that Λ(f1, f2, f3) is of type α with bound C = O(Aδ”), for some δ” < δ
depending only on α.

By choosing then in (5.15) δ′ > δ” we obtain that the original form Λ is also of
type α in the same regions. Since the convex hull of the three triangular regions in the
above theorem is the region characterized by the restrictions

α1 + α2 + α3 = 1

max(−δ,−1/2) < αj < min(δ + 1/2, 1), for all j,

Theorem 2.7 follows then by invoking multilinear interpolation as in [24], [29].

We remark that the case A = 1 in Theorem 5.5 corresponds to the situation when
the form Λ is associated with an x independent kernel K(t) (see also the discussion at
the beginning of this section).

Finally, to prove Theorem 5.5 we will assume that

(5.16) R,R′ ∈ R and |IR| < |IR′ | implies C3A|IR| ≤ |IR′ |,
at the expense of considering log(C3A) families in scales.

6. The boundedness of the model sums

6.1. Rank, trees and sizes. We will prove that if C1 is sufficiently large we have the
following:

Rank properties of p
Let p ∈ p(R) be a multi-tile that is associated with a tube ω as in (5.10), according to
the procedure described earlier. Let (ξ1, ξ2, ξ3) ∈ 〈γ〉.

(1) (3-ovelapping implies j-lacunary; tile version) If ξ3 ∈ 2ωp3 then for each j ∈
{1, 2} we have ξj /∈ C2ωpj

and ξj ∈ C3Aωpj
.

Proof. We will consider9 the case j = 2. Recall that ω ⊆ ω′′ = R × ω2,1 ×
ω2,2. If ξ2 ∈ C2ωp2, then this together with ξ3 ∈ 2ωp3 would force C1

4
(ω2,1 ×

ω2,2) ∩ 〈γ(1)〉 6= ∅, contradicting the construction of ω′′. On the other hand, by

construction it follows that there is some (ξ̃2, ξ̃3) ∈ 〈γ(1)〉∩C1(ω2,1×ω2,2). Note

that |ξ̃3− ξ3| ≤ C1|ωp3|. This implies |ξ̃2− ξ2| ≤ 1
100
C3|ωp3|. This together with

the fact that ξ̃2 ∈ C1ω2,1, implies ξ2 ∈ C3ω2,1. Finally, this together with the
fact that ω2,1 ⊂ Aωp2 implies ξ2 ∈ C3Aωp2. �

9For j = 1 one has to use the fact that ω ⊂ ω′′′ := (ω3,1, R, ω3,2).



MODULATION INVARIANT BILINEAR T(1) THEOREM 41

(2) (j-ovelapping implies 3-lacunary) If ξj ∈ 2ωpj
for some j ∈ {1, 2} then we have

ξ3 /∈ C2ωp3 and ξ3 ∈ C3ωp3.

Proof. A similar argument as for (1) applies here. �

(3) (j-ovelapping implies i-lacunary) If ξj ∈ 2ωpj
for some j ∈ {1, 2} then for

i = 3 − j we have ξi /∈ C2ωpi
and ξi ∈ C3ωpi

.

Proof. If ξi ∈ C2ωpi
then this together with ξj ∈ 2ωpj

forces (ξ1, ξ2) ∈ 〈γ(3)〉 ∩
C2(ωp1×ωp2), contradicting the construction of ω′. On the other hand, from the

construction of ω′ we know that there is some (ξ̃1, ξ̃2) ∈ 〈γ(3)〉 ∩ C1(ωp1 × ωp2).

Since |ξ̃j − ξj| ≤ C1|ωpj
| and ξ̃i ∈ C1ωpi

, it follows that ξi ∈ C3ωpi
. �

(4) (3-ovelapping implies j-lacunary; rectangle version) If ξ3 ∈ 2ωR3 then for each
j ∈ {1, 2} we have ξj /∈ C2ωRj

and ξj ∈ C3ωRj
.

Proof. Similar arguments apply here and for the rest of the properties. �

(5) (j-overlapping implies 3-lacunary; rectangle version) If j ∈ {1, 2} and ξj ∈ 2ωRj
,

then ξ3 /∈ C2ωR3 and ξ3 ∈ C3ωR3.
(6) (j-overlapping implies i-C3 overlapping; rectangle version) If i, j ∈ {1, 2, 3} and

ξj ∈ 2ωRj
then ξi ∈ C3ωRi

.

Definition 6.1. Let i ∈ {1, 2, 3}. An i-tree (T,pT) with top (IT, ξ
i
T), where IT is

a dyadic interval, is a collection T ⊂ R of multi-rectangles R such that IR ⊆ IT,
together with a collection pT =

⋃
R∈T p(R,T) of multi-tiles satisfying p(R,T) ⊆ p(R)

and ξi
T ∈ 2ωpi

for each R ∈ T and each p ∈ p(R,T).
A 0-tree (T,pT) with top (IT, ξ

0
T), where IT is a dyadic interval, is a collection

T ⊂ R of multi-rectangles R such that IR ⊆ IT, together with a collection pT =⋃
R∈T p(R,T) of multi-tiles satisfying p(R,T) ⊆ p(R) and either
(1) ξ0

T ∈ 2ωR1 for each R ∈ T and ξ0
T /∈ 2ωp1, ξ

2
T /∈ 2ωp2 for each p ∈ p(R,T), where

(ξ0
T, ξ

2
T) ∈ 〈γ(3)〉 (this will be referred to as 01-tree)

or
(2) ξ0

T ∈ 2ωR2 for each R ∈ T and ξ1
T /∈ 2ωp1, ξ

0
T /∈ 2ωp2 for each p ∈ p(R,T), where

(ξ1
T, ξ

0
T) ∈ 〈γ(3)〉 (this will be referred to as 02-tree).

Given a dyadic interval I and a point ~ξ = (ξ1, ξ2, ξ3) ∈ 〈γ〉, define the saturation

S(I, ~ξ) of the pair (I, ~ξ) to the set of all multi-tiles which lie in the union of the maximal
1-tree with top (I, ξ1), the maximal 2-tree with top (I, ξ2), the maximal 3-tree with top
(I, ξ3), the maximal 01-tree with top (I, ξ1) and the maximal 02-tree with top (I, ξ2).
Note that actually

(6.1) S(I, ~ξ) =

3⋃

i=1

⋃

R:ξi∈2ωRi
IR⊆I

p(R).

We state three easy lemmas for future reference.
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Lemma 6.2. If ξl ∈ 2ωRl
for some l ∈ {1, 2, 3} and IR ⊆ I then p(R) ⊂ S(I, ~ξ).

Lemma 6.3. If ξi ∈ 2ωRi
, IR′ ( I and ωRj

( ωR′
j

for some i, j ∈ {1, 2, 3} then

p(R′) ⊂ S(I, ~ξ).

Proof. We know from rank property (6) that ξj ∈ C3ωRj
, and from (5.16) we deduce

that ξj ∈ 2ωR′
j
. The conclusion now follows from the previous lemma. �

The following is an immediate consequence of the rank properties.

Lemma 6.4. If i ∈ {0, 1, 2, 3} \ {j}, (T,pT) is an i-tree with top (IT, ξ
i
T) and p ∈ pT

then10 ξj
T /∈ 2ωpj

and ξj
T ∈ C3Aωpj

.

Remark 6.1. Lemma 6.4 and (5.16) imply that for each i ∈ {0, 1, 2, 3} \ {j}, each
i-tree (T,pT), each R,R′ ∈ T with |IR| < |IR′| and each p ∈ p(R,T), p′ ∈ p(R′,T)
we have ωpj

∩ ωp′j
= ∅.

For each subcollection p∗(R) ⊆ p(R) and each l ∈ {1, 2, 3} we will denote p∗
l (R) :=

{pl : p ∈ p∗(R)}. For the simplicity of notation we will sometimes write T instead of
(T,pT).

Definition 6.5. For l ∈ {1, 2, 3}, the tile size sizel,l of a collection p∗ ⊂ p of multi-tiles
with respect to a function fl is defined as

sizel,l(p
∗) := sup

R∈R

(∑
pl∈p∗

l
(R) | 〈fl, φpl

〉 |2

|IR|

)1/2

,

where p∗(R) := p(R) ∩ p∗.11

Definition 6.6. For i 6= j ∈ {1, 2, 3} and for j ∈ {1, 2} and i = 0, the tree size sizej,i

of a collection p∗ ⊂ p of multi-tiles with respect to a function12 fj is defined as

sizej,i(p
∗) := sup

T

(∑
R∈T

∑
pj∈pj(R,T) |

〈
fj, φpj

〉
|2

|IT|

)1/2

,

where the supremum is taken over all i-trees (T,pT) with pT ⊆ p∗.

10Here ξ
j
T

is the jth coordinate of the vector ~ξT ∈ 〈γ〉 which is uniquely determined by the coordinate
ξi
T

. If i 6= 0, then ξi
T

is the ith coordinate of this vector, while if i = 0, it is either the first or the
second, depending on whether (T,pT) is a 01-tree or a 02-tree.

11While a given tile pl may correspond to more multi-tiles p in p(R) or in p∗, it will be counted
only once in each summation.

12The size will not be indexed by fj , the function with respect to which the size is measured will
always be clear from the context.
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We will estimate the model operator associated with each tree (T,pT) by first sum-
ming in the third variable and then applying the Cauchy-Schwartz inequality in the
first two variables. In doing so we recall that pi and p3 determine pj uniquely

ΛT(f1, f2, f3) :=
∑

R∈T

|IR|−1
∑

p∈p(R,T)

|Ip3|1/2
3∏

i=1

| 〈fi, φpi
〉 |

≤
∑

R∈T

|IR|−1(
∑

p1∈p1(R,T)

| 〈f1, φp1〉 |2)1/2(
∑

p2∈p2(R,T)

| 〈f2, φp2〉 |2)1/2
∑

p3∈p3(R,T)

|Ip3|1/2| 〈f3, φp3〉 |

≤
∑

R∈T

|IR|−1/2(
∑

p1∈p1(R,T)

| 〈f1, φp1〉 |2)1/2(
∑

p2∈p2(R,T)

| 〈f2, φp2〉 |2)1/2(
∑

p3∈p3(R,T)

| 〈f3, φp3〉 |2)1/2

This estimate is refined as follows, depending on the type of tree we are dealing with.
For a 3-tree (T,pT) we write

ΛT(f1, f2, f3) ≤ |IT|
(∑

R∈T

∑
p1∈p1(R,T) | 〈f1, φp1〉 |2

|IT|

)1/2(∑
R∈T

∑
p2∈p2(R,T) | 〈f2, φp2〉 |2

|IT|

)1/2

×
(

sup
R∈T

∑
p3∈p3(R,T) | 〈f3, φp3〉 |2

|IR|

)1/2

≤ |IT|size1,3(pT)size2,3(pT)size3,3(pT).

An identical estimate shows that if (T,pT) is a 0-tree then

ΛT(f1, f2, f3) ≤ |IT|size1,0(pT)size2,0(pT)size3,3(pT).

For an i-tree with i ∈ {1, 2} we write

ΛT(f1, f2, f3) ≤ |IT|
(∑

R∈T

∑
pj∈pj(R,T) |

〈
fj, φpj

〉
|2

|IT|

)1/2

sup
R∈T

(∑
pi∈pi(R,T) | 〈fi, φpi

〉 |2
|IR|

)1/2

×
(∑

R∈T

∑
p3∈p3(R,T) | 〈f3, φp3〉 |2

|IT|

)1/2

≤ |IT|sizej,i(pT)sizei,i(pT)size3,i(pT).

We thus see that if a collection p∗ of multi-tiles is organized as a disjoint union F
of trees, p∗ =

⋃
(T,pT)∈F pT, then

(6.2) |Λp∗(f1, f2, f3)| ≤ (
3∑

i=0

3∏

j=1

sizej,i(p
∗))(

∑

T∈F

|IT|),

where for the purpose of keeping the notation symmetric we denote size3,0 := size3,3.
This inequality sets up the strategy for the following sections, where we will split p∗

into collections which can be organized into trees, with good control over both their
sizes and over the L1 norm of the counting function of the tops of the trees.
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6.2. Bessel type inequalities. For each j ∈ {1, 2, 3}, each R ∈ R and each p∗(R) ⊆
p(R) we will use the notation13

T j
R,p∗(R)(f) =

∑

pj∈p∗
j (R)

〈f, φpj
〉φpj

Sj
R,p∗(R)(f) = (

∑

pj∈p∗
j (R)

|〈f, φpj
〉|2)1/2.

If R belongs to a tree (T,pT) and p∗(R) = p(R,T), then the notation T j
R,T(f), Sj

R,T(f)
will be preferred.

An immediate consequence of Lemma 4.1 is the fact that

(6.3) ‖T j
R,p∗(R)(f)‖2 ≈ Sj

R,p∗(R)(f) . ‖f‖2

for each f ∈ L2, each R and each p∗(R) ⊆ p(R). Similarly, due to Remark 6.1, for
each i ∈ {0, 1, 2, 3}, each j ∈ {1, 2, 3} \ {i} and each i-tree (T,pT)

(6.4)
∑

R∈T

‖T j
R,T(f)‖2 ≈

∑

R∈T

Sj
R,T(f) . ‖f‖2.

Definition 6.7. (M-separated rectangles) We say that a family R∗ of rectangles R =
IR × ωR is M-separated if for any R,R′ ∈ R∗, R 6= R′, we have that (MIR × ωR) ∩
(MIR′ × ωR′) = ∅.
Lemma 6.8. Let R∗ be a finite family of pairwise disjoint rectangles. Then, for each
M ≥ 1 we can find a subfamily R̃ ⊂ R∗ that is M-separated and satisfies

∑

R∈R∗

|IR| ≤ 3M
∑

R∈R̃

|IR|.

Proof. Fix M ≥ 1 and define RM = MIR × ωR. We select recursively rectangles
R ∈ R∗ with maximal |IR| and with the property that RM ∩R′

M = ∅ for all previously

selected rectangles R′. When this procedure ends, we get a family of rectangles R̃ =
{R1 . . . , Rn} ⊂ R∗. We now define

Ri = {R ∈ R∗ : RM ∩ Ri
M 6= ∅ , RM ∩ Rk

M = ∅ for k < i}.
Then it is clear that R̃ is M -separated and that

R∗ =

n⋃

i=1

Ri,

thus
∑

R∈R∗

|IR| =
n∑

i=1

∑

R∈Ri

|IR|

Moreover, |IR| ≤ |IRi | for any R ∈ Ri. Otherwise, if |IR| > |IRi |, by the maximality
condition of length and the fact that RM ∩ Rk

M = ∅ for all k < i, R should have been

13When no confusion can arise, we will suppress the dependence on p∗(R) of T
j
R(f) and S

j
R(f).



MODULATION INVARIANT BILINEAR T(1) THEOREM 45

chosen instead Ri. This together with the observation that MIR ∩MIRi 6= ∅ for each
R ∈ Ri implies that IR ⊂ 3MIRi . Thus,

(6.5)
⋃

R∈Ri

IR ⊂ 3MIRi .

On the other hand for each R,R′ ∈ Ri we know that ωRi ⊂ ωR ∩ ωR′ 6= ∅, which
together with R ∩ R′ = ∅ implies that IR ∩ IR′ = ∅. This together with (6.5) implies
that

∑

R∈R∗

|IR| ≤ 3M
n∑

i=1

|IRi | = 3M
∑

R∈R̃

|IR|.

�

Definition 6.9. Let j ∈ {1, 2, 3}.
(1) We say that two trees (T,pT) and (T′,pT′) are disjoint if T ∩ T′ = ∅.
(2) We say that two trees (T,pT) and (T′,pT′) with tops (IT, ξT) and (IT′ , ξT′) are

j-strongly disjoint if they are disjoint and satisfy the following:
if p ∈ p(R,T), p′ ∈ p(R′,T′), R ∈ T, R′ ∈ T′, ωpj

( ωp′j
, then IR′ ∩ IT = ∅

A family of trees is said to consist of j-strongly disjoint trees if any two trees in the
family are j-strongly disjoint.

The following lemma will be the main tool in dealing with the tile sizes.

Lemma 6.10. Let j ∈ {1, 2, 3}, f ∈ L2 and λ > 0. Let R∗ ⊂ R be a family of multi-
rectangles, each of which is associated with a collection of multi-tiles p∗(R) ⊆ p(R).
Assume that the rectangles (Rj)R∈R∗ are pairwise disjoint.

Assume also that for each R ∈ R∗ we have

(6.6) Sj
R,p∗(R)(f) ≥ λ|IR|1/2.

Then ∑

R∈R∗

|IR| . A
2

N−2λ−2‖f‖2
2.

Proof. To simplify notation we will drop the j dependence of the various operators and
will index them only by R. Since the rectangles Rj are pairwise disjoint, by Lemma
6.8 it suffices to assume that they are Aε-separated with ε = 2

N−2
, and to prove that

∑

R∈R∗

|IR| . λ−2‖f‖2
2.

We assume that ‖f‖2 = 1. We may also assume that for each R ∈ R∗

(6.7) λ|IR|1/2 ≤ SR(f) ≤ 2λ|IR|1/2.

To see this latter assumption, one can split R∗ into subcollections R∗ =
⋃

k≥0 R∗
k such

that for each R ∈ R∗
k we have 2kλ|IR|1/2 ≤ SR(f) ≤ 2k+1λ|IR|1/2. In other words, each

subcollection satisfies (6.7) with λ replaced by 2kλ, and applying the estimate to each
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subcollection and summing a geometric series will prove the general form of the lemma.
The proof that follows is a classical instance of the TT ∗ argument.

We have ∑

R∈R∗

‖TR(f)‖2
2 =

∑

R∈R∗

〈T ∗
R(f), T ∗

R(f)〉

=
∑

R∈R∗

〈TRT
∗
R(f), f〉

≤
∥∥∥
∑

R∈R∗

TRT
∗
R(f)

∥∥∥
2

which due to (6.3) implies
( ∑

R∈R∗

SR(f)2
)2

.
∑

R,R′∈R∗

〈TR′T ∗
R′(f), TRT

∗
R(f)〉

=
∑

R,R′∈R∗

〈T ∗
R′(f), T ∗

R′TRT
∗
R(f)〉

≤
∑

R,R′∈R∗

‖TR′(f)‖2‖T ∗
R′TR‖2→2‖TR(f)‖2.

Using this, hypothesis (6.7) and again (6.3) we get
( ∑

R∈R∗

λ2|IR|
)2

. λ2
∑

R,R′∈R∗

|IR|1/2|IR′ |1/2‖T ∗
R′TR‖2→2.

By symmetry and the fact that T ∗
R′TR ≡ 0 if ωRj

∩ ωR′
j

= ∅ we have
( ∑

R∈R∗

|IR|
)2

.

(6.8) λ−2
( ∑

R∈R∗

|IR|‖T ∗
RTR‖2→2 +

∑

R∈R∗

∑

R′∈Ffreq(R)

|IR|1/2|IR′ |1/2‖T ∗
R′TR‖2→2

)

where Ffreq(R) = {R′ ∈ R∗ : R′ 6= R, |IR′| ≤ |IR|, ωRj
∩ ωR′

j
6= ∅}. It suffices to prove

now that the term in (6.8) is O(λ−2
∑

R∈R∗ |IR|). To achieve this, we will first estimate
the operator norms ‖T ∗

R′TR‖2→2.
The diagonal term is immediately seen to be O(λ−2

∑
R∈R∗ |IR|), due to (6.3), since

‖T ∗
RTR‖2→2 ≤ ‖TR‖2

2→2 . 1. To estimate the off diagonal, we first note that

|〈T ∗
R′TR(f), g〉| = |〈TR(f), TR′(g)〉|

≤
∑

pj∈p∗
j (R)

∑

p′j∈p∗
j (R′)

|〈f, φpj
〉||〈g, φp′j

〉||〈φpj
, φp′j

〉|

≤ A2 max
pj ∈ p∗

j (R)

p′j ∈ p∗
j (R′)

|〈φpj
, φp′j

〉| ‖f‖2‖g‖2.(6.9)
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From Lemma 4.1 we know the bound

(6.10) |〈φpj
, φp′j

〉| .
( |Ip′j |
|Ipj

|
)1/2

(1 + |Ipj
|−1|c(Ipj

) − c(Ip′j )|)
−N .

If R′ ∈ Ffreq(R), it follows that AεIR ∩ AεIR′ = ∅ since R,R′ are Aε separated. This
implies that

(6.11) 1 + |Ipj
|−1|c(Ipj

) − c(Ip′j)| ≥ max{1 + |IR|−1|c(IR) − c(IR′)|, Aε/2}.
We use this and (6.10) to argue that

|〈φpj
, φp′j

〉| .
( |IR′ |
|IR|

)1/2

(1 + |IR|−1|c(IR) − c(IR′)|)−2Aε(2−N)

Thus

(6.12) ‖T ∗
R′TR‖2→2 . A2−ε(N−2)

( |IR′ |
|IR|

)1/2

(1 + |IR|−1|c(IR) − c(IR′)|)−2

We use this inequality to bound the sum corresponding to the off diagonal term in
(6.8) by

(6.13) CA2−ε(N−2)
∑

R∈R∗

∑

R′∈Ffreq(R)

|IR′ |(1 + |IR|−1|c(IR) − c(IR′)|)−2.

Now we fix R ∈ R∗. We note that if R′ 6= R′′ and R′, R′′ ∈ Ffreq(R) then IR′∩IR′′ = ∅.
With these observations we may write

∑

R′∈Ffreq(R)

|IR′ |(1 + |IR|−1|c(IR) − c(IR′)|)−2 .
∑

R′∈Ffreq(R)

∫

IR′

χIR
(x)2dx

.

∫

Ic
R

χIR
(x)2dx,

. |IR|.
Finally, we get

( ∑

R∈R∗

|IR|
)2

. λ−2
( ∑

R∈R∗

|IR| + A2+ε(2−N)
∑

R∈R∗

|IR|
)

. λ−2
∑

R∈R∗

|IR|.

�

Definition 6.11. (M-separated tiles in a tree) We say that a tree (T,pT) with top
(IT, ξT) is M-separated if MIR ⊆ IT for each R ∈ T.

Lemma 6.12. Let i ∈ {0, 1, 2, 3} \ {j}, M ≥ 1, f ∈ L2 and λ > 0. Let F be a
collection of j-strongly disjoint14 i-trees (T,pT) satisfying for each T ∈ F and each

14The lemma can be formulated without involving strongly disjointness in either the hypothesis or
the conclusion; we choose this formulation since this is how the lemma will be applied.
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R ∈ T

(6.14) Sj
R,T(f) ≤ 10−2M−1/2λ|IR|1/2

(6.15) λ2|IT|/4 ≤
∑

R∈T

Sj
R,T(f)2 ≤ λ2|IT|.

Assume also that for each subtree T′ ⊆ T ∈ F with top (IT′, ξT) we have

(6.16)
∑

R∈T′

Sj
R,T(f)2 ≤ λ2|IT′|.

Then for each T ∈ F we can find a collection T̃ ⊆ T such that the trees {(T̃,pT̃ :=⋃
R∈T̃ p(R, T̃)) : T ∈ F} (understood as having the same tops as the original trees)

with p(R, T̃) = p(R,T) for each R ∈ T̃, are M-separated, j-strongly disjoint and they
satisfy

1

20
λ2|IT̃| ≤

∑

R∈T̃

Sj
R,T(f)2 ≤ λ2|IT̃|.

Proof. To get the new trees we proceed by removing those tiles in a tree that are either
too close to the edges of the tree top-tile or too close in scale to it. More precisely, for
any i-tree T ∈ F we let I(T) = 9

10
IT and we define the subcollections

T1 = {R ∈ T : IR < I(T)}
T2 = {R ∈ T : IR > I(T)}

T3 = {R ∈ T : |IR| > (100M)−1|IT|}
where IR < I(T) means sup{x : x ∈ IR} ≤ inf{x : x ∈ I(T)}. Then, we define

T̃ = T \ (T1 ∪ T2 ∪ T3).

With these definitions we have by (6.16)
∑

R∈T1

Sj
R(f)2 ≤ λ2|IT1| ≤

1

20
λ2|IT|

and the same for T2, while by (6.14)
∑

R∈T3

Sj
R(f)2 ≤ 10−4M−1λ2

∑

R∈T3

|IR| ≤
1

10
λ2|IT|.

It easily follows that each tree T̃ is M -separated. The fact that the new collection of
trees is j-strongly disjoint is inherited from the initial collection. Finally,

∑

R∈T̃

Sj
R(f)2 ≥

∑

R∈T

Sj
R(f)2 −

∑

i=1,2,3

∑

R∈Ti

Sj
R(f)2

≥ 1

4
λ2|IT| −

2

10
λ2|IT| ≥

1

20
λ2|IT|.

�
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Definition 6.13. (Rectangles M-separated in scales) We say that a collection R∗ of
multi-rectangles is M-separated in scales if R 6= R′ ∈ R∗ and |IR| = |IR′ | imply that
dist(c(IR), c(IR′)) ≥M |IR|.

We are now ready to prove the analog of Lemma 6.10 for the case when the trees
may consist of more than just one multi-rectangle. This lemma will be the main tool
in dealing with the tree sizes.

Lemma 6.14. Let i ∈ {0, 1, 2, 3} \ {j}, M ≥ 1, f ∈ L2 and λ > 0. Let R∗ be a
collection of multi-rectangles which is M-separated in scales. Assume we also have a
collection F of j-strongly disjoint i-trees (T,pT) with

⋃
T∈F T = R∗ satisfying for each

T ∈ F and each R ∈ T

(6.17) Sj
R,T(f) ≤ 10−2M−1/2λ|IR|1/2

(6.18) λ2|IT|/4 ≤
∑

R∈T

Sj
R,T(f)2 ≤ λ2|IT|.

Assume also that for each subtree T′ ⊆ T ∈ F with top (IT′, ξT) we have

(6.19)
∑

R∈T′

Sj
R,T(f)2 ≤ λ2|IT′|.

Then we have ∑

T∈F

|IT| . (1 + A2M3−N )λ−2‖f‖2
2.

Proof. We will drop the j and T dependence of various operators. By normalizing we
can assume that ‖f‖2 = 1.

Moreover, by Lemma 6.12 we can assume the trees in F are M -separated, with some
loss in the constants from (6.18) and (6.19). Indeed, the new trees fabricated by the
procedure in Lemma 6.12 have the same tops as the old ones so that the quantity∑

T∈F |IT| does not change.
The proof is another TT ∗ argument, that follows along the lines of the one in Lemma

6.10. Due to (6.18) we get as before
(
λ2
∑

T∈F

|IT|
)2

.
∑

R,R′∈R∗

|I
R′ |=|IR|

‖TR′(f)‖2‖T ∗
R′TR‖2→2‖TR(f)‖2(6.20)

+
∑

R,R′∈R∗

|I
R′ |<|IR|

‖TR′(f)‖2‖T ∗
R′TR‖2→2‖TR(f)‖2.(6.21)

We estimate each term separately. By Cauchy-Schwartz, the first sum can be
bounded by

(6.22)
1

2

∑

R,R′∈R∗

|I
R′ |=|IR|

ωRj
=ω

R′
j

(‖TR(f)‖2
2 + ‖TR′(f)‖2

2)‖T ∗
RTR′‖2→2.
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By using (6.9) and the fact that whenever p ∈ p(R), p′ ∈ p(R′) we have

|Ipj
|−1|c(Ipj

) − c(Ip′j)| ≥ |IR|−1|c(IR) − c(IR′)|.
we can derive similar to (6.12)

‖T ∗
R′TR‖2→2 . A2(1 + |IR|−1|c(IR) − c(IR′)|)−N ,

whenever |IR′| = |IR|. By using this inequality in the case R′ 6= R and the fact that
‖T ∗

RTR‖2→2 . 1, the term in (6.22) can further be bounded by

(6.23)
∑

R∈R∗

‖TR(f)‖2
2(1 +

∑

R′∈R∗\R

|I
R′ |=|IR|

ωR=ω
R′

A2(1 + |IR|−1|c(IR) − c(IR′)|)−N).

Finally, using the M - separatedness in scales, the term in (6.23) (and thus the term
in (6.20)) is bounded by

∑

R∈R∗

‖TR(f)‖2
2(1 + A2M−N ) . λ2(1 + A2M−N )

∑

T∈F

|IT|.

We will next concentrate on proving similar bounds for the term in (6.21). We start
with a few observations. Fix R and T such that R ∈ T and denote

R∗(R) = {R′ ∈ R∗ : |IR′ | < |IR|, T ∗
R′TR 6≡ 0}.

The first point we make is that if R′ ∈ R∗(R) then R′ /∈ T. This is an immediate
consequence of Remark 6.1. Using this and the j-strongly disjointness we see that
R′ ∈ R∗(R) implies IR′ ∩ IT = ∅.

Secondly, we observe that R′ 6= R′′ ∈ R∗(R) implies that IR′ ∩ IR′′ = ∅. To prove
this, we first note that the definition of R∗(R) guarantees the existence of T′,T′′ ∈ F ,
p(1), p(2) ∈ p(R,T) and p(3) ∈ p(R′,T′), p(4) ∈ p(R′′,T′′) such that ω

p
(1)
j

( ω
p
(3)
j

and ω
p
(2)
j

( ω
p
(4)
j

. Due to (5.16) and due to the grid structure it follows that ωRj
⊆

ω
p
(3)
j

∩ ω
p
(4)
j

. In particular, ω
p
(3)
j

∩ ω
p
(4)
j

6= ∅. We distinguish two cases. If |ω
p
(3)
j

| = |ω
p
(4)
j

|
then clearly IR′∩IR′′ = ∅, since otherwise we would get R′ = R′′. If |ω

p
(3)
j

| < |ω
p
(4)
j

| then

we first argue as above using Remark 6.1 that T′ 6= T′′, and then using the j-strongly
disjointness that IR′′ ∩ IT′ = ∅. We conclude again that IR′ ∩ IR′′ = ∅.

We next estimate ‖T ∗
R′TR‖2→2 for R′ ∈ R∗(R). Note that due to the first observation

above and the M -separatedness of the trees we have MIR ∩ IR′ = ∅. By estimating
like in (6.9) and (6.11) we then get

‖T ∗
R′TR‖2→2 . A2

( |IR′ |
|IR|

)1/2

(1 + |IR|−1|c(IR) − c(IR′)|)−N

. A2M4−N
( |IR′ |
|IR|

)1/2

(1 + |IR|−1|c(IR) − c(IR′)|−4.

We use (6.17) to estimate

‖TR′(f)‖2 . ‖SR′(f)‖2 . M−1/2λ|IR′ |1/2
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and similarly for R. If we take into account all these observations, we can bound the
term in (6.21) by

A2M3−Nλ2
∑

T∈F

∑

R∈T

∑

R′∈R∗(R)

|IR′ |(1 + |IR|−1|c(IR) − c(IR′)|)−4

. A2M3−Nλ2
∑

T∈F

∑

R∈T

∑

R′∈R∗(R)

∫

IR′

(1 + |IR|−1|c(IR) − x|)−4dx

. A2M3−Nλ2
∑

T∈F

∑

R∈T

∫

Ic
T

(1 + |IR|−1|c(IR) − x|)−4dx

. A2M3−Nλ2
∑

T∈F

∑

R∈T

|IR|(1 + |IR|−1dist(c(IR), Ic
T))−2

. A2M3−Nλ2
∑

T∈F

|IT|.

�

6.3. The Peeling Lemma. The following lemma will provide a decomposition of the
multi-tiles in collections with good control over various sizes.

Lemma 6.15. Let i ∈ {0, 1, 2, 3}, j ∈ {1, 2, 3} and f ∈ L2. Let p∗ ⊂ p be a finite
collection of multi-tiles and let R∗ ⊂ R be a finite collection of multi-rectangles such
that each p ∈ p∗ belongs to some R ∈ R∗. We assume that the collection R∗ of

multi-rectangles is M-separated into scales with M = A
2

N−2 . We also assume that
sizej,i(p

∗) ≤ λ. Then there is a collection F of trees (T,pT) with pT ⊂ p∗ such that
∑

T∈F

|IT| . A
4

N−2λ−2‖f‖2
2

sizej,i

(
p∗ −

⋃

T∈F

pT

)
≤ λ/2.

Proof. We first describe the proof in the case we deal with tree sizes (i 6= j), which
practically also contains the proof for the much simpler case of tile sizes. This will be
briefly mentioned in the end of the proof.

First we eliminate all the multi-rectangles which have big sizej,i. We do that in
order to set the stage for an application of Lemma 6.14. Consider the collection F0 of
all singleton i-trees (R,p∗(R, ξ)) with top (IR, ξ), for some R ∈ R∗, ξ ∈ R and some
p∗(R, ξ) ⊆ p∗(R), such that

Sj
R,p∗(R,ξ)(f) > 10−2M−1/2λ|IR|1/2.

Note that a given R may appear in more than just one pair (R,p∗(R, ξ)). Define F00

to be the collection of all R that contribute to F0, that is (R,p∗(R, ξi
R)) ∈ F0 for some

ξi
R.
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Start with F1 := ∅ and perform the following algorithm. Select some R ∈ F00, with
the additional property that IR is maximal with respect to inclusion, among all such
R. It does not matter which one is selected, if there is more than one R that qualifies
to be selected. Set F1 := F1 ∪ {R}.

Define the vector ~ξR ∈ 〈γ〉 as the one uniquely determined by the coordinate ξi
R: if

i 6= 0, then ξi
R is the ith coordinate of this vector, while if i = 0, it is either the first or

the second coordinate, depending on whether (R,p∗(R, ξ)) is a 01-tree or a 02-tree.
Define FR := {R′ ∈ F00 : R′

j ∩ Rj 6= ∅}. Set F00 := F00 \ FR and restart the
algorithm.

Due to the maximality of IR it follows that IR′ ⊆ IR for each R ∈ FR. Let us observe
next that ⋃

R′∈FR

p∗(R′) ⊆ S(IR, ~ξR).

This follows from Lemma 6.2 if R′ = R, and from Lemma 6.3 if R′ 6= R. From (6.1)
we deduce that

⋃
R′∈FR

p∗(R′) can be split into the union of five trees, each of which
with top interval IR.

It suffices to prove that
∑

R∈F00

|IR| . A
2

N−2Mλ−2‖f‖2
2.

But this follows immediately from Lemma 6.10, since the rectangles (Rj)R∈F00 are
pairwise disjoint. This ends the first stage of the construction.

In the second stage of the construction we perform the following algorithm

Step 0: Initialize p0 := p∗ \⋃R∈F1
S(IR, ~ξR), F (1)

i = ∅, S(1)
aux = ∅, F (2)

i = ∅, S(2)
aux = ∅.

Step 1: Select an i-tree (T,pT) with top (IT, ξ
i
T), T ⊆ R∗ and pT ⊆ p0 such that the

following requirements are satisfied
(i) (T,pT) is the maximal tree with the given top (IT, ξ

i
T) that can be constructed

out of the multi-tiles that are available.
(ii)

∑
R∈T S

j
R,T(f)2 ≥ 1

8
λ2|IT|

(iii) ξj
T < ωpj

for each15 p ∈ pT

(iv) ξj
T is maximal over all the trees that satisfy (i), (ii) and (iii) above.

If no such tree can be found then go to Step 5.

Step 2: Put the tree (T,pT) in the collection F (1)
i and the multi-tiles S(IT, ~ξT) in S(1)

aux

Step 3: Upgrade p0 := p0 \ S(IT, ~ξT)
Step 4: Go to Step 1
Step 5: Select an i-tree (T,pT) with top (IT, ξ

i
T), T ⊆ R∗ and pT ⊆ p0 such that the

following requirements are satisfied
(i) (T,pT) is the maximal tree with the given top (IT, ξ

i
T) that can be constructed

out of the multi-tiles that are available.
(ii)

∑
R∈T S

j
R,T(f)2 ≥ 1

8
λ2|IT|

15Recall that ~ξT ∈ 〈γ〉 is the vector uniquely determined by the coordinate ξi
T

, as in Stage 1.
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(iii) ξj
T > ωpj

for each p ∈ pT

(iv) ξj
T is minimal over all the trees that satisfy (i), (ii) and (iii) above.

If no such tree can be found then go to Step 9.

Step 6: Put the tree (T,pT) in the collection F (2)
i and the multi-tiles S(IT, ~ξT) in S(2)

aux

Step 7: Upgrade p0 := p0 \ S(2)
aux

Step 8: Go to Step 5
Step 9: Stop. The algorithm is over.

The first part of Lemma 6.4 easily implies that if p0 denotes the value after the
algorithm above ends, then sizej,i(p0) ≤ λ/2. It suffices now to prove that

∑

T∈F
(1)
i ∪F

(2)
i

|IT| . A2M3−Nλ−2‖f‖2
2.

This will follow from Lemma 6.14 once we prove that both F (1)
i and F (2)

i consist of

j-strongly disjoint trees. It suffices to prove this for F (1)
i .

We verify the second requirement of j-strongly disjointness. Assume for contradiction

that there are two distinct trees (T,pT), (T′,pT′) ∈ F (1)
i and R ∈ T, R′ ∈ T′, p ∈

p(R,T), p′ ∈ p(R′,T′) with ωpj
( ωp′j

and IR′ ⊆ IT. By using Lemma 6.4, (5.16) and

(iii) in Step 1 of the construction of both (T,pT) and (T′,pT′), we get that ξj
T > ξj

T′.
Thus, by (iv) in Step 1 we know (T,pT) was selected before (T′,pT′).

On the other hand, by the grid properties we know that ωRj
( ωR′

j
. We can then

invoke Lemma 6.3 with I := IT to conclude that p′ ∈ S(IT, ~ξT). But then it is clear
that p′ was eliminated before the selection of the tree T′, giving rise to a contradiction.

We now verify the first requirement in the definition of j-strongly disjointness. As-

sume by contradiction that R ∈ T∩T′ for some T,T′ ∈ F (1)
i , and assume without loss

of generality that T was selected before T′. But then, by Lemma 6.2 with I = IT it

follows that p(R) ⊆ S(IT, ~ξT). This means the whole p(R) was eliminated before the
selection of the tree T′, giving rise to a contradiction.

Note that the first stage of this proof is essentially what needs to be done when
dealing with tile sizes (i = j). Precisely, at each step of the selection algorithm we
search for singleton j-trees (R,p∗(R, ξi

R)) with top (IR, ξ
i
R) such that

Sj

R,p∗(R,ξi
R

)
≥ λ|IR|1/2,

and such that IR is maximal with respect to inclusion. We eliminate the multi-tiles

S(IR, ~ξR) from p∗. Let F00 be the collection of the selected multi-rectangles R. The
fact that ∑

R∈F00

|IR| . λ−2‖f‖2
2

is an immediate consequence of Lemma 6.10 and of the fact that the rectangles Ri with
R ∈ F00 are pairwise disjoint.

As a final observation, we note that -due to (6.1)- at each stage in the Peeling Lemma
we eliminate with each multi-tile p ∈ p(R) all the multi-tiles in p(R). �
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6.4. Size estimates. In this section we will see how to estimate various sizes. Before
we do so, we recall two lemmata that will be used in the sequel with the words ‘quar-
tiles’ or ‘tri-tiles’ replaced by ‘multi-tiles’.

Lemma A (Lemma 4.2 in [26] pg. 410)
Let P be a finite collection of quartiles, j = 1, 2, 3 and let {aPj

}P∈P be a sequence of
complex numbers. Then

sup
T∈P

(
1

|IT |
∑

P∈T

|aPj
|2)1/2 ∼ supT∈P

1

|IT|
‖(
∑

P∈T

|aPj
|2 1IP

|IP|
)1/2‖L1,∞(IT)

where T ranges over all trees in P which are i-trees for some i 6= j.

Lemma B (Lemma 6.8 in [27] pg. 443)
Let j = 1, 2, 3, Ej be a set of finite measure, fj be a function in X(Ej), and let P be

a finite collection of tri-tiles. Then we have

sup
T∈P

(
1

|IT |
∑

P∈T

|〈fj, φPj
〉|2)1/2 . supP∈P

∫
Ej
χM

IP

|IP|

for all M with implicit constant depending on M .

We can now state our lemmas.

Lemma 6.16. Let f ∈ X(E) and 1 < p <∞. For each R ∈ R, ξ ∈ R and l we have


|IR|−1

∑

pl∈pl(R)
ξ∈ωpl

| 〈f, φpl
〉 |2




1/2

.
1

|IR|1/p
‖1Eχ

N−1
IR

‖p.

For each i ∈ {0, 1, 2, 3} \ {j} and each i-tree (T,pT) with top (IT, ξ
i
T) we have

(6.24)

(∑
R∈T

∑
pj∈pj(R,T) |

〈
f, φpj

〉
|2

|IT|

)1/2

≤ CA sup
I∈IT

1

|I|1/p
‖1Eχ

N−1
I ‖p,

where

IT = {I dyadic: IR ⊆ I ⊆ IT for some R ∈ T},
CA = O(A1/2) if i ∈ {0, 3} and j ∈ {1, 2}, and CA = O(1) if i ∈ {1, 2}.
Proof. This is a version of Lemma B above. Here we prove only the cases that are a bit
different from the case in Lemma B. Namely we will only prove the second part of our
lemma, and only in the case when i = 3 and (i = 0, j ∈ {1, 2}). These are the “worst
case scenarios” because of the presence of A in the corresponding type of lacunarity.
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Define aRj
= (
∑

pj∈pj(R,T) |
〈
f, φpj

〉
|2)1/2. We first focus on the case i = 3. We note

that

a2
Rj

≤ A sup
p∈p(R,T)

|
〈
f, φpj

〉
|2

= A sup
p∈p(R,T)

|〈f ∗ 1̌ωRj
, φpj

〉|2

. A|IR| inf
x∈IR

M2
1 (f ∗ 1̌ωRj

)(x).

By Lemma A above, it suffices16 to show that for each subtree T′ of T

(6.25) ‖
(
∑

R∈T′

a2
Rj

χIR

|IR|

)1/2

‖p . A1/2‖1Eχ
N−1
IT′

‖p.

To simplify notation, we will continue to write T rather than T′. and by writing
f = f1 + f2 with f1 = f12IT, it further suffices to prove (6.25) for both f1 and f2.

In the case of f2 we use the decay of φpj
to write

aRj
. A1/2

( |IR|
|IT|

)N− 1
2

|IT|−1/2

∫

E

χN
IT
,

which by summation and Hölder’s inequality proves (6.25).
To deal with f1 we apply the Fefferman-Stein inequality first and then invoke the

Littlewood-Paley theory and the rank property (4) to get

‖
(
∑

R∈T

a2
Rj

χIR

|IR|

)1/2

‖p . A1/2‖(
∑

R∈T

M2
1 (f1 ∗ 1̌ωRj

)(x))1/2‖p

. A1/2‖(
∑

R∈T

(f1 ∗ 1̌ωRj
)2(x))1/2‖p

. A1/2‖1E‖p,

where M1(f) denotes the Hardy-Littlewood maximal function of f .
Let us now briefly see the case i = 0. The argument is very similar to above. Denote

by ξj
T the jth component of the vector ~ξT associated with ξi

T as before. By modulation

symmetry it suffices to assume that ξj
T = 0. For each R ∈ T and each p ∈ p(R,T) let

ω(p) be an interval of the form [ε2k, ε2k+3] (ε ∈ {−1, 1}, k ∈ Z) such that ωpj
⊂ ω(p).

This is possible due to Lemma 6.4. We will estimate as before the term corresponding
to f2, and then write for f1

a2
Rj

. A sup
p∈p(R)

|IR| inf
x∈IR

M2
1 (f1 ∗ 1̌ω(p))(x).

16This reduction is made possible by and explains the presence of the collection IT in (6.24).
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By Lemma 6.4 and (5.16) we know that for each interval ω := [ε2k, ε2k+3] there is at
most one scale |IR| such that ω(p) = ω. The proof follows as in the previous case, by
applying the Fefferman-Stein inequality and the Littlewood-Paley theory. �

Lemma 6.17. For each R ∈ R, ξ ∈ R and l we have

|IR|−1

∑

pl∈pl(R)
ξ∈ωpl

| 〈f, φpl
〉 |2




1/2

.
1

|IR|1/2
‖fχN−2

IR
‖2.

For each i-tree (T,pT) with i ∈ {0, 1, 2, 3} \ {j} we have
(∑

R∈T

∑
pj∈pj(R,T) |

〈
f, φpj

〉
|2

|IT|

)1/2

.
1

|IT|1/2
‖fχN−2

IT
‖2.

Proof. Use (6.3) and (6.4) with f := fχN−2
IT

and φpj
:= φpj

χ−N+2
IT

, and note that

(M−c(ωpj
)φpj

)χ−N+2
IT

is L2 adapted of order 2 to Ipj
and has the same frequency support

as M−c(ωpj
)φpj

. �

By interpolating between the previous two lemmas we get

Corollary 6.18. Let f ∈ X(E) and 1 < p ≤ 2 and ε > 0. For each R ∈ R, ξ ∈ R we
have


|IR|−1

∑

pl∈pl(R)
ξ∈ωpl

| 〈f, φpl
〉 |2




1/2

.
1

|IR|1/p
‖1Eχ

N−2
IR

‖p

. (sup
x∈E

χIR
(x))

N−4
p ( inf

x∈IR

M1(1E)(x))1/p.

For each i-tree (T,pT) with i ∈ {0, 1, 2, 3} \ {j} we have
(∑

R∈T

∑
pj∈pj(R,T) |

〈
f, φpj

〉
|2

|IT|

)1/2

. C sup
I∈IT

1

|I|1/p
‖1Eχ

N−2
I ‖p

. C( sup
I∈IT
x∈E

χI(x))
N−4

p ( sup
I∈IT

inf
x∈I

M1(1E)(x))1/p,

where C = Aε+ 1
p
− 1

2 if i ∈ {0, 3} and j ∈ {1, 2}, and C = 1 if i ∈ {1, 2}.
6.5. Proof of Theorem 5.5. We may assume R is finite, and get bounds independent
of R. At the expense of losing a factor of AO( 1

N
) in the bounds, it suffices to assume

that the collection R of multi-rectangles is M -separated into scales with M = A
2

N−2 .
Since N can be taken arbitrarily large, all the factors of the form AO( 1

N
) contributing

to various bounds may and will be tolerated.



MODULATION INVARIANT BILINEAR T(1) THEOREM 57

By scaling invariance we may assume that |Ej0| = 1. Define

Ω =

3⋃

j=1

{x : M1(1Ej
)(x) > 100|Ej|}

and Ẽj0 := Ej0 \ Ω, and note that |Ẽj0| > 1
2
|Ej0 |.

Let fj ∈ X2(Ej), j 6= j0 and fj0 ∈ X2(Ẽj0). All sizes sizej,i are understood with
respect to fj. We need to show that for some δ” < δ

(6.26) |Λ(f1, f2, f3)| . Aδ”|E1|γ1|E2|γ2|E3|γ3 ,

where γi := αi − 1
2
. We note that due to our restrictions, we have that 0 < γj1, γj2 <

1
2

and γj1 + γj2 = −αj0 <
1
2
. Thus we can find 0 < β1, β2 <

1
2

sufficiently close to 1
2

such

that aj1 := 1 − γj1

β1
> 0, aj2 := 1 − γj2

β2
> 0 and aj0 := 2 − aj1 − aj2 ∈ (0, 1).

We shall make the assumption that either
(1) IR ∩ (R \ Ω) 6= ∅ for all17 R ∈ R, or
(2) IR = I for all R ∈ R, for some (fixed) dyadic I ⊂ Ω with

(6.27) 2l < 1 +
dist(I,R \ Ω)

|I| ≤ 2l+1, for some (fixed) l ≥ 0,

and prove (6.26) for both case (1) and (2), with an additional multiplicative factor of
2−l|I| in the bound, in case (2). If we can prove these special cases with the indicated
gain, the general case follows by summation in l and I, since |Ω| . 1. We present the
argument for case (1), and then will indicate how to modify it for case (2).

Define pj1, pj2 ∈ (1, 2) such that β1 = 1
pj1

− 1
2
, β2 = 1

pj2
− 1

2
and define pj0 = 2. Note

that by Corollary 6.18 it easily follows that for each ε > 0

(6.28) max
i

sizej1,i(p) . |Ej1|β1Aβ1+ε

(6.29) max
i

sizej2,i(p) . |Ej2|β2Aβ2+ε

(6.30) max
i

sizej0,i(p) . 1.

Fix j ∈ {1, 2, 3}. We successively use the Pealing Lemma 6.15, simultaneously for each

i ∈ {0, 1, 2, 3}, to decompose p =
⋃maxi sizej,i(p)

k=−∞ p
(j)
k such that p

(j)
k consists of the union

of a family F (j)
k of trees (T,pT), p

(j)
k =

⋃
T∈F

(j)
k

pT, satisfying

(6.31) max
i

sizej,i(p
(j)
k ) . 2k

(6.32)
∑

T∈F
(j)
k

|IT| . AO( 1
N

)2−2k.

17The collection of multi-tiles is also appropriately restricted.
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We get

|Λ(f1, f2, f3)| ≤
∑

k1,k2,k3

∑

p∈p
(1)
k1

∩p
(2)
k2

∩p
(3)
k3

|IR|−1|Ip3|1/2

3∏

i=1

|〈fj, φpj
〉|,

where we implicitly assume that

2kj ≤ max
i

sizej,i(p).

By symmetry we may restrict ourselves to the case kj∗ = maxj kj, for some j∗ ∈
{1, 2, 3}. We can further estimate the sum above by

(6.33)
∑

k1,k2,k3

∑

(T,pT)∈F
(j∗)
kj∗

∑

p∈p̃T

|IR|−1|Ip3|1/2
3∏

i=1

|〈fj, φpj
〉|,

where p̃T := pT ∩ p
(j)
kj

∩ p
(j′)
kj′

, j, j ′ ∈ {1, 2, 3} \ j∗. Note that T gets partitioned by

the intersection with various trees from F (j1
∗)

k
j1∗

and F (j2
∗)

k
j2∗

, where {j1
∗ , j

2
∗} = {1, 2, 3} \ j∗.

By the final observation in the proof of the Peeling Lemma, two different such trees in

some F (jl
∗)

k
j1∗

, l ∈ {1, 2}, will not share any multi-rectangle. It follows that we have the

following natural partition

T =
⋃

r∈R(T)

Tr

p̃T =
⋃

r∈R(T)

pTr

where (Tr,pTr
) is a subtree of (T,pT) which arises by an intersection, as described

above. Due to the elimination of the saturations S(IT′ , ~ξT′) in Step 2 and Step 6 of

the algorithm in the Peeling Lemma (here T′ is a generic tree in F (jl
∗)

k
j1∗

, l ∈ {1, 2}), it

easily follows that the trees (Tr,pTr
) can be assigned tops ITr

⊆ IT which are pairwise
disjoint for r ∈ R(T). In particular,

∑

r∈R(T)

|ITr
| ≤ |IT|.

We also note that each subtree (Tr,pTr
) satisfies maxi sizej,i(pTr

) . 2kj for each
j ∈ {1, 2, 3}. Using these observations and then invoking (6.2) and (6.32) with j = j∗,
we may estimate (6.33) by

∑

k1,k2,k3

∑

(T,pT)∈F
(j∗)
kj∗

∑

r∈R(T)

∑

p∈pTr

|IR|−1|Ip3|1/2
3∏

i=1

|〈fj, φpj
〉| ≤

∑

k1,k2,k3

∑

(T,pT)∈F
(j∗)
kj∗

2k1+k2+k3|IT|
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≤
∑

k1,k2,k3

∑

(T,pT)∈F
(j∗)
kj∗

2k1+k2+k32−2kj∗ ≤
∑

k1,k2,k3

2k1(1−a1)2k2(1−a2)2k3(1−a3),

where ai have been defined in the beginning of the argument. Finally, by invoking
(6.28) - (6.30) we can further estimate the above by

∑

k1,k2,k3≤0

2k1(1−a1)2k2(1−a2)2k3(1−a3)(|Ej1|β1Aβ1+ε)1−a1(|Ej2|β2Aβ2+ε)1−a2

. |Ej1|γ1 |Ej2|γ2Aγ1+γ2+εaj0 . |Ej1|γ1 |Ej2|γ2Aεaj0
−αj0 .

This ends the proof in case (1), since αj0 > −δ. To deal with case (2) we make the
following modifications. Redefine fj := fjχ

2
I and φpj

:= φpj
χ−2

I , and note that the new

functions fj have the same properties as the old ones. Moreover (M−c(ωpj
)φpj

)χ−2
IT

is

L2 adapted of order N − 2 to Ipj
and has the same frequency support as M−c(ωpj

)φpj
.

Then run the same argument as in case (1). As we said earlier, we expect the presence
of |I| and 2−l in the bound for (6.26). The presence of |I| is explained by the localized
estimate

‖fj‖2
2 . |I| inf

x∈I
|Ej|−1M1(1Ej

)(x)

which becomes effective in the application of the Pealing Lemma in (6.32). The decay
in l is due to the classical estimates

inf
x∈I

M1(1Ej
)(x) . 2l inf

x∈2l+1I
M1(1Ej

)(x) . 2l,

sup
x∈Ẽj0

χI(x) . 2−l,

which become effective in the application of Corollary 6.18 in estimating sizes.

7. The general case: modulation invariant paraproducts

Given any function f in BMO, we shall construct a trilinear form Λ satisfying the
bounds in the conclusion of Theorem 2.7 (and thus also its assumptions) and also

Λ(1, 1, .) = f

Λ(1, ., 1) = 0

Λ(., 1, 1) = 0

Such form and its symmetric counterparts under permutation of the three arguments
will be called modulation invariant paraproducts. By subtracting three paraproducts
we can reduce every trilinear Calderón-Zygmund form as in Theorem 2.7 to another
one satisfying the special cancellation conditions Λ(1, 1, .) = Λ(1, ., 1) = Λ(., 1, 1) = 0.
Thus the construction of the paraproduct will finish the proof of Theorem 2.7.

Define φ1, φ2, φ3 such that φ̂1 = φ̂2 = Φ and φ̂3 = τ10Φ + τ−10Φ, where Φ was
introduced in (3.1). Consider

ψ(x) =

∫
φ1(x + (β1 − β3)t)φ2(x+ (β2 − β3)t)φ3(x) dt.
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By using Fourier transforms it follows immediately that ψ is a non zero Schwartz
function. The function

(7.1) φ1(x + (β1 − β3)t)φ2(x+ (β2 − β3)t)φ3(x)

is easily seen to have zero integral in x for each t. Hence ψ itself has mean zero.
By Calderón’s reproducing formula, we have (with some constant c)

f = c

∫ +∞

0

f ∗ ψt ∗ ψt
dt

t

This well-know formula in L2 also extends to distributions modulo polynomials pro-

vided ψ̂ vanishes in a neighborhood of the origin. In particular, for f in BMO the
formula holds in the sense

f = lim
ε→0

c

∫ 1/ε

ε

f ∗ ψt ∗ ψt
dt

t

at least in the distributional sense when tested against bump functions with mean zero.
Defining

ψk,n(x) := 2−k/2ψ(2−kx− n),

a simple change of coordinates gives (with a new constant c)

(7.2) f = lim
κ→+∞

c

∫

|k|≤κ

∫

R

〈f, ψk,n〉ψk,n dk dn

with the equality holding in the sense of distributions when tested again functions with
mean zero.

If we define φi,k,n by translation and dilation in the analogous manner, then we have

ψk,n(x) =

∫
φ1,k,n(x + (β1 − β3)t)φ2,k,n(x+ (β2 − β3)t)φ3,k,n(x) dt

Set

ck,n := c 〈f, ψk,n〉
Then for each κ ∈ R and each fi ∈ S(R) we define

Λκ(f1, f2, f3) =

∫

|k|≤κ

∫

R

∫

R

∫

R

ck,n

[
3∏

i=1

fi(x+ βit)φi,k,n(x + βit)

]
dx dt dn dk

(7.3) =

∫

R

∫

R

3∏

i=1

fi(x + βit)Kκ(x, t)dxdt,

where

Kκ(x, t) =

∫

|k|≤κ

∫

R

ck,n

3∏

i=1

φi,k,n(x + βit) dn dk.
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Since f is in BMO, we have that |ck,n| . 2k/2 (this is a particular instance of (7.5)).
By discretizing the integral representing Kκ, we can write it as an average over [0, 1]2

of sums of the form

K̃κ(x, t) =
∑

2−κ≤|I|≤2κ

I dyadic

cI

3∏

i=1

φi,I(x + βit),

with φi,I being L2-adapted to I and |cI| . |I|1/2. It is now an easy exercise to conclude

that each K̃κ satisfies (2.1) and (2.2) with δ = 1 and with uniform constants CK̃κ
=

O(1). Moreover, K̃κ is locally integrable since in particular |K̃κ(x, t)| . min{2κ, |t|−1}.
These facts will easily prove that the integral in (7.3) is indeed convergent for arbitrary
Schwartz functions.

Let now f1, f2, f3 be three bump functions L2- adapted of order 2 to some interval
J . We next prove an inequality that will justify some of our claims. Note first that for
each x, f2(x+ (β2 − β1)t)f3(x+ (β3 − β1)t) is L2- adapted of order 2 (as a function of
t) to some interval of size similar to |J | with implicit constant O(|J |−1/2). Similarly,
φ2,I(x+(β2 −β1)t)φ3,I(x+(β3 −β1)t) is L2- adapted of order 2 to some interval of size
similar to |I| with implicit constant O(|I|−1/2). Moreover, this latter function also has
mean zero with respect to t. By applying (4.2) to these functions and (4.1) to f1 and
φ1,I we conclude that

∑

I dyadic

|cI|
∣∣∣∣∣

∫

R

∫

R

[
3∏

i=1

fi(x + βit)φi,I(x+ βit)

]
dx dt

∣∣∣∣∣

=
∑

I dyadic

|cI |
∣∣∣∣∣

∫

R

f1(x)φI,1(x)

∫

R

[
3∏

i=2

fi(x + (βi − β1)t)φi,I(x + (βi − β1)t)

]
dt dx

∣∣∣∣∣ .

.
∑

I dyadic

|cI ||I|−1/2|J |−1/2(1+(max(|I|, |J |))−1 dist(I, J))−4 min(

( |I|
|J |

)2

,

( |J |
|I|

)2

) . |J |−1/2.

Define now for each fi ∈ S(R)

Λ(f1, f2, f3) = lim
κ→+∞

Λκ(f1, f2, f3).

Since each Schwartz function is adapted to the unit interval centered at the origin,
the above computations show that the above limit exists. Moreover, due to the earlier
estimates for K̃κ, the form Λ is associated with a kernel K satisfying (2.1) and (2.2)
with δ = 1.

Since the function

φ1(x)φ2(x+ (β2 − β1)t)φ3(x + (β3 − β1)t)

has mean zero in t for every fixed x, it is easy to verify using the kernel representation
and the definition of Λκ(., 1, 1) that Λκ(., 1, 1) = 0. Then, by invoking (3.4) and (3.5)
we conclude that Λ(., 1, 1) = 0. Likewise we see Λ(1, ., 1) = 0.
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To see that Λ(1, 1, .) = f , we replace the integration variable x by y = x+ β3t, then
execute the integration in t to obtain for each compactly supported f3 ∈ S(R) with
mean zero

Λκ(1, 1, f3) =

∫

R

[∫

|k|≤κ

∫

R

ck,nψk,n(y) dn dk

]
f3(y)dy.

By (7.2), the limit on the right hand side is
∫

R
f(y)f3(y)dy, and so we conclude that

Λ(1, 1, .) is f as tempered distributions modulo constants.
It remains to prove that Λ is bounded as in the conclusion of Theorem 2.7. Using

that ∫
f |γ⊥ dγ⊥ =

∫
f̂ |〈γ〉d〈γ〉,

where dγ⊥ and d〈γ〉 are, respectively, the normalized Lebesgue measures on γ⊥ and 〈γ〉,
we note that for each fi ∈ S(R), Λ(f1, f2, f3) coincides up to some universal constant
with

lim
κ→+∞

∫

|k|≤κ

∫

R2

ck,n2
−k

[
3∏

i=1

∫
fi(x)φi,k,n(x)e

2πiγi2
−klx dx

]
dn dl dk.

Hence Λ is up to a universal constant an average of forms of the type

(7.4)
∑

k,n,l∈Z

ck,n2
−k

3∏

i=1

〈fi, φi,k,n,l〉 ,

where for some k0, n0, l0 ∈ [0, 1]

φi,k,n,l(x) = φi,k+k0,n+n0(x)e
−2πiγi2−(k+k0)(l+l0)x

The form (7.4) is our basic model form that we wish to estimate. The function φi,k,n,l

is an L2- normalized bump function adapted to the interval

[2k+k0(n + n0)), 2
k+k0(n+ n0 + 1))

By changing the bump function constants mildly, we can assume that the function is
adapted to the dyadic interval Ik,n = [2kn, 2k(n+ 1)).

The function φ̂i,k,n,l is supported in an interval ωi,k,l of length 2−k+2 and we may
assume the following properties (in case i = 3 we split the generating function φ3 into
a sum of two generating functions, one with Fourier support contained in [−12,−8]
and the other with Fourier support contained in [8, 12]. Without loss of generality we
may replace φ3 by one of the two):

ω1,k,l = ω2,k,l

for all k, l, and if

ωi,k,l ∩ ωi,k′,l′ 6= ∅
for some k, k′, l, l′, then for some universal constants 1 � c2 � c1

c2ωj,k,l ∩ c2ωj,k′,l′ = ∅
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and

c1ωj,k,l ∩ c1ωj,k′,l′ 6= ∅
whenever i 6= j and at least one of i and j is equal to 3. By pigeonholing into finitely
many summands if necessary, we also may assume that

ωi,k,l ∩ ωi,k,l′ = ∅
if n 6= n′. We adopt the usual geometric picture that the parameter tuple (k, n, l) is
identified with a triple p = (p1, p2, p3) of tiles

pi = Ip × ωp,i = Ik,n × ωi,k,l

Compared to the theory of the bilinear Hilbert transform, the new element here is that
two tiles in this triple are equal. This lack of separation is offset by better estimates for
the coefficients ck,n than in the model forms for the bilinear Hilbert transform. Since
f is in BMO, the coefficients ck,n satisfy a Carleson sequence condition

(7.5)
∑

Ik,n⊂J

|ck,n|2 ≤ Cf |J |.

This is what we need to know about the basic model operator (7.4) we have to
estimate. The proof runs parallel to the proof of boundedness of the bilinear Hilbert
transform, e.g. in [29]. The only difference concerns the estimate on an individual
tree for which both p1 and p2 are overlapping and only p3 are disjoint. These trees are
estimated by using (7.5) as follows:

∑

p∈T

|Ip|−1cIp

3∏

j=1

|
〈
fj, φpj

〉
|

≤
(
∑

p∈T

|cIp
|2
)1/2(∑

p∈T

| 〈f3, φp3〉 |2
)1/2 2∏

j=1

(
sup
p∈T

|
〈
fj, φpj

〉
|

|Ip|1/2

)

. |IT|
(

1

|IT|
∑

p∈T

| 〈f3, φp3〉 |2
)1/2 2∏

j=1

(
sup
p∈T

|
〈
fj, φpj

〉
|

|Ip|1/2

)
.

The factors in the last expression are as in [29] estimated by the tree sizes defined
there. The rest of the proof is identical to the one in [29] and one obtains the same
bounds as for the bilinear Hilbert transform.

We close this section by mentioning an interesting application of the constructions
we have performed above. For each dyadic interval I with length at least 1, let cI be
a coefficient selected in such a way that |cI| ≤ |I|1/2 and such that

(7.6) sup
J

1

|J |
∑

I⊆J

J dyadic

|cI |2 = ∞.
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It can be easily seen by using (4.2) that

(7.7) lim
κ→∞

∫ ∑

|I|≤κ

cIψI(y)f3(y)dy

exists for each Schwartz function f3 with mean 0. Define

Λ(f1, f2, f3) =
∑

I dyadic

cI

∫

R

∫

R

[
3∏

i=1

fi(x+ βit)φi,I(x+ βit)

]
dx dt.

By reasoning as before, it is easy to check that the bilinear form Λ(., ., 1) satisfies the
weak boundedness condition, and moreover that Λ(., 1, 1) = Λ(1, ., 1) = 0. Remark 2.1
shows that these imply that Λ(., ., 1) is a bilinear form bounded on L2 × L2. Also, by
(7.7) it easily follows that the action on H1(R) atoms of Λ(1, 1, .) coincides with that
of
∑

I cIψI . Due to (7.6), Λ(1, 1, .) can not be identified with a BMO function. By
invoking Remark 2.1 again, it follows that the bilinear form Λ(1, ., .) is not bounded,
in spite of being completely represented by the same kernel as Λ(., ., 1). Moreover, the
trilinear form is itself unbounded, since otherwise Λ(1, 1, .) would necessarily have to
be a BMO function. Hence Λ(., ., 1) is a bounded bilinear Calderón-Zygmund form
associated with a Calderón-Zygmund kernel that is not the restriction of a bounded
trilinear form with the given parameter β and associated with the same K.
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[23] Meyer, Y., Les nouveaux opérateurs de Calderón-Zygmund, Colloquium in honor of Laurent

Schwartz, Vol. 1 (Palaiseau, 1983), Astérisque 131, pp. 237-254, [1985].
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