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## ABSTRACT OF THESIS

## T-COUNT OPTIMIZATION OF QUANTUM CARRY LOOK-AHEAD ADDER

With the emergence of quantum physics and computer science in the $20^{\text {th }}$ century, a new field was born which can solve very difficult problems in a much faster rate or problems that classical computing just can't solve. In the $21^{\text {st }}$ century, quantum computing needs to be used to solve tough problems in engineering, business, medical, and other fields that required results not today but yesterday. To make this dream come true, engineers in the semiconductor industry need to make the quantum circuits a reality.

To realize quantum circuits and make them scalable, they need to be fault tolerant, therefore Clifford + T gates need to be implemented into those circuits. But the main issue is that in the Clifford +T gate set, T gates are expensive to implement.

Carry Look-Ahead addition circuits have caught the interest of researchers because the number of gate layers encountered by a given qubit in the circuit (or the circuit's depth) is logarithmic in terms of the input size $n$. Therefore, this thesis focuses on optimizing previous designs of out-of-place and in-place Carry Look-Ahead Adders to decrease the T-count, sum of all T and T Hermitian transpose gates in a quantum circuit.

KEYWORDS: Quantum Computing, Fault Tolerant, T-count, Out-of-place Carry Look-Ahead Adder, In-place Carry Look-Ahead Adder

Vladislav Ivanovich Khalus
$\qquad$
May 28, 2019

# T-COUNT OPTIMIZATION OF QUANTUM CARRY LOOK-AHEAD ADDER 

By

Vladislav Ivanovich Khalus

Dr. Himanshu Thapliyal
(Director of Thesis)

Dr. Aaron Cramer
(Director of Graduate Studies)

May 28, 2019
(Date)

## Table of Contents

## Table of Contents

List of Figures ..... v
List of Tables ..... vi
1 Introduction ..... 1
1.1 Contribution of Thesis ..... 3
1.2 Outline of Thesis ..... 4
2 Background ..... 5
2.1 Quantum bit ..... 5
2.1.1 Introduction ..... 5
2.1.2 Operations on Qubits ..... 6
2.1.3 Entanglement ..... 9
2.1.4 Measurement Gate ..... 10
2.2 Quantum Gates ..... 11
2.2.1 1-qubit Gates ..... 11
2.2.2 2 -qubit Gates ..... 11
2.2.3 3 -qubit Gates ..... 14
2.3 Logical-AND Computation and Uncomputation Gates ..... 14
2.3.1 Logical-AND Computation Gate ..... 14
2.3.2 Logical-AND Uncomputation Gate ..... 21
2.3.3 Comparison between the two Methods ..... 23
2.4 Carry Look-Ahead Addition Review ..... 26
2.4.1 Classical CLA ..... 26
2.4.2 Literature Review ..... 28
3 Design of Proposed Out-of-place QCLA ..... 30
3.1 Procedure ..... 31
3.2 T-count ..... 34
4 Design of Proposed In-place QCLA ..... 37
4.1 Procedure ..... 38
4.2 T-count ..... 44
5 Simulation Results ..... 48
5.1 Out-of-place QCLA ..... 48
5.2 In-place QCLA ..... 49
6 Conclusion ..... 52
References ..... 54
Vita ..... 58

## List of Figures

2.1 The Measurement gate ..... 10
2.2 The Clifford+T gates for a 1-qubit ..... 12
2.3 The CNOT gate ..... 12
2.4 The Controlled-Z gate ..... 13
2.5 The Toffoli gate ..... 15
2.6 The logical-AND computation gate ..... 15
2.7 The logical-AND uncomputation gate: Measure-and-Fixup ..... 22
2.8 Testing Measure-and-Fixup gate ..... 23
2.9 The logical-AND uncomputation gate: Computation-Reversal ..... 24
2.10 Testing Computation-Reversal gate ..... 25
3.1 Out-of-place QCLA: low T-count ..... 36
4.1 In-place QCLA: low T-count ..... 46
4.2 In-place QCLA: high speed ..... 47
5.1 Out-of-place QCLA simulation ..... 49
5.2 In-place QCLA simulation ..... 51

## List of Tables

2.1 Clifford+T 1-qubit gates ..... 13
2.2 Truth Table of logical-AND ..... 16
3.1 Equations for Out-of-place T-count ..... 35
4.1 Equations for In-place T-count ..... 45

## Chapter 1

## Introduction

Quantum computing offers a lot of promises like performing tasks that are very computational and a unique capability when processing information [1]. Many algorithms were proposed to solve difficult problems in communication, computing, and sensing [1]. To make these quantum algorithms a reality, quantum hardware devices or more specifically quantum circuits need to be made to perform quantum logic, carrying out an order of elaborate calculations, and performing quantum information encoding [1].

In 1960, R Landuaer proposed that KTln2 J of energy is wasted on a single bit of data, k is defined as Boltzmann's Constant, T is defined as the temperature [2]. Thirteen years later, researcher named Bennet said that to avoid kTln2 J of energy loss in a circuit, the circuit has to be a reversible one. [2].

The way to make a reversible circuit is by using reversible gates. Reversible gates have a one-to-one mapping between inputs and outputs [2]. The good thing is that the circuit will not waste energy or information and the inputs could be recovered from outputs [2]. For quantum computing, its necessary for quantum gates to be reversible.

To improve more of the efficiency of quantum computing, the quantum gates employ superposition and entanglement, this greatly speeds up the computation 3].

Instead of having one bit of information being computed, multiple bits of can easily be computed with quantum computing and its' gates.

To make the quantum circuits even better, meaning reliable and scalable, they need to be fault tolerant [4]. For the quantum circuits to be fault tolerant, they need to omit noise errors [5. Quantum gates that are fault tolerant have Clifford+T gates. Clifford+T gates include: NOT, Hadamard, T, T Hermitian transpose, Phase, Phase Hermitian transpose, and CNOT gates [5]. With the help of these gates and quantum correcting error codes, the quantum circuit can omit noise errors [5]. The main issue in implementing a fault tolerant quantum circuit is that $T$ gate is expensive to implement, therefore the T gate needs to be implemented when necessary [6]. The reason why T gate is costly is costly to implement in practice compared to Clifford gates is that the gate isn't transversal for a lot of quantum error-correcting codes [6], therefore T gate need to be implemented when necessary.

When going into fault-tolerant computing, quantum gates that aren't in the Clifford group are difficult to make. In many quantum error correcting codes like the surface code in [7], just one T gate needs around 100 times circuit volume than compared to an H gate or a CNOT gate [8]. Therefore, the production cost is a big issue in fault tolerant computing. This is also a big problem in quantum computing because the T gate is a universal quantum gate, which is used everywhere in quantum computing and its algorithms. Therefore, to make quantum computing reliable and scalable, this issue needs to be resolved.

Because T gate is expensive to implement, reducing T-count became one of the necessary optimizing goals in literature [5]. Where T-count is defined as number of T and T Hermitian transpose gates in a quantum circuit [6].

Quantum circuits that implement arithmetic operations are a necessity for realizing quantum algorithms [4]. Examples of quantum algorithms are Peter Shor's factoring algorithm [4], Grover's search algorithm [9], Quantum Fourier Transform
[10], Simon's algorithm [11, and triangle finding algorithm (4).
Many arithmetic operations in quantum circuits like binary addition [12], binary and BCD addition [13], floating-point addition [14], adder-subtractor and subtractor [15], integer multiplication [16], modular multiplication [17], floating-point multiplication [18], and integer division [4] have been given attention from the researchers working on quantum computing. But the most important out of these arithmetic operations is addition because quantum adders form key components in subtraction, multiplication, and division.

Carry Look-Ahead addition circuits have caught the interest of researchers because the number of gate layers encountered by a given qubit in the circuit (or the circuit's depth) is logarithmic in terms of the input size n . As a result, designs of Quantum Carry Look-Ahead Adders (QCLA) have been proposed in literature in [19] [20] [21] [22] [23]. For example, designs in [19] [20] [23] are interesting but they suffer from high T gate cost. To overcome the limitations of the existing designs, this thesis presents quantum circuits for Carry Look-Ahead addition based on Clifford+T gates.

### 1.1 Contribution of Thesis

This thesis introduces integer arithmetic designs that will be used in quantum computing. Main focus will be on Quantum Carry Look-Ahead Adders (QCLAs):

1. Quantum out-of-place CLA (low T-count).
2. Quantum out-of-place CLA (high speed).
3. Quantum in-place CLA (low T-count).
4. Quantum in-place CLA (high speed).
5. Quantum in-place CLA (high speed + low T-count).

### 1.2 Outline of Thesis

This thesis will be broken down into five main Chapters. Chapter 2 gives a background of a quantum bit, quantum gates, the logical-AND computation and uncomputation gates and an overview of the classical CLA and a literature review of the existing QCLAs. Then Chapter 3 introduces new design for the out-of-place QCLA with a low T-count and a faster version of it. Next, Chapter 4 goes into the new design for the in-place QCLA, which has three versions: the low T-count, the high speed, and a mixture of both. Chapter 5 shows the simulation results for the out-ofplace and in-place QCLAs. Finally, the thesis will end with a Conclusion in Chapter 6.

## Chapter 2

## Background

This chapter introduces the basics of quantum computing and the reversible quantum gates. It is highly recommended to get an understanding of the quantum world before moving on to the other Chapters of this thesis.

### 2.1 Quantum bit

To begin with quantum computing, one needs to know a quantum bit, or a qubit.

### 2.1.1 Introduction

The qubit is basically a vector in a two-dimensional complex vector space, $\mathbb{C}^{2}$ [24]. A generic vector $|\psi\rangle$ in $\mathbb{C}^{2}$ can be written as $|\psi\rangle=\alpha\left|c_{1}\right\rangle+\beta\left|c_{2}\right\rangle$ [25]. The vector can be written by using a symbol called a ket, $|\psi\rangle$. This notation for qubits is called Dirac bra-ket notation [24], and will be used throughout quantum information processing [3].

Going back to $|\psi\rangle=\alpha\left|c_{1}\right\rangle+\beta\left|c_{2}\right\rangle$, the $|\psi\rangle$ is called a state, $\alpha$ and $\beta$ are amplitudes that are complex numbers [25]. The vectors $\left|c_{1}\right\rangle$ and $\left|c_{2}\right\rangle$ are defined as $\left|c_{1}\right\rangle=\left[\begin{array}{l}1 \\ 0\end{array}\right]$, $\left|c_{2}\right\rangle=\left[\begin{array}{l}0 \\ 1\end{array}\right]$. In ket form, $|0\rangle=\left[\begin{array}{l}1 \\ 0\end{array}\right]$ and $|1\rangle=\left[\begin{array}{l}0 \\ 1\end{array}\right]$. Therefore, $\left|c_{1}\right\rangle=|0\rangle$ and $\left|c_{2}\right\rangle=|1\rangle$.

With $|\psi\rangle=\alpha\left|c_{1}\right\rangle+\beta\left|c_{2}\right\rangle$, this means that the qubit is in superposition, where its being in both states $|0\rangle$ and $|1\rangle[3]$, not just $|0\rangle$ or $|1\rangle$. The state $|\psi\rangle$ can also be called a linear combination of states [24], which is the actual definition of superposition. With the help of superosition, large amount of classical bits can be processed by running the quantum computer once.

One thing to note, a qubit doesn't start out in superposition, it is usually in spinup state: $|0\rangle$ or spin-down state: $|1\rangle$, which correspond to classical bits 0 and 1 . But when an operation is performed on a qubit like a qubit going through the quantum gate, things get interesting, the qubit ends up in superposition or in a multi-qubit system, the qubits get entangled.

### 2.1.2 Operations on Qubits

Before going further in understanding quantum gates, one needs to know how they are used with qubits. There are two forms that can be used to minipulate qubits and gates, these two forms are matrix and Dirac bra-ket notation. For example, the matrix is $\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$ and the equivalent bra-ket notation will be $|0\rangle\langle 0|+|1\rangle\langle 1|[3]$. The bra form $\langle\psi|$ or the combination of the ket and the bra forms: $\left|\psi_{1}\right\rangle\left\langle\psi_{2}\right|$ will not be used in this thesis because that signifies a gate, and a gate is better understood in matrix form. As for the ket form $|\psi\rangle$, it signifies a qubit and qubit can be used interchangeably in the ket form or in the matrix form.

As previously explained, the states for a 1-qubit: $|0\rangle=\left[\begin{array}{l}1 \\ 0\end{array}\right]$ and $|1\rangle=\left[\begin{array}{l}0 \\ 1\end{array}\right]$. Which shows that just one qubit has possible states of $\{|0\rangle,|1\rangle\}$, which are called computational basis states [24]. Going into the 2-qubit quantum system, there are four computational basis states of $\{|00\rangle,|01\rangle,|10\rangle,|11\rangle\}$, and the state can be written as $|\psi\rangle=c_{0,0}|00\rangle+c_{0,1}|01\rangle+c_{1,0}|10\rangle+c_{1,1}|11\rangle$ [24]. In the matrix form, the computational basis states look like:
$|00\rangle$ in matrix: $\left[\begin{array}{l}1 \\ 0 \\ 0 \\ 0\end{array}\right] \quad|01\rangle$ in matrix: $\left[\begin{array}{l}0 \\ 1 \\ 0 \\ 0\end{array}\right]|10\rangle$ in matrix: $\left[\begin{array}{l}0 \\ 0 \\ 1 \\ 0\end{array}\right]|11\rangle$ in matrix: $\left[\begin{array}{l}0 \\ 0 \\ 0 \\ 1\end{array}\right]$.

Lastly, when the two qubits go through a gate, the operation looks like this:

$$
\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right] \bullet\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right] .
$$

Going into the 3-qubit quantum system, there are eight computational basis states: $\{|000\rangle,|001\rangle,|010\rangle,|011\rangle,|100\rangle,|101\rangle,|110\rangle,|111\rangle\}$, The state can be written as $|\psi\rangle$ $=c_{0,0,0}|000\rangle+c_{0,0,1}|001\rangle+c_{0,1,0}|010\rangle+c_{0,1,1}|011\rangle+\ldots c_{1,1,1}|111\rangle[24]$. In the matrix form, the computational basis states look like this:



When three qubits go through a gate, the operation looks like this:


Using qubits as matrices gets tedious, so Dirac bra-ket notation or more precisely the ket form $|\psi\rangle$ is used to simplify things. There is a Dirac bra-ket notation for the gates but it will be omitted for simplicity. Therefore, when there is a operation between the quantum gate and the qubit(s), then the operation can be written as $\mathrm{X}|1\rangle$ or $\mathrm{CNOT}|11\rangle$ or the operation can say that a CNOT gate was applied on qubits one and three.

### 2.1.3 Entanglement

Entangled states are crucial pieces in quantum computation 24. They are unique quantum phenomena, because of non-existent classical counterpart 3]. When going into a multi-qubit system, most states are entangled. The use of entanglement is important in quantum teleportation, Bell's inequality, and superdense coding [24].

An entangled state has a property that there does not exist two 1-qubit states, $\left|c_{1}\right\rangle$ and $\left|c_{2}\right\rangle$ that $|\psi\rangle=\left|c_{1}\right\rangle\left|c_{2}\right\rangle$. For an entangled state $|\psi\rangle \neq\left|c_{1}\right\rangle\left|c_{2}\right\rangle$ because the product of two states cannot equal an entangled state, $|\psi\rangle$ [24]. With the number of qubits increasing, an exponential growth of the complexity of entangled states is expected.

One way to make an ordinary state entangled, there has to be an interaction between the qubits by using gates. If the quantum system is 2-qubit system, then a 2-qubit gate is required to entangled the qubits, with the help of the CNOT gate, this can be achieved [25].

An example of non-entangled state is $|\psi\rangle=\frac{1}{2}(|00\rangle+|01\rangle+|10\rangle+|11\rangle)$, which was extracted from the product $\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)$ and $\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)$. But an example of an entangled state is $|\psi\rangle=\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)$, which is also one of Bell states that is used for quantum teleporation [24].

To understand entanglement clearly, there is a state $\left|\psi_{1}\right\rangle=|01\rangle$, the first qubit which is 0 signifies night, and the second qubit which is 1 signifies the stars can be seen, these two qubits are entangled or they cannot be separated from each other because one will not function without the other. If its day time, the stars cannot be seen and the new state will be $\left|\psi_{2}\right\rangle=|10\rangle$. Therefore, the stars seen or not seen qubit is entangled to the night or day qubit.

### 2.1.4 Measurement Gate

Just like in a classical computer when the user wants to retrieve the content in the memory, a quantum computer can do the same. The measurement gate as shown in Figure 2.1 is the only way to get the information about the qubit 3]. Using the measurement gate, one classical bit of information can be retrieved from the qubit 3]. This means that one needs to be careful where to put the measurement gate because it restricts the amount of information that can be retrieved from the qubit [3]. Another restriction of the measurement circuit is that a state cannot be cloned, and one of the cloned states measured [3], once the state is measured, the measurement yields a classical bit of information [3]. As shown in Figure 2.1, the single line is the qubit and the double line is the classical bit.

With the qubit being in the state $|\psi\rangle=\alpha|0\rangle+\beta|1\rangle$, when measuring, the result for the classical bit of 0 will have a probability of $|\alpha|^{2}$ and the result for the classical bit of 1 will have a probability of $|\beta|^{2}$, which means $|\alpha|^{2}+|\beta|^{2}$ equals a probability of 1 [24].

Lastly, Combining Entanglement and Measuring, when two qubits are entangled, and one of the qubits are measured, then the measuring will let the user know of the other qubit that wasn't measured, even though the non-measured qubit was untouched.


Figure 2.1: The Measurement gate

### 2.2 Quantum Gates

Before making any quantum circuit, like the Carry Look-Ahead Adder, an understanding of quantum gates needs to be made. One thing to note that in quantum computing, all the gates are reversible. In this thesis, only the quantum gates that built the quantum circuits in Chapters 4 and 5 will be discussed. These and other quantum gates can be found in [24].

### 2.2.1 1-qubit Gates

Starting with the 1-qubit Clifford+T gates shown more descriptly and clearly in [26] than in [24], they consist of one input and one output. Figures 2.2(a), 2.2(b), 2.2(c), $2.2(\mathrm{~d}), 2.2(\mathrm{e}), 2.2(\mathrm{f})$ show these gates that will be used to make a fault tolerant quantum circuit. Also, looking at Table 2.1, it shows all the information for these gates and what happens when a qubit goes through them.

### 2.2.2 2-qubit Gates

## CNOT gate/Feynman Gate

The Controlled NOT gate or CNOT gate for short is a 2 x 2 reversible gate and a Clifford gate with two inputs: $|A\rangle,|B\rangle$ and two outputs: $|P\rangle$ and $|Q\rangle$. The first input equals the first output, therefore $|P\rangle=|A\rangle$. As for the second output, the first input is EXOR'ed with the second input, therefore $|Q\rangle=|A \oplus B\rangle$. The quantum configuration of the CNOT gate can be EXOR-Down or EXOR-Up. This all can be shown in Figures 2.3(a), 2.3(b), 2.3(c).

## Controlled-Z Gate

The Controlled-Z gate or CZ gate is a 2 x 2 reversible gate with two inputs: $|A\rangle,|B\rangle$ and two outputs: $|P\rangle$ and $|Q\rangle$. The first input equals the first output, therefore $|P\rangle$


Figure 2.2: The Clifford+T gates for a 1-qubit (a) The NOT gate
(b) The Hadamard gate
(c) The T gate
(d) The $T^{\dagger}$ gate
(e) The S gate
(f) The $S^{\dagger}$ gate

(a)

Figure 2.3: The CNOT gate
(a) Graphical Representation
(b) Quantum Representation
(c) Matrix Representation
$=|A\rangle$. As for the second output, $|Q\rangle=(-1)^{A \cdot B}|B\rangle$, which means when both $|A\rangle$ and $|B\rangle$ have a qubit of $|1\rangle$, then $|Q\rangle=-|1\rangle$ else $|Q\rangle=|B\rangle$. The CZ gate can be shown in Figures 2.4(a), 2.4(b), 2.4(c).

Table 2.1: Clifford+T 1-qubit gates

| Type of gate | Symbol | Matrix | Input: $\|A\rangle$ | Output: $\|P\rangle$ |
| :---: | :---: | :---: | :---: | :---: |
| NOT | X or $-\square$ | $\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$ | $\begin{aligned} & \|0\rangle \\ & \|1\rangle \end{aligned}$ | $\begin{aligned} & \|1\rangle \\ & \|0\rangle \end{aligned}$ |
| Hadamard | H | $\frac{1}{\sqrt{2}}\left[\begin{array}{rr}1 & 1 \\ 1 & -1\end{array}\right]$ | $\begin{aligned} & \|0\rangle \\ & \|1\rangle \\ & \hline \end{aligned}$ | $\begin{gathered} \frac{1}{\sqrt{2}}(\|0\rangle+\|1\rangle) \\ \frac{1}{\sqrt{2}}(\|0\rangle-\|1\rangle) \end{gathered}$ |
| T gate | T | $\left[\begin{array}{cc}1 & 0 \\ 0 & e^{\frac{i \pi}{4}}\end{array}\right]$ | $\begin{aligned} & \|0\rangle \\ & \|1\rangle \end{aligned}$ | $\begin{gathered} \|0\rangle \\ e^{\frac{i \pi}{4}}\|1\rangle \end{gathered}$ |
| T gate Hermitian Transpose | $T^{\dagger}$ | $\left[\begin{array}{cc}1 & 0 \\ 0 & e^{\frac{-i \pi}{4}}\end{array}\right]$ | $\begin{aligned} & \|0\rangle \\ & \|1\rangle \\ & \hline \end{aligned}$ | $\begin{gathered} \|0\rangle \\ e^{\frac{-i \pi}{4}}\|1\rangle \\ \hline \end{gathered}$ |
| Phase | S | $\left[\begin{array}{ll}1 & 0 \\ 0 & i\end{array}\right]$ | $\begin{aligned} & \|0\rangle \\ & \|1\rangle \\ & \hline \end{aligned}$ | $\begin{aligned} & \|0\rangle \\ & i\|1\rangle \\ & \hline \end{aligned}$ |
| Phase Hermitian Transpose | $S^{\dagger}$ | $\left[\begin{array}{cc}1 & 0 \\ 0 & -i\end{array}\right]$ | $\begin{aligned} & \|0\rangle \\ & \|1\rangle \end{aligned}$ | $\begin{gathered} \|0\rangle \\ -i\|1\rangle \\ \hline \end{gathered}$ |



Figure 2.4: The Controlled-Z gate
(a) Quantum Representation
(b) Clifford+T Representation
(c) Matrix Representation

### 2.2.3 3-qubit Gates

Toffoli Gate:
The Toffoli gate or the Controlled-Controlled NOT gate as shown in Figures 2.5(a), $2.5(\mathrm{~b}), 2.5(\mathrm{c}), 2.5(\mathrm{~d})$ is a 3 x 3 reversible gate with three inputs: $|A\rangle,|B\rangle,|C\rangle$ and three outputs: $|P\rangle,|Q\rangle,|R\rangle$. The first input equals the first output, therefore $|P\rangle=|A\rangle$. The same is true for the second output, meaning $|Q\rangle=|B\rangle$. The last output takes the first, second inputs and ANDs them together, and finally the AND operation gets EXOR'ed by the third output, therefore $|R\rangle=|A \& B\rangle \oplus|C\rangle$. The Toffoli gate can be in three configurations EXOR-Down, EXOR-Up or EXOR-Middle. The Clifford+T implentation shown in Figure 2.5(c) was taken from [24].

### 2.3 Logical-AND Computation and Uncomputation Gates

One of the last steps before making the main quantum circuits in Chapters 4 and 5 is understanding the three gates: logical-AND computation gate, logical-AND uncomputation Measure-and-Fixup gate, and logical-AND uncomputation ComputationReversal gate, which were all discussed by Gidney in [27].

### 2.3.1 Logical-AND Computation Gate

Many addition circuits require the AND of two qubits, this gate is a great implementation inside of them. As it can be seen in Figures 2.6(a) and 2.6(b), the two inputs are the two qubits that are of interest, and the third input is the ancilla that is set at $|T\rangle=\frac{1}{\sqrt{2}}\left(|0\rangle+e^{\frac{i \pi}{4}}|1\rangle\right)$, which was extracted from one Hadamard and one $T$ gate. Talking about the T-count, this gate has two (one from ancilla and one from the gate) T gates and two $T^{\dagger}$ gates; therefore the T-count is four.

(a)

(b)

(c)
$\left[\begin{array}{llllllll}1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0\end{array}\right]$
(d)

Figure 2.5: The Toffoli gate
(a) Graphical Representation (b) Quantum Representation (c) Clifford+T Representation (d) Matrix Representation

(a)

(b)

Figure 2.6: The logical-AND computation gate
(a) Graphical Representation
(b) Quantum Representation

The logical-AND computation gate was divided into four sections to prove that the logical-AND of two qubits work. Looking at Table 2.2, it shows all possible combinations of $|A\rangle$ and $|B\rangle$.

Table 2.2: Truth Table of logical-AND

| $\|A\rangle$ | $\|B\rangle$ | $\|A \& B\rangle$ |
| :---: | :---: | :---: |
| $\|0\rangle$ | $\|0\rangle$ | $\|0\rangle$ |
| $\|0\rangle$ | $\|1\rangle$ | $\|0\rangle$ |
| $\|1\rangle$ | $\|0\rangle$ | $\|0\rangle$ |
| $\|1\rangle$ | $\|1\rangle$ | $\|1\rangle$ |

Starting with the first case: $|A\rangle=|0\rangle,|B\rangle=|0\rangle$

0 . Initial values:

$$
\begin{aligned}
& |0\rangle|0\rangle \frac{1}{\sqrt{2}}\left(|0\rangle+e^{\frac{i \pi}{4}}|1\rangle\right) \therefore|0\rangle|0\rangle \frac{1}{\sqrt{2}}\left(|0\rangle+\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)|1\rangle\right) \therefore|0\rangle|0\rangle \frac{1}{\sqrt{2}}|0\rangle+|0\rangle|0\rangle \frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}\right. \\
& \left.+\frac{1}{\sqrt{2}} i\right)|1\rangle \therefore \frac{1}{\sqrt{2}}|0\rangle|0\rangle|0\rangle+\left(\frac{1}{2}+\frac{1}{2} i\right)|0\rangle|0\rangle|1\rangle
\end{aligned}
$$

1. Applying the CNOT gate on the first qubit and the third:
$\frac{1}{\sqrt{2}}|0\rangle|0\rangle|0\rangle+\left(\frac{1}{2}+\frac{1}{2} i\right)|0\rangle|0\rangle|1\rangle$
2. Applying the CNOT gate on the second qubit and the third:
$\frac{1}{\sqrt{2}}|0\rangle|0\rangle|0\rangle+\left(\frac{1}{2}+\frac{1}{2} i\right)|0\rangle|0\rangle|1\rangle$
3. Applying another CNOT gate on the second qubit and the third:
$\frac{1}{\sqrt{2}}|0\rangle|0\rangle|0\rangle+\left(\frac{1}{2}+\frac{1}{2} i\right)|0\rangle|1\rangle|1\rangle$
4. Applying the CNOT gate on the first and third qubit:

$$
\frac{1}{\sqrt{2}}|0\rangle|0\rangle|0\rangle+\left(\frac{1}{2}+\frac{1}{2} i\right)|1\rangle|1\rangle|1\rangle
$$

5. Applying the $T^{\dagger}$ gates on the first and second qubits and $T$ gate on the third qubit:

$$
\frac{1}{\sqrt{2}}|0\rangle|0\rangle|0\rangle+\left(\frac{1}{2}+\frac{1}{2} i\right)\left(\frac{1}{2}-\frac{1}{2} i\right)\left(\frac{1}{2}-\frac{1}{2} i\right)\left(\frac{1}{2}+\frac{1}{2} i\right)|1\rangle|1\rangle|1\rangle \therefore \frac{1}{\sqrt{2}}|0\rangle|0\rangle|0\rangle+\frac{1}{\sqrt{2}}|1\rangle|1\rangle|1\rangle
$$

6. Applying the CNOT gate on qubits two and three:

$$
\frac{1}{\sqrt{2}}|0\rangle|0\rangle|0\rangle+\frac{1}{\sqrt{2}}|1\rangle|0\rangle|1\rangle
$$

7. Applying the CNOT gate on first and third qubits:
$\frac{1}{\sqrt{2}}|0\rangle|0\rangle|0\rangle+\frac{1}{\sqrt{2}}|0\rangle|0\rangle|1\rangle$
8. Applying Hadamard gate on qubit three:
$\frac{1}{\sqrt{2}}|0\rangle|0\rangle \frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)+\frac{1}{\sqrt{2}}|0\rangle|0\rangle \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle) \therefore \frac{1}{2}|0\rangle|0\rangle|0\rangle+\frac{1}{2}|0\rangle|0\rangle|1\rangle+\frac{1}{2}|0\rangle|0\rangle|0\rangle$
$-\frac{1}{2}|0\rangle|0\rangle|1\rangle \therefore 1|0\rangle|0\rangle|0\rangle$
9. Applying the $S$ gate on the third qubit: $1|0\rangle|0\rangle|0\rangle$

Finally, measuring the value $(1)^{2}=1 \therefore 100 \%$ probability on $|0\rangle|0\rangle|0\rangle$

Going into the second case: $|A\rangle=|1\rangle,|B\rangle=|0\rangle$
0 . Initial values:

$$
\begin{aligned}
& |1\rangle|0\rangle \frac{1}{\sqrt{2}}\left(|0\rangle+e^{\frac{i \pi}{4}}|1\rangle\right) \therefore|1\rangle|0\rangle \frac{1}{\sqrt{2}}\left(|0\rangle+\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)|1\rangle\right) \therefore|1\rangle|0\rangle \frac{1}{\sqrt{2}}|0\rangle+|1\rangle|0\rangle \frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}\right. \\
& \left.+\frac{1}{\sqrt{2}} i\right)|1\rangle \therefore \frac{1}{\sqrt{2}}|1\rangle|0\rangle|0\rangle+\frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)|1\rangle|0\rangle|1\rangle
\end{aligned}
$$

1. Applying the CNOT gate on the first qubit and the third:

$$
\frac{1}{\sqrt{2}}|1\rangle|0\rangle|1\rangle+\frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)|1\rangle|0\rangle|0\rangle
$$

2. Applying the CNOT gate on the second qubit and the third:
$\frac{1}{\sqrt{2}}|1\rangle|0\rangle|1\rangle+\frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)|1\rangle|0\rangle|0\rangle$
3. Applying another CNOT gate on the second qubit and the third:

$$
\frac{1}{\sqrt{2}}|1\rangle|1\rangle|1\rangle+\frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)|1\rangle|0\rangle|0\rangle
$$

4. Applying the CNOT gate on the first and third qubit:

$$
\frac{1}{\sqrt{2}}|0\rangle|1\rangle|1\rangle+\frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)|1\rangle|0\rangle|0\rangle
$$

5. Applying the $T^{\dagger}$ gates on the first and second qubits and $T$ gate on the third qubit:

$$
\begin{aligned}
& \frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}-\frac{1}{\sqrt{2}} i\right)\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)|0\rangle|1\rangle|1\rangle+\frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)\left(\frac{1}{\sqrt{2}}-\frac{1}{\sqrt{2}} i\right)|1\rangle|0\rangle|0\rangle \therefore \frac{1}{\sqrt{2}}|0\rangle|1\rangle|1\rangle \\
& +\frac{1}{\sqrt{2}}|1\rangle|0\rangle|0\rangle
\end{aligned}
$$

6. Applying the CNOT gate on qubits two and three:

$$
\frac{1}{\sqrt{2}}|0\rangle|0\rangle|1\rangle+\frac{1}{\sqrt{2}}|1\rangle|0\rangle|0\rangle
$$

7. Applying the CNOT gate on first and third qubits:

$$
\frac{1}{\sqrt{2}}|1\rangle|0\rangle|1\rangle+\frac{1}{\sqrt{2}}|1\rangle|0\rangle|0\rangle
$$

8. Applying Hadamard gate on qubit three:

$$
\begin{aligned}
& \frac{1}{\sqrt{2}}|1\rangle|0\rangle \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)+\frac{1}{\sqrt{2}}|1\rangle|0\rangle \frac{1}{\sqrt{2}}(|0\rangle+|1\rangle) \therefore \frac{1}{2}|1\rangle|0\rangle|0\rangle-\frac{1}{2}|1\rangle|0\rangle|1\rangle+\frac{1}{2}|1\rangle|0\rangle|0\rangle \\
& +\frac{1}{2}|1\rangle|0\rangle|1\rangle \therefore 1|1\rangle|0\rangle|0\rangle
\end{aligned}
$$

9. Applying the $S$ gate on the third qubit:

$$
1|1\rangle|0\rangle|0\rangle
$$

Finally, measuring the value $(1)^{2}=1 \therefore 100 \%$ probability on $|1\rangle|0\rangle|0\rangle$

Going into the third case: $|A\rangle=|0\rangle,|B\rangle=|1\rangle$

0 . Initial values:

$$
\begin{aligned}
& |0\rangle|1\rangle \frac{1}{\sqrt{2}}\left(|0\rangle+e^{\frac{i \pi}{4}}|1\rangle\right) \therefore|0\rangle|1\rangle \frac{1}{\sqrt{2}}\left(|0\rangle+\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)|1\rangle\right) \therefore|0\rangle|1\rangle \frac{1}{\sqrt{2}}|0\rangle+|0\rangle|1\rangle \frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}\right. \\
& \left.+\frac{1}{\sqrt{2}} i\right)|1\rangle \therefore \frac{1}{\sqrt{2}}|0\rangle|1\rangle|0\rangle+\frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)|0\rangle|1\rangle|1\rangle
\end{aligned}
$$

1. Applying the CNOT gate on the first qubit and the third:

$$
\frac{1}{\sqrt{2}}|0\rangle|1\rangle|0\rangle+\frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)|0\rangle|1\rangle|1\rangle
$$

2. Applying the CNOT gate on the second qubit and the third:

$$
\frac{1}{\sqrt{2}}|0\rangle|1\rangle|1\rangle+\frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)|0\rangle|1\rangle|0\rangle
$$

3. Applying another CNOT gate on the second qubit and the third:
$\frac{1}{\sqrt{2}}|0\rangle|0\rangle|1\rangle+\frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)|0\rangle|1\rangle|0\rangle$
4. Applying the CNOT gate on the first and third qubit:
$\frac{1}{\sqrt{2}}|1\rangle|0\rangle|1\rangle+\frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)|0\rangle|1\rangle|0\rangle$
5. Applying the $T^{\dagger}$ gates on the first and second qubits and $T$ gate on the third qubit:

$$
\begin{aligned}
& \frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}-\frac{1}{\sqrt{2}} i\right)\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)|1\rangle|0\rangle|1\rangle+\frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)\left(\frac{1}{\sqrt{2}}-\frac{1}{\sqrt{2}} i\right)|0\rangle|1\rangle|0\rangle \therefore \frac{1}{\sqrt{2}}|1\rangle|0\rangle|1\rangle \\
& +\frac{1}{\sqrt{2}}|0\rangle|1\rangle|0\rangle
\end{aligned}
$$

6. Applying the CNOT gate on qubits two and three:
$\frac{1}{\sqrt{2}}|1\rangle|1\rangle|1\rangle+\frac{1}{\sqrt{2}}|0\rangle|1\rangle|0\rangle$
7. Applying the CNOT gate on first and third qubits:
$\frac{1}{\sqrt{2}}|0\rangle|1\rangle|1\rangle+\frac{1}{\sqrt{2}}|0\rangle|1\rangle|0\rangle$
8. Applying Hadamard gate on qubit three:
$\frac{1}{\sqrt{2}}|0\rangle|1\rangle \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)+\frac{1}{\sqrt{2}}|0\rangle|1\rangle \frac{1}{\sqrt{2}}(|0\rangle+|1\rangle) \therefore \frac{1}{2}|0\rangle|1\rangle|0\rangle-\frac{1}{2}|0\rangle|1\rangle|1\rangle+\frac{1}{2}|0\rangle|1\rangle|0\rangle$ $+\frac{1}{2}|0\rangle|1\rangle|1\rangle \therefore 1|0\rangle|1\rangle|0\rangle$
9. Applying the $S$ gate on the third qubit:
$1|0\rangle|1\rangle|0\rangle$

Finally, measuring the value $(1)^{2}=1 \therefore 100 \%$ probability on $|0\rangle|1\rangle|0\rangle$

Going into the last case: $|A\rangle=|1\rangle,|B\rangle=|1\rangle$
0 . Initial values:

$$
\begin{aligned}
& |1\rangle|1\rangle \frac{1}{\sqrt{2}}\left(|0\rangle+e^{\frac{i \pi}{4}}|1\rangle\right) \therefore|1\rangle|1\rangle \frac{1}{\sqrt{2}}\left(|0\rangle+\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)|1\rangle\right) \therefore|1\rangle|1\rangle \frac{1}{\sqrt{2}}|0\rangle+|1\rangle|1\rangle \frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}\right. \\
& \left.+\frac{1}{\sqrt{2}} i\right)|1\rangle \therefore \frac{1}{\sqrt{2}}|1\rangle|1\rangle|0\rangle+\frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)|1\rangle|1\rangle|1\rangle
\end{aligned}
$$

1. Applying the CNOT gate on the first qubit and the third:
$\frac{1}{\sqrt{2}}|1\rangle|1\rangle|1\rangle+\frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)|1\rangle|1\rangle|0\rangle$
2. Applying the CNOT gate on the second qubit and the third:
$\frac{1}{\sqrt{2}}|1\rangle|1\rangle|0\rangle+\frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)|1\rangle|1\rangle|1\rangle$
3. Applying another CNOT gate on the second qubit and the third:
$\frac{1}{\sqrt{2}}|1\rangle|1\rangle|0\rangle+\frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)|1\rangle|0\rangle|1\rangle$
4. Applying the CNOT gate on the first and third qubit:

$$
\frac{1}{\sqrt{2}}|1\rangle|1\rangle|0\rangle+\frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)|0\rangle|0\rangle|1\rangle
$$

5. Applying the $T^{\dagger}$ gates on the first and second qubits and $T$ gate on the third qubit:

$$
\begin{aligned}
& \frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}-\frac{1}{\sqrt{2}} i\right)\left(\frac{1}{\sqrt{2}}-\frac{1}{\sqrt{2}} i\right)|1\rangle|1\rangle|0\rangle+\frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)\left(\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{2}} i\right)|0\rangle|0\rangle|1\rangle \therefore \frac{1}{\sqrt{2}}(- \\
& i)|1\rangle|1\rangle|0\rangle+\frac{1}{\sqrt{2}} i|0\rangle|0\rangle|1\rangle
\end{aligned}
$$

6. Applying the CNOT gate on qubits two and three:

$$
\frac{1}{\sqrt{2}}(-i)|1\rangle|1\rangle|0\rangle+\frac{1}{\sqrt{2}} i|0\rangle|1\rangle|1\rangle
$$

7. Applying the CNOT gate on first and third qubits:

$$
\frac{1}{\sqrt{2}}(-i)|1\rangle|1\rangle|0\rangle+\frac{1}{\sqrt{2}} i|1\rangle|1\rangle|1\rangle
$$

8. Applying Hadamard gate on qubit three:

$$
\begin{aligned}
& \frac{1}{\sqrt{2}}(-i)|1\rangle|1\rangle \frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)+\frac{1}{\sqrt{2}} i|1\rangle|1\rangle \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle) \therefore \frac{-i}{2}|1\rangle|1\rangle|0\rangle-\frac{-i}{2}|1\rangle|1\rangle|1\rangle+ \\
& \frac{i}{2}|1\rangle|1\rangle|0\rangle-\frac{i}{2}|1\rangle|1\rangle|1\rangle \therefore-i|1\rangle|1\rangle|1\rangle
\end{aligned}
$$

9. Applying the $S$ gate on the third qubit:

$$
-i|1\rangle|1\rangle(-i)|1\rangle \therefore 1|1\rangle|1\rangle|1\rangle
$$

Finally, measuring the value $(1)^{2}=1 \therefore 100 \%$ probability on $|1\rangle|1\rangle|1\rangle$

### 2.3.2 Logical-AND Uncomputation Gate

## Measure-and-Fixup Method

Talking about the T -count, this gate has no T and $T^{\dagger}$ gates; therefore the T -count is 0. A reversible implementation of the logical-AND function takes two inputs, classical binary 1 and 0 , which are represented as qubits, and at the end of computation, the two original inputs will be returned as classical values. Since classical 0s and 1s don't have phase angles, we need to remove them. The purpose of this uncomputation gate is phase correction. As it can be seen from the third qubit or the ancilla in one of the Figures like Figure 2.8(a), the measurement of the ancilla is collapsed from superposition to a classical bit. If the ancilla value wants to be restored to $|T\rangle=$ $\frac{1}{\sqrt{2}}\left(|0\rangle+e^{\frac{i \pi}{4}}|1\rangle\right)$ for another computation, the classical bit needs to be cleared and a Hadamard with the T gate needs to be applied.

Instead of writing all the cases by hand, a quantum circuit simulator called Quirk in [28] was used to verify the correct operation of the Measure-and-Fixup method. Four possible test cases were used (See Figures 2.8(a), 2.8(b), 2.8(c), and 2.8(d) to show the simulation results, but also most importantly, the two top qubits didn't change. There are four steps for the gates in 2.8(a), 2.8(b), 2.8(c), and 2.8(d); the first step is the ancilla or the third qubit is set, then the inputs (first and second qubits) are adjusted to the four possible test cases, next the qubits go through the logical-AND computation gate and then the Measure-and-Fixup gate, and finally the qubits are measured.

One thing to note that if the uncomputation gate is applied in the middle of a quantum circuit, more specifically meaning that if a measure is placed in the middle of any quantum circuit, quantum properties will be lost, and the quantum circuit will be slower. The gate can be shown in 2.7(a) and 2.7(b). From the name, Measure means that its measuring the third qubit which is in a superposition, and Fixup means that
the controlled-Z gate is fixing the phase errors on the first two qubits.


Figure 2.7: The logical-AND uncomputation gate: Measure-and-Fixup
(a) Graphical Representation
(b) Quantum Representation

## Computation-Reversal Method

An alternative option to the Measure-and-Fixup method is reversing the logical-AND computation gate as shown in Figure 2.9(a) and 2.9(b). Talking about the T-count, this gate has two T gates and one $T^{\dagger}$ gate; therefore the T -count is three. Unlike the Measure-and-Fixup method which returns a classical bit for the third output, the Computation-Reversal method returns the ancilla value of $|T\rangle=\frac{1}{\sqrt{2}}\left(|0\rangle+e^{\frac{i \pi}{4}}|1\rangle\right)$.

Instead of writing all the cases by hand, a quantum circuit simulator called Quirk in [28] was used to verify the correct operation of the Computation-Reversal method. As it can be seen in 2.10(a), the original ancilla value of $|T\rangle=\frac{1}{\sqrt{2}}\left(|0\rangle+e^{\frac{i \pi}{4}}|1\rangle\right)$. Four possible test cases were used (See Figures 2.10(b), 2.10(c), 2.10(d), and 2.10(e)) to verify that in the end, the ancilla stayed at its original superpostion value but also most importantly, the two top qubits didn't change. There are five steps for the gates in $2.10(\mathrm{~b}), 2.10(\mathrm{c}), 2.10(\mathrm{~d})$, and $2.10(\mathrm{e})$, the first step is the ancilla or the third qubit is set, then the inputs (first and second qubits) are adjusted to the four possible test cases, next the qubits go through the logical-AND computation gate and then the Computation-Reversal gate, and finally the qubits are measured.


Figure 2.8: Testing Measure-and-Fixup gate
(a) Both inputs are $|0\rangle$
(b) The first input is a $|1\rangle$
(c) The second input is a $|1\rangle$
(d) Both inputs are a $|1\rangle$

### 2.3.3 Comparison between the two Methods

When considering these two gates, the Measure-and-Fixup uncomputation gate will be resource efficient when implemented with error correcting codes such as surface codes. Quantum circuits based on the gates of Computation-Reversal uncomputation will be resource efficient in cases where error correcting codes cannot or are not used


Figure 2.9: The logical-AND uncomputation gate: Computation-Reversal
(a) Graphical Representation
(b) Quantum Representation
such as with near term devices. Each gate will now be illustrated to show the best suited option for their respective implementations.

When implemented with error correcting codes such as the surface codes, the logical-AND computation gate saves resources because it uses an ancilla $|A\rangle$ set to $\frac{1}{\sqrt{2}}\left(|0\rangle+e^{\frac{i \pi}{4}}|1\rangle\right)$ as opposed to a logical T gate. To realize a logical T gate, ancilla set to $|A\rangle$ and $|Y\rangle$ (where $Y=\frac{1}{\sqrt{2}}\left(|0\rangle+e^{\frac{i \pi}{2}}|1\rangle\right)$ must be created with one or more rounds of state distillation [29] [30]. According to [31] [29] [30] $|A\rangle$ distillation requires at least 15 logical qubits, 15 T gates, 15 measurements and arrays of CNOT gates and $|Y\rangle$ distillation requires at least 7 logical qubits, 7 S gates, 7 measuremnts and arrays of CNOT gates. If the surface code scheme in [31] is used, 3600 physical qubits are required per logical qubit. As a result, generating a $|Y\rangle$ state will need 25200 qubits and generating a $|A\rangle$ state will need 54000 total qubits. Thus, the logical-AND gate saves qubit and quantum gates. The uncomputation gate with Measure-and-Fixup does not require T gates avoiding the costly $|A\rangle$ and $|Y\rangle$ state distillations. Considering that a single logical T gate requires at least 22 measurements, the penalties associated with an additional single measurement in the uncomputation gate with Measure-and-Fixup will be negligible and offset by the overall resource savings from avoiding logical T gates.


Figure 2.10: Testing Computation-Reversal gate
(a) Ancilla $|T\rangle$ result
(b) Both inputs are $|0\rangle$
(c) The first input is a $|1\rangle$
(d) The second input is a $|1\rangle$
(e) Both inputs are a $|1\rangle$

For situations where error correcting codes are not used such as with near-term quantum technologies where error correcting schemes (such as the surface codes) are not supported, the ancilla $|A\rangle$ used in the logical-AND computation gate is realized by applying a Hadamard gate then a T gate to an ancillae set to 0 . The uncomputation
gate with Computation-Reversal has the advantage in terms of computation speed in cases where fault tolerant schemes are not used. Time of computation is important because qubits can only maintain superposition states for a finite time or rather they are limited by their coherence times. Coherence times for quantum computers have been reported in the literature. For instance, the IBM quantum machine has a coherence time of $100 \mu s$ according to [32]. Coherence times of up to a half hour have been reported in the literature [33]. Thus, to maximize the amount of computations, time intensive operations should be used sparingly. Operation times for gates and the measurement operation have been reported in the literature [34] [35] 32]. For example, in [34], a one qubit gate (such as a T gate) has a computation time of $1 \mu s$, a two qubit gate (such as a CNOT) has a computation time of $10 \mu s$ while measurement has a computation time of $200 \mu \mathrm{~s}$. To estimate the computation time for each gates in Figures 2.6(b), 2.7(b), and 2.9(b), a three step algorithm is used: (i) calculate the number of circuit layers (or depth), (ii) calculate maximum time to perform each gate layer, (iii) sum the results. The values in [34] for the computation time estimates. The logical-AND computation gate and the Computation-Reversal uncomputation gate will both have a depth of 7 and a total computation time of $43 \mu s$. The Measure-and-Fixup uncomputation gate has a depth of 4 and a total computation time of $212 \mu s$. The Computation-Reversal uncomputation gate is roughly 5 times faster and therefore will permit one to perform roughly 5 times as much computation within a given coherence time.

### 2.4 Carry Look-Ahead Addition Review

### 2.4.1 Classical CLA

The Full Adder is used to add two 1-bit numbers, or inputs, and a Carry in if applicable. The results of the Full Adder are two outputs: Sum and Carry out. To add
two 2-bit, 3-bit, or n-bit numbers, the Full Adders have to be in parallel [36], where the Carry out of the first value goes into the Carry in of the second value, and so on. The parallel addition of the Full Adder is called a Ripple Carry Adder [36].

The problem with Ripple Carry Adder is to get the next Sum and the next Carry out, the previous Carry out needs to be known. That means the Carry out values needs to move or propagate all the way to the last Sum and Carry out to have the right value. Therefore, Carry out propagating to the final value creates propagation delay, which is defined as n-number of Full Adders inside a Ripple Carry times the number of seconds to reach the Sum and Carry out values in each Full Adder [36].

To reduce the propagation delay of the Ripple Carry Adder, there needs to be another way, but it will increase the complexity of the circuit, a circuit called the Carry Look-Ahead Adder. With the complexity of the Carry Look-Ahead Adder, two values have to come into place, carry propagate and carry generate [36]. Carry propagate is defined as: $p_{i}=a_{i} \oplus b_{i}$, which is responsible for propagating Carry to Carry out. Carry generate is defined as $g_{i}=a_{i} \& b_{i}$, which makes the Carry out, $c_{i+1}$ when both $a_{i}$ and $b_{i}$ are set to 1 , and it doesn't matter what the Carry in, $c_{i}$ is. Sum, $s_{i}$ is defined as: $s_{i}=a_{i} \oplus b_{i} \oplus c_{i}$, therefore, plugging in $p_{i}: s_{i}=p_{i} \oplus c_{i}$. Carry out, $c_{i+1}$ is defined as $c_{i+1}=p_{i} \& c_{i} \mid g_{i}$.

An example is shown to illustrate the Carry Look-Ahead addition of two 4-bit numbers.

Using $c_{i+1}=p_{i} \& c_{i} \mid g_{i}$ :
$i=0: c_{1}=p_{0} \& c_{0} \mid g_{0}$
$i=1: c_{2}=p_{1} \& c_{1}\left|g_{1}=c_{2}=p_{1} \&\left(p_{0} \& c_{0} \mid g_{0}\right)\right| g_{1}=p_{1} \& p_{0} \& c_{0}\left|p_{1} \& g_{0}\right| g_{1}$.
$i=2: c_{3}=p_{2} \& c_{2}\left|g_{2}=p_{2} \& p_{1} \& p_{0} \& c_{0}\right| p_{2} \& p_{1} \& g_{0}\left|p_{2} \& g_{1}\right| g_{2}$.
$i=3: c_{4}=p_{3} \& c_{3}\left|g_{3}=p_{3} \& p_{2} \& p_{1} \& p_{0} \& c_{0}\right| p_{3} \& p_{2} \& p_{1} \& g_{0} \mid p_{3} \& p_{2} \&$ $g_{1}\left|p_{3} \& g_{2}\right| g_{3}$.

### 2.4.2 Literature Review

A literature review was done for the Quantum Carry Look-Ahead Adder. In the later Chapters, three literatures in [19], [23], and [23] will be used because they are applicable for the comparison with the proposed work in Chapters 3 and 4. The remaining two articles in [21] and [22] were read to get more of an understanding into the Carry Look-Ahead addition.

For the first literature from [19], the authors that proposed this paper to improve the efficiency of the Quantum Carry Look-Ahead Adder with depth of $\mathrm{O}(\operatorname{logn})$ and $\mathrm{O}(\mathrm{n})$ of ancillary qubits. This Literature included out-of-place, in-place, and extensions of these two circuits like the comparison and subtraction. The circuit is optimized for ancillas, size, and depth.

The next literature which is from [20], the authors that proposed this paper focused on delay, gate count, and quantum cost of two circuits: out-of-place and in-place Carry Look-Ahead Adders which included reversible gates like the CNOT, Peres, TR, and Toffoli gates. The purpose was to optimize the circuits in these three parameters of delay, gate count, and quantum cost.

The third literature from [21], the authors that proposed it, focused on reducing the qubits to $\mathrm{O}(\mathrm{n} / \operatorname{logn})$ and making the depth: $\mathrm{O}(\operatorname{logn})$ and size $\mathrm{O}(\mathrm{n})$ of the Quantum Carry Look-Ahead Adder. This circuit contains only Toffoli gates. The main issue that the author is facing with is decreasing the ancillary qubits but increasing depth and size for the Carry Look-Ahead Adder.

As for the fourth literature from [22], the main promises that this literature gave is reducing the quantum cost, delay, garbage outputs, and the number of gates on the Quantum Carry Look-Ahead Adder.

The final literature from [23], the authors of this literature decided to improve the requirements and performance for the out-of-place and in-place Quantum Carry LookAhead Adder using the measurement-based method. Also there is another Quantum

Carry Look-Ahead Adder described called graph-state, where the size and depth was compared to logical qubits to get a good comparison between the new Quantum Carry Look-Ahead Adders and the existing ones.

## Chapter 3

## Design of Proposed Out-of-place QCLA

Two designs have been proposed, the first proposed circuit called low T-count and a second proposed circuit called high speed. To make things simplistic, the first proposed circuit will be described, and where there is a difference, then the second proposed circuit will be noted down. The proposed (low T-count) out-of-place QCLA circuit is shown in Figure 3.1 for the case of adding two eight-qubit numbers $|a\rangle$ and $|b\rangle$. Out-of-place means that the Sum qubits are generated or realized from the ancilla qubits. At the end of the computation the location A with $|a\rangle$ and location B with $|b\rangle$ will be unchanged. The $s_{1}$ through $s_{n}$ are realized on $n$ ancillas initialized to the value $\frac{1}{\sqrt{2}}\left(|0\rangle+e^{\frac{i \pi}{4}}|1\rangle\right)$. As for $s_{0}$, it's realized on ancilla being initialized to the value of $|0\rangle$. These ancillas are stored in location Z. Another set of ancillas will be stored in location X. They will also be initialized to $\frac{1}{\sqrt{2}}\left(|0\rangle+e^{\frac{i \pi}{4}}|1\rangle\right)$ and will be used in the P-rounds step. The number of ancillas inside location $X$ is $n-w(n)-\lfloor\operatorname{logn}\rfloor$, where $w(n)$ is the number of ones in the binary expansion of n [19], where $\mathrm{w}(\mathrm{n})=\mathrm{n}-\sum_{y=1}^{\infty}\left\lfloor\frac{n}{2^{y}}\right\rfloor$. All ancillas except the ancilla used for $s_{0}$ are initialized to $\frac{1}{\sqrt{2}}\left(|0\rangle+e^{\frac{i \pi}{4}}|1\rangle\right)$ because the logical-AND computation gates used in the proposed circuit require these ancillas
to function correctly. At the end of computation, $n-w(n)-\lfloor\operatorname{logn}\rfloor$ ancillas are turned into classical bits and need to be reset to be used in other computations, this is the first proposed circuit. As for the second proposed circuit (high speed), the ancillas can be reused in later computations because they are restored to the initialized ancilla value (this will be described in step 6). Finally as for remaining ancillas that are from location Z, they will be in the sum.

The proposed (low T-count) out-of-place QCLA circuit is based on the NOT gate, the CNOT gate, the Toffoli gate along with the logical-AND computation gate and the logical-AND Measure-and-Fixup uncomputation gate presented in [27]. An algorithm based on the design methodology presented in [19] to implement an out-ofplace QCLA from these quantum gates. By using logical-AND computation gates and logical-AND Measure-and-Fixup uncomputation gates, the proposed design methodology saves T gates.

For manipulating values in locations A and B , two 2-D arrays are required, one for propagation, $\mathrm{p}[j, l]$ and one for generation, $\mathrm{g}[j, k]$. The variables of $i, j, k, l$ are the indices that signify the location of the propagating, the generating and the carry value.

### 3.1 Procedure

The steps in designing the proposed (low T-count) out-of-place QCLA are:

1. For $i=0$ to $\mathrm{n}-1$, apply the logical-AND computation on $\mathrm{A}[i], \mathrm{B}[i]$, and $\mathrm{Z}[i+1]$ . This will generate three outputs. The first output will be $\mathrm{A}[i]$, the second output will be $\mathrm{B}[i]$, and the third output will be $\mathrm{A}[i] \& \mathrm{~B}[i]$ where the location will be set to $\mathrm{g}[i, i+1]$.
2. For $i=1$ to $\mathrm{n}-1$. At the locations of $\mathrm{A}[i]$ and $\mathrm{B}[i]$ introduce the CNOT gate in which the same value is maintained at $\mathrm{A}[i]$, while at location $\mathrm{B}[i]$, changes to $\mathrm{B}[i]=\mathrm{A}[i] \oplus \mathrm{B}[i]$, and that value will be set to a new location $\mathrm{p}[i, i+1]$.
3. P-rounds: For the logical-AND computation gate, there are three inputs and three outputs. For the first and last outputs, the inputs pass through. The location for the first input and output is $\mathrm{p}[j, l]$, the location for the third input and output is $\mathrm{p}[l, k]$. With the help of the second input, which is an ancilla stored at location X[d], the second output could be calculated. But in all simplicity, the second output is calculated by $\mathrm{p}[j, l] \& \mathrm{p}[l, k]$ and the value is saved to the output location of $\mathrm{p}[j, k]$. The equation for indices $j=2^{t} \mathrm{~m}, k=2^{t} \mathrm{~m}+2^{t}$, and $l=2^{t} \mathrm{~m}+2^{t-1}$. The indices $j, k$, and $l$ for the location of array p is determined by t and m , where $\mathrm{t}=1$ to $\lfloor\operatorname{logn}\rfloor-1$ and where $1 \leq \mathrm{m}<\left\lfloor\mathrm{n} / 2^{t}\right\rfloor$ which is nested in the t loop. The index d is determined by $j+k$, the addition of these indices are sorted from the lowest to the highest. The lowest will have an index of 0 and the highest will have $\sum_{y=1}^{\infty}\left\lfloor\frac{n}{2^{y}}\right\rfloor-\lfloor\operatorname{logn}\rfloor-1$.
4. G-rounds: This step includes the Toffoli gates, which have three inputs and three outputs. The locations for the three inputs are $\mathrm{g}[j, l], \mathrm{p}[l, k]$, and $\mathrm{g}[l, k]$ respectively. The first and second outputs are the same as the inputs, so the values just pass through and the locations are unchanged. The third output has an operation done on it, $\mathrm{g}[l, k] \oplus(\mathrm{g}[j, l] \& \mathrm{p}[l, k])$ and the value is saved to the output location of $\mathrm{g}[j, k]$. The equation for the indices $j=2^{t} \mathrm{~m}, k=2^{t} \mathrm{~m}+$ $2^{t}$, and $l=2^{t} \mathrm{~m}+2^{t-1}$. The indices $j, k$, and $l$ for the location of arrays p and g are determined by t and m . Where $\mathrm{t}=1$ to $\lfloor\operatorname{logn}\rfloor$ and where $0 \leq \mathrm{m}<\left\lfloor\mathrm{n} / 2^{t}\right.$ $\rfloor$ which is nested in the t loop.
5. C-rounds: This step includes the Toffoli gates, which have three inputs and three outputs. The locations for the three inputs are $\mathrm{g}[0, l], \mathrm{p}[l, k]$, and $\mathrm{g}[l, k]$ respectively. The first and second outputs are the same as the inputs, so the values just pass through and the locations are unchanged. The third output has a operation done on it, where $\mathrm{g}[l, k] \oplus(\mathrm{g}[0, l] \& \mathrm{p}[l, k])$ and the value is saved to the output location $\mathrm{g}[0, k]$. The equation for $l=2^{t} \mathrm{~m}$ and $k=2^{t} \mathrm{~m}+$ $2^{t-1}$. The indices $l$ and $k$ for the locations of arrays g and p are determined by t and m , where $\mathrm{t}=\lfloor\log (2 \mathrm{n} / 3)\rfloor$ and decreases to 1 and where $1 \leq \mathrm{m} \leq\lfloor$ ( $\mathrm{n}-$ $\left.\left.2^{t-1}\right) / 2^{t}\right\rfloor$ which is nested in the t loop.
6. P-erase-rounds: For the logical-AND Measure-and-Fixup uncomputation gate, there are three inputs and three outputs. For the first and last outputs, the inputs pass through. The location for the first input and output is $\mathrm{p}[j, l]$, and the location for the third input and output is $\mathrm{p}[l, k]$. As for the middle input, its location is $\mathrm{p}[j, k]$, which has the value stored from the logical-AND, and this value is uncomputed and the output value will result in a classical bit (proposed circuit 1: low T-count). For proposed circuit 2 (high speed), by replacing the Measure-and-Fixup gates to the Computation-Reversal gates, the middle output value will result in the original $\mathrm{X}[\mathrm{d}]$ ancilla value, and the location of the ancilla value will be set to Xout[d]. For both circuits, the equation for indices $j=2^{t} \mathrm{~m}, k=2^{t} \mathrm{~m}+2^{t}$, and $l=2^{t} \mathrm{~m}+2^{t-1}$. The indices $j, k, l$ for the location of array p are determined by $t$ and $m$. Where $t=\lfloor\operatorname{logn}\rfloor-1$ and decreases to 1 , and where $1 \leq \mathrm{m}<\left\lfloor\mathrm{n} / 2^{t}\right\rfloor$, which is nested in the t loop. The definition for index $d$ is the same as in P-rounds.
7. For $i=1$ to $\mathrm{n}-1$, apply the CNOT gate on locations $\mathrm{p}[i, i+1]$ and $\mathrm{g}[0, i]$ to get $s_{i}$. For $i=0$, the CNOT gate is applied, the ancilla value of Z is set to Z $=\mathrm{B}[i] \oplus \mathrm{Z}$.
8. Finally, for $i=0, s_{i}$ is equal to $\mathrm{A}[i] \oplus \mathrm{Z}$. As for $i=1$ to $\mathrm{n}-1, \mathrm{p}[i, i+1]$ coming from location $\mathrm{B}[i]$ is being XORed by $\mathrm{A}[i]$, and the result will return the original $b_{i}$ value. For $i=\mathrm{n}, s_{i}$ or the last Sum value will be extracted from $\mathrm{g}[0, i]$.

### 3.2 T-count

The T-count for the first proposed circuit (low T-count) Carry Look-Ahead Adder shown in Figure 3.1 is $22 n-11 w(n)-11\lfloor\log n\rfloor-7$.

- For the first step, it has n number of logical-AND computation gates, with each having a T-count of 4 .
- The second step has a T-count of 0 .
- The third step has a T-count of $4(\mathrm{n}-\mathrm{w}(\mathrm{n})-\lfloor\operatorname{logn}\rfloor)$.
- Step 4 has $n-w(n)$ Toffoli gates with a T-count of $7(n-w(n))$.
- Step 5 has $n-\lfloor\operatorname{logn}\rfloor-1$ Toffoli gates with a T-count of $7(n-\lfloor\operatorname{logn}\rfloor-1)$.
- As for steps 6,7, and 8, the T-count is 0 .

Table 3.1 shows the equations for the T-count for the two proposed circuits and the three in literature.

Table 3.1: Equations for Out-of-place T-count

| Design | T-count Equation |
| :--- | :---: |
| 1 | $35 n-21 w(n)-21\lfloor\log n\rfloor-7$ |
| 2 | $35 n-21 w(n)-21\lfloor\log n\rfloor-7$ |
| 3 | $35 n-14$ |
| Prop $_{1}$ | $22 n-11 w(n)-11\lfloor\log n\rfloor-7$ |
| Prop $_{2}$ | $25 n-14 w(n)-14\lfloor\log n\rfloor-7$ |

1 is the design in [19]
2 is the design in 23 ]
3 is the design in 20]
Prop $_{1}$ is the design in Figure 3.1
Prop $_{2}$ is the design in Figure 3.1. Step 6 replaced with Computation-Reversal gate


Figure 3.1: Out-of-place QCLA: low T-count
Step 1,3 Computation gate
Step 2,7,8 CNOT gate
Step 4,5 Toffoli gate
Step 6 Uncomputation gate

## Chapter 4

## Design of Proposed In-place QCLA

Three designs have been proposed, the first proposed circuit called low T-count, the second proposed circuit which is a mixture of low T-count and high speed, and the third proposed circuit called high speed. To make things simplistic, the first proposed circuit will be described, and where there is a difference, then the second and third proposed circuits will be noted. The proposed (low T-count) in-place QCLA circuit is shown in Figure 4.1 for the case of adding two eight-qubit numbers $|a\rangle$ and $|b\rangle$. In-place means that the Sum qubit is generated or realized from an input qubit. At the end of computation, the location A with $|a\rangle$ will be unchanged and the location B with $|b\rangle$ will contain the sum bits $s_{0}$ through $s_{n-1}$. The proposed in-place QCLA circuit also requires $n$ ancillas initialized to the value $\frac{1}{\sqrt{2}}\left(|0\rangle+e^{\frac{i \pi}{4}}|1\rangle\right)$. These ancillas will be stored in location Z. At the end of computation, $n$ ancillas are turned into classical bits and need to be reset to be used in other computations, this is the first proposed circuit. As for the third proposed circuit (high speed), the ancillas can be reused in later computations and the value is set to the original initialized ancilla. For all the proposed circuits, another set of ancillas will be stored in location X . The ancillas will also be initialized to $\frac{1}{\sqrt{2}}\left(|0\rangle+e^{\frac{i \pi}{4}}|1\rangle\right)$ and will be used in the P-rounds and the reverse of P-erase-rounds steps. The number of ancillas inside location X is
$\mathrm{n}-\mathrm{w}(\mathrm{n})-\lfloor\operatorname{logn}\rfloor$, where $\mathrm{w}(\mathrm{n})$ is the number of ones in the binary expansion of $\mathrm{n}[1]$, where $\mathrm{w}(\mathrm{n})=\mathrm{n}-\sum_{y=1}^{\infty}\left\lfloor\frac{n}{2^{y}}\right\rfloor$. All ancillas are initialized to the value $\frac{1}{\sqrt{2}}\left(|0\rangle+e^{\frac{i \pi}{4}}|1\rangle\right)$ because the logical-AND computation gates used in the proposed circuit require these ancillas to function properly.

The proposed (low T-count) in-place QCLA circuit is based on the NOT gate, the CNOT gate, the Toffoli gate along with the logical-AND computation and logicalAND Measure-and-Fixup uncomputation gate presented in [27]. An algorithm based on methodology presented in [19] to implement the in-place QCLA from these gates. By using the logical-AND computation and logical-AND Measure-and-Fixup uncomputation gates, the proposed design methodology saves T gates.

### 4.1 Procedure

The steps in designing the new (low T-count) in-place QCLA are:

1. For $i=0$ to n-1, apply the logical-AND computation gate on three inputs that have locations $\mathrm{A}[i], \mathrm{B}[i]$ and $\mathrm{Z}[i]$, respectively. This will generate three outputs. The first output will be $\mathrm{A}[i]$, the second output will be $\mathrm{B}[i]$, where the first and second input value will not change. The third output value will be $\mathrm{A}[i] \& \mathrm{~B}[i]$ where the location will be set to $\mathrm{g}[i, i+1]$.
2. For $i=0$ to $\mathrm{n}-1$. At the locations of $\mathrm{A}[i]$ and $\mathrm{B}[i]$ introduce the CNOT gate in which the same value is maintained at $\mathrm{A}[i]$, while at location $\mathrm{B}[i]$, changes to $\mathrm{A}[i] \oplus \mathrm{B}[i]$, and that value will be set to a new location $\mathrm{p}[i, i+1]$.
3. P-rounds: For the logical-AND computation gate, there are three inputs and three outputs. For the first and last outputs, the inputs pass through. The
location for the first input and output is $\mathrm{p}[j, l]$, and the location for the third input and output is $\mathrm{p}[l, k]$. With the help of the second input, which is an ancilla stored at location $\mathrm{X}[\mathrm{d}]$, the second output could be calculated. But in all simplicity, the second output has an operation done on it, $\mathrm{p}[j, l] \& \mathrm{p}[l, k]$ and the value is saved to the output location of $\mathrm{p}[j, k]$. The equation for indices $j=$ $2^{t} \mathrm{~m}, k=2^{t} \mathrm{~m}+2^{t}$, and $l=2^{t} \mathrm{~m}+2^{t-1}$. The indices $j, k$, and $l$ for the location of array p are determined by t and m , where $\mathrm{t}=1$ to $\lfloor\operatorname{logn}\rfloor-1$ and where $1 \leq \mathrm{m}$ $<\left\lfloor\mathrm{n} / 2^{t}\right\rfloor$ which is nested in the t loop. The index d is determined by $j+k$, the addition of these indices are sorted from the lowest to the highest. The lowest will have an index of 0 and the highest will have $\sum_{y=1}^{\infty}\left\lfloor\frac{n}{2 y}\right\rfloor-\lfloor\operatorname{logn}\rfloor-1$.
4. G-rounds: This step includes the Toffoli gates, which have three inputs and three outputs. The locations for the three inputs are $\mathrm{g}[j, l], \mathrm{p}[l, k]$, and $\mathrm{g}[l, k]$ respectively. The first and second outputs are the same as the inputs, so the values just pass through and the locations are unchanged. The third output has an operation done on it, $\mathrm{g}[l, k] \oplus(\mathrm{g}[j, l] \& \mathrm{p}[l, k])$ and the value is saved to the output location of $\mathrm{g}[j, k]$. The equation for $j=2^{t} \mathrm{~m}, k=2^{t} \mathrm{~m}+2^{t}$, and $l=2^{t} \mathrm{~m}+2^{t-1}$. The indices $j, k, l$ for the location p ang g are determined by t and m . Where $\mathrm{t}=1$ to $\lfloor\operatorname{logn}\rfloor$ and where $0 \leq \mathrm{m}<\left\lfloor\mathrm{n} / 2^{t}\right\rfloor$ which is nested in the t loop.
5. C-rounds: This step includes the Toffoli gates, which have three inputs and three outputs. The locations for the three inputs are $\mathrm{g}[0, l], \mathrm{p}[l, k]$, and $\mathrm{g}[l, k]$ respectively. The first and second outputs are the same as the inputs, so the values just pass through and the location is unchanged. The third output has a operation done on it, where $\mathrm{g}[l, k] \oplus(\mathrm{g}[0, l] \& \mathrm{p}[l, k])$ and the value is saved to
the output location $\mathrm{g}[0, k]$. The equation for $l=2^{t} \mathrm{~m}$ and $k=2^{t} \mathrm{~m}+2^{t-1}$. The indices $l$ and $k$ for the location of arrays g and p are determined by t and m , where $\mathrm{t}=\lfloor\log (2 \mathrm{n} / 3)\rfloor$ and decreases to 1 and where $1 \leq \mathrm{m} \leq\left\lfloor\left(\mathrm{n}-2^{t-1}\right) / 2^{t}\right.$ $\rfloor$ which is nested in the $t$ loop.
6. P-erase-rounds: For the logical-AND Measure-and-Fixup uncomputation gate, there are three inputs and three outputs. For the first and last outputs, the inputs pass through. The location for the first input and output is $\mathrm{p}[j, l]$, and the location for the third input and output is $\mathrm{p}[l, k]$. As for the middle input, its location is $\mathrm{p}[j, k]$, which has the value stored from logical-AND, and this value is uncomputed and the output value will result in a classical bit (proposed circuit 1). For proposed circuit 3 (high speed), the output value will result in the original $\mathrm{X}[\mathrm{d}]$ ancilla value, and the location of the ancilla value will be set to Xout[d]. For all the proposed circuits, the equation for indices $j=2^{t} \mathrm{~m}, k$ $=2^{t} \mathrm{~m}+2^{t}$, and $l=2^{t} \mathrm{~m}+2^{t-1}$. The indices $j, k, l$ for the location p are determined by t and m . Where $\mathrm{t}=\lfloor\operatorname{logn}\rfloor-1$ and decreases to 1 , and where $1 \leq \mathrm{m}<\left\lfloor\mathrm{n} / 2^{t}\right\rfloor$, which is nested in the t loop. The definition for index d is the same as in P-rounds.
7. For $i=1$ to $\mathrm{n}-1$, apply the CNOT gate on locations $\mathrm{p}[i, i+1]$ and $\mathrm{g}[0, i]$ so that location $\mathrm{g}[0, i]$ would contain the same value but the value of $\mathrm{p}[i, i+1]$ would change to $\mathrm{g}[0, i] \oplus \mathrm{p}[i, i+1]$ and placed in location $\mathrm{p}[i, i+1]$.
8. For $i=0$ to $\mathrm{n}-2$, apply the NOT gate. Starting at $i=0$, apply the NOT gate on location $\mathrm{B}[i]$ and put the value in location $\mathrm{p}[i, i+1]$. As for $i=1$ to $\mathrm{n}-2$, apply the NOT gate on the $\mathrm{p}[i, i+1]$ location and put that negated value back
in location $\mathrm{p}[i, i+1]$.
9. For $i=1$ to $\mathrm{n}-2$, at locations $\mathrm{A}[i]$ and $\mathrm{p}[i, i+1]$, apply the CNOT gate, so that location $\mathrm{A}[i]$ would contain the same value but the value of location $\mathrm{p}[i, i+1]$ changes to $\mathrm{A}[i] \oplus \mathrm{p}[i, i+1]$, and placed back into the location $\mathrm{p}[i, i+1]$.
10. Reverse of P-erase-rounds: which has logical-AND computation gate, there are three inputs and three outputs. For the first and last outputs, the inputs pass through. The location for the first input and output is $\mathrm{p}[j, l]$, and the location for the third input and output is $\mathrm{p}[l, k]$. With the help of the second input, which is an ancilla stored at location $\mathrm{X}[\mathrm{d}]$, the second output could be calculated. But in all simplicity, the second output has an operation done on it, $\mathrm{p}[j, l] \& \mathrm{p}[l, k]$ and the value is saved to the output location $\mathrm{p}[j, k]$. The equation for indices $j$ $=2^{t} \mathrm{~m}, k=2^{t} \mathrm{~m}+2^{t}$, and $l=2^{t} \mathrm{~m}+2^{t-1}$. The indices $j, k, l$ for the location p is determined by t and $\mathrm{m}^{*}$, where $\mathrm{t}=1$ to $\lfloor\log (\mathrm{n}-1)\rfloor-1$ and where $1 \leq \mathrm{m}<\lfloor$ $\left.(\mathrm{n}-1) / 2^{t}\right\rfloor$ which is nested in the t loop. The definition for index d is the same as in P-rounds.
11. Reverse of C-rounds: which has Toffoli gates, there are three inputs and three outputs. The locations for the 3 inputs are $\mathrm{g}[0, l], \mathrm{p}[l, k]$, and $\mathrm{g}[0, k]$ respectively. The first and second output values are the same as inputs, so the values just pass through and the location is unchanged. The output has an operation done on it, where $\mathrm{g}[0, k] \oplus(\mathrm{g}[0, l] \& \mathrm{p}[l, k])$ and the value is saved to the output location $\mathrm{g}[l, k]$. The equation for $l=2^{t} \mathrm{~m}$ and $k=2^{t} \mathrm{~m}+2^{t-1}$. The indices $k$ and $l$ are determined by t and $\mathrm{m}^{*}$, where $\mathrm{t}=1$ and goes to $\mathrm{t}=\lfloor\log (2(\mathrm{n}-1) / 3)$ $\rfloor$ and where $1 \leq \mathrm{m} \leq\left\lfloor\left((\mathrm{n}-1)-2^{t-1}\right) / 2^{t}\right\rfloor$ which is nested in the t loop.
12. Reverse of G-rounds: which have the Toffoli gates, it includes three inputs and three outputs. The locations for the three inputs are $\mathrm{g}[j, l], \mathrm{p}[l, k]$ and $\mathrm{g}[j, k]$ respectively. The first and second outputs are the same as the inputs, so the values just pass through and the location is unchanged. The third output has an operation done on it, $\mathrm{g}[j, k] \oplus(\mathrm{g}[j, l] \& \mathrm{p}[l, k])$ and the value is saved to the output location of $\mathrm{g}[l, k]$. The equation for indices $j=2^{t} \mathrm{~m}, k=2^{t} \mathrm{~m}+2^{t}$, and $l=2^{t} \mathrm{~m}+2^{t-1}$. The indices $j, k, l$ for the location p and g are determined by t and $\mathrm{m}^{*}$. Where $\mathrm{t}=\lfloor\log (\mathrm{n}-1)\rfloor$ which decreases to 1 and where $0 \leq \mathrm{m}<\lfloor$ $\left.(\mathrm{n}-1) / 2^{t}\right\rfloor$ which is nested in the t loop.
13. Reverse of P-rounds: apply the logical-AND Measure-and-Fixup uncomputation gate on three inputs that have locations $\mathrm{p}[j, l], \mathrm{p}[j, k]$, and $\mathrm{p}[l, k]$, respectively. This will generate three outputs. The first output will be $\mathrm{p}[j, l]$, the third output will be $\mathrm{p}[l, k]$, where the first and third output values will not change. The second input value will be uncomputed, and the output value will result in a classical bit (proposed circuit 1). For proposed circuit 3 (high speed), the output value will result in the original $\mathrm{X}[\mathrm{d}]$ ancilla value, and the location of the ancilla value will be set to Xout[d]. For all the proposed circuits, the equation for indices $j=2^{t} \mathrm{~m}, k=2^{t} \mathrm{~m}+2^{t}$, and $l=2^{t} \mathrm{~m}+2^{t-1}$. The indices $j, k, l$ for the location of array $p$ are determined by $t$ and $m^{*}$. Where $t=\lfloor\log (n-1)\rfloor-$ 1 and decreases to 1 , and where $1 \leq \mathrm{m}<\left\lfloor(\mathrm{n}-1) / 2^{t}\right\rfloor$ which is nested in the t loop. The definition for index d is the same as in P-rounds.
14. For $\mathrm{i}=1$ to $\mathrm{n}-2$, at locations $\mathrm{A}[i]$ and $\mathrm{p}[i, i+1]$, apply the CNOT gate so that location $\mathrm{A}[i]$ would contain the same value but the value of location $\mathrm{p}[i, i+1]$
changes to $\mathrm{A}[i] \oplus \mathrm{p}[i, i+1]$, and placed back into the location $\mathrm{p}[i, i+1]$.
15. For $\mathrm{i}=0$ to $\mathrm{n}-2$, at locations $\mathrm{A}[\mathrm{i}], \mathrm{p}[i, i+1]$, and $\mathrm{g}[i, i+1]$, apply the Measure-and-Fixup uncomputation gate so that locations $\mathrm{a}[\mathrm{i}]$ and $\mathrm{p}[i, i+1]$ would contain the same value. The third input value will be uncomputed, and the output value will result in a classical bit (proposed circuit 1). For proposed circuit 3 (high speed), the output value will result in the original $Z[i]$ ancilla value, and the location of the ancilla value will be set to Zout[i].
16. For $\mathrm{i}=0$ to $\mathrm{n}-2$, at location $\mathrm{p}[i, i+1]$, apply the NOT gate, so that the value would be inverted and saved in location $s_{i}$, where the Sum is stored. For $\mathrm{i}=\mathrm{n}-1$, at location $\mathrm{p}[i, i+1], s_{i}$ will be stored from, which is the second last value of Sum. For $i=\mathrm{n}$, at location $\mathrm{g}[0, i]$, the last value of sum will be stored.
*To preserve the last carry value or $s_{n}$, gates and circuits in steps 10 to 13 that do an operation on the last carry value needs to be deleted so they would not interfere with the last carry value. Therefore the equations for t and m were adjusted from the index ending at n to $\mathrm{n}-1$.

Two more proposed Carry Look-Ahead Adders can be extracted by manipulating the design steps. The second proposed (low T-count + high speed) circuit can be made by replacing the Computation-Reversal gates in steps 13 and 15 from Figure 4.2 and putting the Measure-and-Fixup gates. The third proposed (high speed) Carry Look-Ahead Adder is shown in Figure 4.2, where it can be made by replacing all the uncomputation gates to be Computation-Reversal gates.

### 4.2 T-count

The T-count for the proposed (low T-count) In-place QCLA shown in Figure 4.1 is $40 n-11 w(n)-11\lfloor\log n\rfloor-11 w(n-1)-11\lfloor\log (n-1)\rfloor-32$.

- For the first step, it has n number of logical-AND computation gates, with each having a T-count of 4.
- The second step has a T-count of 0 .
- The third step has a T-count of $4(\mathrm{n}-\mathrm{w}(\mathrm{n})-\lfloor\log \mathrm{n}\rfloor)$.
- Step 4 has $n-w(n)$ Toffoli gates with a T-count of 7(n-w(n)).
- Step 5 has $n-\lfloor\operatorname{logn}\rfloor-1$ Toffoli gates with a T-count of $7(n-\lfloor\operatorname{logn}\rfloor-1)$.
- As for steps $6,7,8,9$ the T-count is 0 .
- Step 10 has $4((\mathrm{n}-1)-\mathrm{w}(\mathrm{n}-1)-\lfloor\log (\mathrm{n}-1)\rfloor)$
- Step 11 has $(\mathrm{n}-1)-\lfloor\log (\mathrm{n}-1)\rfloor-1$ Toffoli gates with a T-count of $7((\mathrm{n}-1)-\lfloor$ $\log (n-1)\rfloor-1)$.
- Step 12 has (n-1) - w(n-1) Toffoli gates with a T-count of $7((n-1)-\mathrm{w}(\mathrm{n}-1))$.
- As for Steps 13, 14, 15, 16, the T-count is 0 .

Table 4.1 shows the equations for the T-count for the three proposed circuits and the three existing works.

Table 4.1: Equations for In-place T-count

| Design | T-count Equation |
| :--- | :---: |
| 1 | $70 n-21 w(n)-21\lfloor\log (n)\rfloor-21 w(n-1)-21\lfloor\log (n-1)\rfloor-49$ |
| 2 | $70 n-21 w(n)-21\lfloor\log (n)\rfloor-21 w(n-1)-21\lfloor\log (n-1)\rfloor-49$ |
| 3 | $\frac{203}{4} n-28$ |
| $\operatorname{Prop}_{1}$ | $40 n-11 w(n)-11\lfloor\log n\rfloor-11 w(n-1)-11\lfloor\log (n-1)\rfloor-32$ |
| $\operatorname{Prop}_{2}$ | $43 n-14 w(n)-14\lfloor\log n\rfloor-11 w(n-1)-11\lfloor\log (n-1)\rfloor-32$ |
| $\operatorname{Prop}_{3}$ | $49 n-14 w(n)-11\lfloor\log n\rfloor-14 w(n-1)-14\lfloor\log (n-1)\rfloor-38$ |

1 is the design in [19]
2 is the design in 23]
3 is the design in 20]
Prop $_{1}$ is the design in Figure 4.1
Prop $_{2}$ is the design in Figure 4.2. Steps 13, 15 replaced with Measure-and-Fixup gate $\mathrm{Prop}_{3}$ is the design in Figure 4.2


Figure 4.1: In-place QCLA: low T-count
Step 1,3,10 Computation gate
Step 2,7,9,14 CNOT gate
Step 4,5,11,12 Toffoli gate
Step 6,13,15 Uncomputation gate
Step 8,16 NOT gate


Figure 4.2: In-place QCLA: high speed
Step 1,3,10 Computation gate
Step 2,7,9,14 CNOT gate
Step 4,5,11,12 Toffoli gate
Step 6,13,15 Uncomputation gate
Step 8,16 NOT gate

## Chapter 5

## Simulation Results

For the simulation results of the out-of-place and in-place QCLA circuits, the hardware description language or HDL that was used is Verilog 2001. With Verilog, quantum circuits could be simulated when they are decomposed into logical gates like AND and XOR. The simulation output can be seen on Xilinx's ISE Simulator called ISim. For both of the circuits, the inputs changed every 10 ns .

### 5.1 Out-of-place QCLA

The first quantum circuit that was designed was the the out-of-place QCLA. The out-of-place QCLA was tested from 4-bit case to the 32-bit for correctness, it was also exhaustively tested, meaning tested using all possible cases, $2^{n}$ where n is dependent from $\mathrm{n}=4$-bit to $\mathrm{n}=32$-bit.

As it can be seen in Figure 5.1(a), a simulation of an 8-bit out-of-place QCLA. The inputs are the first four variables: A_in, B_in, X_in, and Z. The outputs are the last four variables: A_out, B_out, X_out, and Sum. This simulation shows all possible test cases of each input A in and Bin from 0 to $2^{8}-1$ or 255 . As for Figure 5.1(b), a specific time frame was selected to show a closer look at the correct output for A_out, B_out, X_out, and Sum. One thing to note that the Measure-and-fixup and

Computation-Reversal uncomputation gates function the same when implemented in Verilog because Verilog is in a Classical domain not Quantum, therefore only one simulation was required to test the low T-count and the high speed quantum circuits.


Figure 5.1: Out-of-place QCLA simulation (a) Full View
(b) Specified View

### 5.2 In-place QCLA

Just like the out-of-place QCLA, the in-place QCLAs were tested from 4-bit case to the 32 -bit case for correctness, and tested exhaustively, $2^{n}$ possible test cases.

As it can be seen in Figure 5.2(a), a simulation of an 8-bit in-place QCLA. The inputs are the first four variables: A_in, B_in, X_in, and Z. The outputs are the last four variables: A_out, Z_out, X_out, and Sum. This simulation shows all the possible test cases of each input A_in and B_in from 0 to $2^{8}-1$ or 255 . For Figure $5.2(\mathrm{~b})$, a specific time frame was selected to show a closer look at the correct output for A_out, Z_out, X_out, and Sum. One thing to note that the Measure-and-fixup and Computation-Reversal uncomputation gates function the same when implemented in Verilog because Verilog is in a Classical domain not Quantum, therefore only one simulation was required to test the low T-count, the high speed, and a mixture of both in-place QCLAs.

(a)

(b)

Figure 5.2: In-place QCLA simulation
(a) Full View
(b) Specified View

## Chapter 6

## Conclusion

In this thesis, five novel designs of quantum Carry Look-Ahead addition circuits having logarithmic depth were introduced. The proposed designs of the quantum Carry Look-Ahead Adder consisted of logical-AND computation, Measure-and-Fixup and Computation-Reversal uncomputation gates. These logical-AND computation and uncomputation gates were verified by hand or by using Quirk Simulator from [28]. As for the actual QCLA circuits, they ware simulated and tested with all possible test cases using Verilog HDL. But the main focus of this thesis was T-count efficient circuits for the out-of-place and in-place QCLAs.

The proposed designs are compared and achieve significant T-count savings compared to the existing works. The proposed QCLA circuits can be used in a larger quantum circuit where T-count is of primary concern.

The five designs that were introduced in this thesis can be the ground work for future improvements. One improvement to the QCLA circuits is changing all the Toffoli gates ( in G-rounds, C-rounds, and their reverses) to the gates proposed by Jones in [37. This will make each Toffoli gate have a T-count of 4 instead of 7. But the drawback of the Jones proposition is that there will be more ancilla inputs and outputs to the proposed QCLA circuits. Second improvement or proposition is the
proposed designs can be used in quantum circuits like multiplication and division to improve the efficiency. The last proposition is to apply the logical-AND computation and uncomputation gates into other quantum circuits, other than the QCLAs, where T-count is a major concern.
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