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Washington, D. C., nor does the mention of trade names or commpercial
products constitute their endorsement or recommendation for use by the

United States government.

{i



ABSTRACT

A soil erosion model, known as KYERMO, was developed for use in
80il erosion research. The model was written in Microsoft FORTRAN,
which i3 a subzet of the AﬁSI FORTRAN 77 standard, allowing the mogel
to be run on an IBM-PC as well as a mainframe computer. The model
structure consisted of many interrelated subroutines which facilitated
model development, testing, and future expansiocn,

A sensitivity analysis of the detachment component was performed,
examining the number of rills, the number of space and time staps, and
the detachment parameters. This analysis indicated that the model
performed as expected for the detachment limiting case.

Field plots for the collection of Justification data were designed
and constructed on steep slopes (28 and 30.5 percent). Their surfaces
were shaped to provide controlled rill patterns. Rainfall was applied
through use of an irrigation nozzle rainfall si{mulator.

The field simulations included initial full plot (22.1 m) runs on
unrilled surfaces with two and six rill watersheds, full plot runs on
established surfacea, and half plot runs on eatablished surfaces.
'Eight field gimulations were conducted. Measured or gampled quantities
included runoff rate, delivered sediment concentration, delivered
sediment size distributfon, rainfall intensity, soil moisture content,
plot surface shape, and rill cross—sections.

Each of the field erosion events was simulated using KYERMO.
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Hydrologic parametere were fitted to provide the proper runoff
characteristics to allow justification of the erosion component of the
model. The detachment parameters were initially set using parameters
and relationships from the literature. Prediction was comparable to
that reported by other reaéarchers. The detachment parametera were
then fitted individually to gain inaights about their effects. The
regultant values were then considered fn light of plot

characteristica. These analy%ea indicated that a more complete
knowledge of the rill bed particle size distribution could be used to
increase accuracy and that soil structure changes due to tillage should
be considered. The detachment rate was found to be the limiting factor

rather than the sediment transport rate.

DESCRIPTORS: Erosion, Sediment Erosion, Erosion Rates, Slope Stability,
Model Studies, Slopes, Slope Degradation, Rill Erosion,
Rain, Rills

IDENTIFIERS: Long Steep STopes, Rilling Process, Modeling Erosion.
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FOREWORD

This report expands upon the literature review and model
development provided by Hirschil, Barfield, and Moore (1983). Model
enhancements and correctioﬁs subsequent to that report were made prior
to the analyses presented in this volume. Additionally, the work
reported in this volume was presented as a portion of a dissertation
presented to the Univergity of Kentucky graduate school by the sgenior
author as partial fulfillment of the requirements for the degree of
Doctor of Philosophy. Material from that dissertation was uged

extensively in the preparation of this report.
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CHAPTER 1 INTRGDUCTICON

Soill eroaion is not a new pfoblem. It 18 a complex process with
numerous hydrologic interrelationships. Only In the past century has
prediction and control been pursued In earnest. Only partial successa
in prediction has been obtained. Techniques have been developed to
predict long-term erosion well enough for use i{n planning, but detailed
regearch efforts into specific subprocesses that govern ercsion are
still necessary.

The erosion process becomes an even greater problem when soil is
expoged for long periods of.time and when steep slopes are
encountered. Both situations occur during surface mining. The problem
of 80il erosion during surface mining has been recognized for a long
time, but very little erozion data for steep slopes has been
collected. Shallow~slope models have been utilized in the absence of
gteep-g2lope models, with varying success. A new model, applicable to
steep slopes, is needed to obtain accurate estimates 6f erogion on
steep slopes.

The study described in this report dealt with the development and
Justification of a goll erosion model that can be uged to predict
erogion on steep gslopes. The rilling process was deemed as one of the
mogt important elements of soil erosion, especially on steep slopes.
For this reason, rill erosion mechanica were emphagized in the model
development and the experimental portions of the atudy.

it 13 anticipated that this effort will ultimataly lead to

gimplified models for use in the mining induatry. The model is not



limited to surface mining, but should be equally useful for research
use for agricultural soils and situations. It isg hoped that further
development will continue with this model =0 that it can be used for
future research and development aimed at reducing the alarming rate at
which our agricultural soiia are being lost, to help the mining
industry minimize moil loass from their operations and to put surface
mined areas back into useful production after the minerals have been
remaved. The model was written in Microsoft FORTRAN to be run on an
IBM PC microcomputer. Microsoft FORTRAN i{s a subget of the ANSI
FORTRAN 77 standard. Therefore, the ﬁodel can be run on other
computers alsc. It was written as interconnected subroutines so that

new relationships can be added as they become available.



CHAPTER 2 MODEL DEVELOPMENT

The Kentucky Erosion Model (KYERMO) was daveloped as a research
tool to igolate the important aspects of the rainfall/runoff/erosion

procese. The development goals were to:

1) Develop an overall framework for the erosion process to
facilitate further research,

2) Predict overall sediment yield and average rill cross-sections
under controlled surface shape conditions on a steep slope as a .
first step to modeling the erosion process on a random surface, and
3) Model the rilling process due to-Its importance and a lack of

knowledge about its prediction.

The model consisted of a main program and 37 subroutines and
functions. It was written in Microsoft FORTRAN. The Microsoft FORTRAN
ia compatible with FORTRAN 77, so the program can be run on other
computers with few modifications. Most of the aimulations for the wark
that follows were run on an IBM 3081 mainframe.

In the following section, a description {s given of the computer
model structure and the methodology for defining rill drainage
patterne. This section is followed by descriptiona of the algorithms
for computing runoff, erosion, and gediment transport. The reader who
is interested only in the computational algorithms may wish to skip to

that section.



MAIN PROGRAM AND SUPPORT PROGRAMS

The framework for the model is in the MAIN program of KYERMO.
Support programs labeled as INITIA, PRINTO, RAINFA, MOVE, PRINTI,

' PRINT2, PRINT3, PRINTS, PRiRTR, JCTN, and CRASH provide initialization,
bookkeeping, and output capabilities. The gupport programsg are called
from MAIN (except for PRINTR and JCTN, which are called from INITIA).
Each will be discussed in subsequent paragrapha. A full listing was
presented by Hirscht (1985). .

The MAIN program’s structure is represented by the flowchart {n .
Figure 2.1. The generation and routing calls are to sub-main programs
rather than to the actual subroutines to facilitate changes in program
structure ag the program is improved through experience and further
regearch.

The INITIA subroutine is the parameter input and initialization
routine for KYERMO. It reads parameter values from disk files and sets
up the variables for use by the rest of the model. INITIA algo ‘
accesses the subroutine PRINTO which prints all the input parameters if
desired. A list of all inputs is given in Table 2.l. |

The JCIN subroutine is called from INITIA to set the rill flow
Junction parameters, RJCTN, for each rill'watershed on each sglope
increment. The RJCTN parameter for each rill watershed on a glope
increment is calculated for each rill watershed on the increment
immediately upslope. RJCTN represents the fraction of flow and
gsediment travelling from the upslope rill watershed to the rill

watershed under consideration. The subscripts of RJCTN are then (J, M,
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Figura 2.1 MAIN Program Flowchart (continued on next page)
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Variable Name

HPL

PW

NJ

NR(J)
NSEG{J,M)

NSS(J,M,NJ)

50(J)
HLINC(J)
TS

DTM
ITRS
TCELS
KS(L)

SMC(L)
B(L)
XI(L)

DMM(I)
§s(I)
FDMM(I)
FDMMRD(I)

DS(L)

- MC(L)
PCL(L)

EF

EV

LI(J)
N(J,M)
NS(J, M)
RWSW(J,M)
ISsD

IRSD

RR(J)
cc
El
E2
E3

E4

Dimengion

1

1

1

10
10,10

10,10

10
10

B bt bt

Table 2.1

INITIA Inputs

Variable Description (Units)

Horizontal Plot Length (m)

Plot Width (m)

Number of Plot Incrmeents (-)

Number of Rills in Each Increment (-)
Number of Initial Sediments in Each
Rill (-)

Number of Sub-Segments for Each
Segment {(-)

Plot Increment Slope (m/m)
Horizontal Plot Increment Length (m)
Simulation Time (min)

. Time Step (min)

Time of Initial Rain Start (min)
Ambient Temperature (0C)

Lab Saturated Hydraulic Condition
{em/hr)

Lab Saturated Moisture Content
(cc/ee)

Log-Log Slope or Moisture Rel. Curve
{~)

Log—-Log Intercept of Moisture Rel.
Curve (cmH.0)

Sediment T¥pe Diameter (mm)
Seidment-Type Specific Gravity (-)
Maxtrix Fraction of Sediment Type (-)
Rain Detached Fraction of Sediment
Type (-)

Final Degree of Saturation (-)
Initial Moisture Content (cc/cc)
Percent Clay (%)

Infiltration Rate Criterion (cm/hr)
Infitlration Volume Criterion (cm)
Upper Layer Thicknesa (cm)

Rill Manning ‘n’(-)

Sheet Manning ‘n” (-)

Rill Watershed Width (-)

Sheet Trana Eq Choice (=) (0 = Yalin,
1 = Yang)

Rill Trane Eq Choice (-) (0 = Yalinm,
1l = Yang)

Plot Increment Random Roughness (cm)
Bubenzer—Jones Coefficlent (g/min)
Bubenzer—Jones Intensity Exponent (-)
Bubenzer—Jones Energy Exponent (-)
Bubenzer-Jones Percent Clay Exponent
(-)

Quansah Percent Slope Exponent (-)



Variable Name

PSH
PS3

ARDET(L)
BRDET(L)
POO

POl

PO2

PO3

PO4

PI1

PI2

PI4
RX(J,M,MJ)

RY(J,M,MJ)

ICSH
CSH

FCFS

88

Table 2.1

Dimension

1
1

il ol R e S R R Y

10,10,80
10,10,80

1
1

10

10,10

INITIA Inputs (Continued)

Variable Description (Units)

Maximum Potential Scil Splash (-)
Potential Soil Splash at 3 Drop
Diameters (-)

Foster Detach Ed Coefficient (g/min)
Foster Detach Ed Exponent (-)

Print Option (=)

Print Option 1 (=)

Print Option 2 (=)

Print Option 3 (-)

Print Option 4 (-)

Print Option 1 Frequency (Increments)
Print Option 2 Frequency (min)

Print Option 4 Frequency (Increments)
Initial Rill Crosa-Section (x Value)
(em)

Initial Rill Cross-Section (y value).
(em)

Critical Tractive Force Option (=)
Hatr}x Material Critical Tractive Force
(N/m")

Fraction of Surface Covered by Poten~
tial Surface Storage (-)

Average Rill Watershed Sideslope
{cm/cm)



MP) where J represents the slope increment, M represents the rill
watershed under consideration on J, and MP represents the rill
watershed on the previous (upslope) increment, J-1, delivering water
and sediment to M. This concept is shown in Figure 2.2 and Table 2.2.
The upper glope increment has no flow from upslope, so all of its RJCTN
values are zero. Rill watersheds are delineated on the second slope
increment, each getting a flow fraction from upslope proportional to
their width relative to the width(s) of the upslope watersheds, as
shown in Figure 2.2 and Table 2.2. Two of those rill watersheds
contribute to one of the watersheds on the lower increment, giving two
values of RJCTN equal to 1 for the second rill watershed on the lower
increment. The RJCTN values are then used to transfer the water flow
and gediment delivery between slope increment during the gsimulation.

The RAINFA subroutine is a second input subroutine., It reads
rainfall intensity, drop size distribution, and energy data as the
program runs. It is accessed at times that are gpecified during each
read operation. Future modifications could be made to the model to
have options for 1) na;ural rainfall energy.aﬁd drop—size'distfibution
for the given intensity, '2) Kentucky Rainfall Simulator (Moore,
Hirschi, and Barfield, 1981) enérgy and drop-gize distribution, 3)
Rainulator {(Meyer and McCune, 1958) energy and drop-size distribution,
or 4) the option to specify all rainfall characteristics. At the
present time the only option is 4). A 1list of the inputs is given in
Table 2.3.

The MOVE subroutine i1s utilized before each space or time increment

to reset those variables that are to be utilized again. It also
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Table 2.2 RJCIN Values for Configuration of

1 2
Slope Upslope Rill Upslope Rill
Increment 1 2 3 1 2 3
3 0 o 0 0 0 0
2 0.333 - - - 0.333 -
3 1.600 0 0 0 1.000 1.000
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Variable Name

RAIN
EKRAIN
TR

TRS

FRDMM

EKK

Table 2.3 RAINFA Inpute

Dimengion

28

28

Variable Description (Units)

Rainfall rate (cm/hr)

Rainfall kinetic energy (joules/cc)
Rainfall duration (min)

Next rainfall start time (min)
Fraction of rainfall volume in each
drop size clasas (=)

Kinetic energy of each drop size

class ( joules/cc)
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calculates statistics for the PRINT2 and PRINT3 subroutines. It also
gsends hydrologic and sediment data to disk files for further analysis
at a later time.

The CRASH subroutine is provided to print currently available
values of the normally outﬁut variables in the event of certain
gerrors. The CRASH subroutine can be called from RLCSSH or DEPDIS in
the event of nodal point problems or the prediction of negative or
infinite depths in the flow depth computation routine, from SLUFF in
the event of nodel point problems, and from PRINT4 if the number of
nodal points exceeds the set dimension. The subroutine simply printa
an error message and then calls each print routine before terminating
the run.

The output subroutines (PRINT1, PRINT2, PRINT3, and PRINT4) print
the statistics and run information for KYERMO. All have on/off options
specified in INITIA. The PRINT]l routine outputs after specified glope
increments. The PRINT2 routine outputs after specified time
increments. The PRINT3 routine outputs after the run is completed. The
PRINT4 subroutine prints the rill watershed soil surface coordinates.
The x-value is the distance of the point from the left edge of the rili
watershed (looking uphill). The y-value is the soil surface height of
the point above a datum defined by the initial surface coordinates.

All of the output subroutines have print optiona set by lnputs to
INITIA to provide output only when desired. The output parameters are
given for all print routines in Tables 2.4a, b, ¢, and d respectively.

The framework formed by the MAIN program and its support routines

jg then filled in with the following four components:

13



Table 2.4a PRINT] Output Variables

Variable Variable Description (Unitsa)

J Current Slope Increment (-)

1 Current Time (min)

HDDSL Horizontal Distance Downslope (m)

F{J) Infiltration Rate (cm/hr)

Vi{J) Infiltrated Volume (cm)

Qo ' Interflow Out of Increment (cm/hr)

0I 7 Intreflow into Increment (cm/hr)

RO(J) Runoff Rate (cm/hr)

S5T0(J,2) Surface Storage Filled (cm)

RC _ Rate Cont{nuity 2

M Rill Watershed under Conszideratfon (-)
QSHEET(J,M) Sheet Flow Rate (cc/sec)

QRILL{J, M) Rill Flow Rate (cc/Bec)

I Sediment Particle Type under consideration (-)
RDET(I,J) Raindrop Detachment Rate (g/min)

DM(I, M) Rill Flow Hatrix Detachment Rate (g/min)
DD(I, M) Rill Flow Deposited Detachment Rate (g/min)
SMASS (M) Sloughed Soil Mass (g)

SST(I,N) Sheet Flow Transport Rate (g/min)
RT(I,M) Rill Flow Transport Rate (g/min)
DEP(I,J, M) Deposition Rate (g/min)

QSRILL(I,J,M) Sediment Delivery Downslope (gz/min)

14



Variable

T

RORTOT
SEDRTO
TSPWFR
QRILL (NJ,M)
QSRILL (I,NJ,M)
ROTL

ROTCM

éBKG

SDMTHA
SDTAC

WSDL

NSDKG

RTOT

RTOTL

Ve

vcl

NUM(I)

PFW(I)

Table 2.4b

PRINT2 Output Variables

Variable Description {(Unita)

Current Time (min)

Total Runoff Rate (l/min)

Total Sediment Delivery Rate (kg/min)

Total Sediment Plus Water Flow Rate {(1/min)

Rill Flow Rate {cc/zec)

Sediment Delivery Rate (kg/min)

Cumulative

Cumulative

Cumulative

Cumulative

Cumulative

Cumulative

Cumulative

Cumulative

Cumulative

Runoff (1)

Runoff (cm)

Sediment Delivery (kg)

Sediment Delivery (MT/ha)
Sediment Delivery (T/ac)

Water and Sediment Delivery (1)
Water and Sediment Delivery (kg)
Rainfall (cm)

Rainfall (1)

Volume Continuity (%)

Delivery/Storage Volume Continuity (%)

Sorted Sediment Type (-)

Percent Finer by Weight (%)

15



Table 2.4c PRINT3 Qutput Variables

Variable Variable Description (Units)
RTOT Total Rainfall (cm)

RTOTL Total Rainfall (1)

ROTL Total Runoff (1)

ROTCM Total Runoff (em)

CN Equivalent Curve Number (-)
SDKG Sediment Delivery (kg)
SDMTHA Sediment Delivery (MT/ha)
SDTAC Sediment Delivery (T/ac)

16



Table 2.4d PRINT4 Output Variables

Variable Variable Description (Units)
RX(J,M,HJ) X-Coordinate of Rill Cross Section Nodal Point (cm)
RYfJ,H,HJ)

Y-Coordinate of Rill Cross Section Nodal Point (cm)

17



1) Runoff generation component,
2) Runoff routing compenent,
3) Sediment generation component, and

4) Sediment routing component.
Each of these components will be discussed in gubsequent sgsectiona.
RUNOFF GENERATION COMPONENT

The runcff generation component congists of its gub-main program,
RUNGEN, and four subroutines: SURSTO, INFILT, INTERF, and RUNOFF. The
INTERF subroutine is a dummy subroutine at the present time. It is
planned to include an interflow component at some future time.
Accordingly, no discussion of INTERF is necessary. The other three
subroutines calculate surface gtorage, infiltration rate, infiltrated
volume, and runoff rate.

The subroutine SURSTO utilizes the plot slope and an index of
surface roughness termed "random roughness™ (Allmaras et al., 1966) to
estimate total available surface storage using curves developed by
Linden (1979), as presented in Figure 2.3. The representation of Lthese
curves for use in KYERMO was developed by fitting a four-pofnt
Lagrangian function through the inflection points on Linden’s curves.
Linden found that no appreciable storage eiisted on slopes above 20%
(in the range of random roughness examined), sc 20% is used as an upper
limit. The equations are shown In Figure 2.4.

The data of Moore (1979) was used to develop an equation to

18
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predict the change in random roughness due to rainfall inpact. The

equation {a:

BB

= 0.%644e
o _

where RR is random roughness, RR, ig initfal random roughness, and KE
is the cumulative applied kinetic energy (Joules/cmz). Although this
is the "best fit" equation for Mcore’s data, a more correct

relationship would have a coefficient of one, taking the form of:

-k (KE}

RR = RRge (2.2)

where k would be approximately equal to two. Equation 2.1 ig used in
KYERMO, because it represents the only available relationship for
rainfall degradation of random roughnesa. Moore’s data and Equation
2.1 are shown in Figure 2.5.

The subroutine INFILT is the most involved subroutine in the runoff
generation component. It is based upon the Moore (198la) and Moore and
Eigel (1981) extenszion of the Green—Ampt-Mein-Larson (GAML) model which
was developed by Mein and Larson (1971) as an extension of the Green
and Ampt (1911) equation. A modification of the Moore (198la) work for
uge in this model is the use of the "field saturation" concept as
outlined by Hirachi, Larson and Slack (1980) and Hirschi (1980).

The GAML infiltration rate equation is,

£ = K(1 + IMD(S,.) (2.3)
F
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At all times, 1f the rainfall rate is lesas than the infiltration rate,
the value of f is limited to the rainfall rate.

Mocre and Eigel (1981) modified the GAML model to account for a
two-layered system. Since.the two layer system is appropriate for the
plots to be studied, the final rate equation of Moore and Eigel was
uged in KYERMO. Moore and Eigel’s equation was modified by making

"field saturation™ substitutiona, resulting in,

£=K, (1+ 3y M0y, for L<L
fsl 5 1
(2.4)
£ = KEBZ(“ +F-F) For LL,
where K and K are "field gaturation™ conductivities for

fal fa2
layers 1 and 2, respectively, F and f are as previougly defined, L is

the depth to the wetted front, L, is the depth of the upper layer

1
(the lower layer ias assumed infinite), Fl is the infiltrated volume

stored in the upper layer, Savl and IHDISare the average suction

across the wetted front and the initial moisture deficit, respectively,

for the upper layer, and H and E are ag follows:

H= IHD2 (Ll + sav )

2
(2.5)

E =L, IMD

p M0y Keo2/%egn

where savl and IHD1 are the average suction across the wetted front
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and the initial moisture deficit, respectively, for the lower layer.

The final equations are solved at each time interval by iteration
until the values of f and F change by less than gmall, user-gelected
amounts. A small amount of numerical instability was found at the
interface between the two iayers. but this ig remedied by recalculating
the values using the upper layer equation i{f the rate immediately after
crosaing the interface is larger than the previous value. An example
output is shown in Figure 2.6, Development details were presented by
Hirsechi (1985).

In the RUNOFF subroutine, an exponential relationship proposed by

Theolin and Keifer (1960) is utilized,

—(P-F)/Ss

RO = (R=-f)(l-e ) (2.6)

where RO ig the runoff rate, f and F are as defined before, R iz the
rainfall rate, P is the accumulated rainfall volume and SS {8 the total
avallable surface storage. If there is no surface storage (i.e. §5=0),
éO is assumed equal to (R-f). Equation 2.6 allows runoff to occur
while the surface storage is only partially fi{lled. It 15 assumed that
rainfall excesg that &oes n;t become runoff goes into surface storage.
The runoff function described by equation 2.6 gives the correct
trend, but does not converge to runoff equalling rainfall minus
infiltration when the potential surface storage is filled, but will
only do so as (P-F) gets very large. A correction term was added that
is equal to one when the surface storage is zero, and is equal to zero

when the surface storage is equal to the potential storage. The final
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equation is then,
RO = (R—£)(1 — ﬁ’-ssgﬁ’- o (P-FI/58, (2.7

where SSF is the actual volume of water in surface storage.
The runoff rate on each slope increment during each time step is

then available for use in the runoff routing component.

RUNOFF_ROUTING COMPONENT

The runoff routing component consists of a sub-maln program,
RUNROT, and three subroutines, RILLFL, RLFLOW, and RLCSSH. The funoff
is routed through the dynamic rill network initially set up In INITIA,
whoge crogs sections are changed with time in the sediment generation
component, reflecting detachment of sediment.

In the subroutine RILLFL the flow is calculated f{n each rill on a
slope increment uging Manning’s equation. In the flow routing routine
- computations are made in smaller time steps then used In the overall
mcdel in order to gain accuracy and stabflity. In RILLFL flow
characteristics are averaged from the previous time step to set the
routing time step at or bhelow the critical value for routing method
stability. RILLFL then calls the subroutine RLFLOW, in which the
routing is calculating.

In the subroutine RLFLOW, a four-point kinematic routing procedure,
ag outlined by Brakensiek (1966), was used. The kinematic wave model

for routing has been extensively used in streams and for overland
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flow. Weinmann (1977) studied many routing methods including a
numerical solution of the complete non-linear St-Venant equations and
concluded,
"In steep regular channels kinematic wave models produce results
that can hardly be distinguished from the results of the complete
model, but are obtained at far less expensge,..."(pg 136).
In the procedure a finite differencing method was used with Manning’s
equation ag the rate equation along with the continuity equation. The
known flow rate and area at previous time and space steps where used to
calculate the flow rate and area at.the current location and time, as
gshown in Figure 2.7. The procedure is egsgentially an initial value

problem in two dimensions., Briefly the development is as follows:

. 99 _ A _
Continuity Equation: ax + at = @ (2.8)
Rate Equation: Q= % Rﬁla(sine)l/zA (2.9)

where Q@ is flow rate, A ie flow area, q 1s lateral inflow, n is
Hanﬁing's coefficient, Rh is the flow hydraulic radius, and © 18 the
#slope angle. The continuity equation (2.8) 1s set up using a different
finite difference approximation for each term. Brakensiek found that a
central difference equation was best for 3A/3t, but a forward

difference equation was best for 3Q/3x. The representations are

A, — A, + A, - A
24 4 3 2 1 (2.10)

at 28t

and

27



—— ——

KNOWN POINTS | UNKNOWN POINTS
!
< T —>
t
!
|
|
I
t+2+ n
|
I
I POINT CURRENTLY
t+ 14 [ " UNDER CONSIDERATION
|
I /
|
: ti e Q;/ 4
- 3 __E-_ ol UNKNOWN POINTS
, - KNOWN POINTS
t-1-+
L 4
-2+
No—t - ; ; !
=2 - ] j+t J+2

DISTANCE DOWNSTREAM
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= —= {2.11)

where A, Az, AS' A4 are flow areas for the grid points in
Figure 2.7, Ql' QZ' Q3 and 04 are flow rates for the grid
peintas In Figure 2.7, At is the time step and Ax 18 the gpace step.

The continuity equation then becomes,

U~ Q 4 A+ -4 (2.12)
Ax 24t
or
A
JAQ4+_5=a+B (2.13)
2
where,
At
A = Ax (2.14)
a = (Al + A3)12 (2.15)
and
A
8 = qu + Atq - 2 (2.16)
2

The known quantities a and B are then passed to the RLCSSH subroutine
for the calculation of the depth of flow, wetted perimeter and
hydraulic radius of the multi-segmented channel cross section using the

proceduresg outlined below. The new flow rate Q4. and area A4 are
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then calculated, and the routing is continued.

The RLCSSH subroutine is utflized to obtain the new flow depth in
response to changing flow conditions and channel geometry. An
iterative solution to equations 2.13 and 2.9 ie obtained to provide the
new flow rate, 04 and the new flow area A4. The corresponding
wetted perimeter and hydraulic radius are alsc calculated and
retained. The algorithm is complex due to the segmented channel
representation. Briefly, an estimate is made for the maximum flow
depth and the corresponding area, wetted perimeter and hydraulic radius
are calculated. Equation 2.9 is then solved for Q and both the area A
and Q substituted into the left-hand-side of equation 2.13. The result

is then compared to the known right-hand-side quantity of equation

2.13, with Q4 and A4 accepted if agreement is adequate (within 0.01

percent) or a new depth estimate made by a Newton-Raphson technique if
the solution has not been reached. The routing method used can become
unstable for backwater conditions. For that reason, abrupt changes in

slope must be avoided.

SEDIMENT GENERATION COMPONENT
.After the proper flow conditions have been found, the sediment
generation phenomena can be considered. The sediment generation
component consists of its submain program, SEDGEN, and five
subroutines: RADET, RLDET, SHDIST, RLSHAP, and SLUFF. In this
component, the process of raindrop detachment, rill flow detachment,

rill wall sloughing, and the change of the rill channel crogs gaection
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due to detachment are predicted.

In the RADET subroutine sediment detachment due to rainfall impact
is calculted by using a soil detachment rate using the final equation
of Bubenzer and Jonea (1971) with a slope term added as per Quansah

{1981), or,

e e a
SSR=CRLIEZP-g (2.17)

where SSR is the soil splash in s/cnz during At, C is an empirical

coefflicient, e @y e3, and 94 are exponents, R is rainfall
rate in cm/hr, E is the applied rainfall energy during At in
joules/cmz, Pcl fa the percent clay of the surface layer, and S is
the slope of the soil surface. The splash rate was then obtained by
multiplying by the plot increment area and dividing by At. This
equation was used in KYERMO because it represents the only available
ralaﬁionship utilizing both the rainfall kinetic energy and a soil
characterigtic to estimate raindrop detachment of soil. These were
deemed important due to the use of a rainfall simulator causing energy
to not be a function of rainfall intensity and due to the disturbed
nature of the plots to be studied. Coefficient and exponent values are
input by the user, with Bubenzer and Jones’ values being reasonable
estimates if actual values are not known.

The energy for each raindrop gize class ia reduced or enhanced due
to the depth of ponding. The modified energy for each class is then
summed to get the E-value. Palmer (1965) examined the effect of

surface water on soil detachment due to various sizes of raindrops. He
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found that detachment rose to a maximum at a depth of about one drop
diameter and was almost zero at a depth of three drop dlameters. Other
researchers, such as Mutchler and Larson (1971) found that the maximum
gplash occurred at a depth of about 1/4é drop diameter, but agreed with
the 3 diameter level for zéro saplash., The 1/6 value {3 used in

KYERMO. In RADET the user 13 allowed to specify a maximum coefficient
{such as 1.5) and the coefficient at three drop diameters (such a= 0.1)
and then by fitting a function to the shape of Mutchler’s data through
those pointa. 5Splash 18 set equal to zero above 3 diameters to guard
against numeric instabilities. The 28 r;indrop size classes specified
in RAINFA are considered separately, with their individual energies
weighted by their volume fraction of the rainfall. The weighted
individual coefficientg are then summed and the resultant "average”
energy is used to calculate sgsoil splash for the water depth in
question. The energy value, and hence, the soil splash, are determined
gaparately for ponded areas and those covered only by overland flow. A
final raindrop detachment rate is obtained by weighting the ponded and
overland flow area detachments by their fraction of the surface area.
The particles on the soil surface are assumed to be detached according
to the fraction specified in INITIA.

The RLDET subroutine and the other called subroutines from RLDET
are used to calculate shear distributions, matrix and deposited
material detachment and rill wall sloughing. The basis of the rill
shear detachment calculation In KYERMO is the excess shear equation of

Foster (1982},
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b (2.18)

Drc = a( 1 - tc )

where Drc iz the rill flow detachment capacity in g/a-mz, T is the
bed shear stress in lez, 1c is‘tha critical bed shear for particle
detachment In N/mz. and a and b are emﬁirical congtantg, The
constant b is dimensionlesa and the constant a has the dimension

206-1) b

2 2,..b
(g/s-m /{m /N) , or (g-m
The detachment rate is not always equal to the detachment capacity
due to the presence of sediment in the flow. Foster and Meyer (1972a)

propogsed a balance equation,

Dr GE
D + T - 1 (2.19)
rc c

where Dr is the actual detachment rate, Gf is the flow sediment
load and 'l'c is the flow gediment transport capacity. All have the
same units as Drc' Combining equation 2.18 and 2.19 and solving for

Dr’ one obtains

6
=aq- = )P
Dr = (1 T ) a (t' T) (2.20)

with units as given above. Matrix and depoesited material have
different tc valuesg (1cm and tcd' respectively), creating a need
to treat them geparately. If the deposited material covers a fraction

of the bed equal to fcd' the detachment rate equations become

G

_ s - by _
Drm = (1 - Tc) a(t 1cn) (1 fc

2 (2.21)
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and

S¢ b
Dg=- Ez) a(t - Toq) fq (2.22)
where the sybscripts m and d {ndicate matfix and deposited material,
regpectively.

The rill channel representation utilized in KYERMO consists of a
segmented channel with a uger-specified number of subsegments on each
segment. The detachment on each subsegment ia calculated to obtain an
accurate average detachment on each segment, and hence for the entire
rill channel at the point under consideration. If the rill in question
has i segments each with a slope length of 11 (cm) and n,
subsegments, and that rill i1s representative of a rill reach of length

1B (m), then the detachment rate (g/sec) from each gsubgegment 1is

given by
D =(l- &) (1, -t %1 = £ .. 311./n,/100  (2.23)
rlij_ T, A5 Tea cdij’ a1’ '
and
D =<1—G—'> (t, - P 11 /n.s100 (2.24)
rd, TUT, A%%157 Tedry’ tedrgteti/My ‘

where the subscripts i and j denote segment and subsegment,
respectively. Thege detachment rates can then be multiplied by the

time step and sediment type fractions to obtain the mass of each
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gediment type detached and available for transport during the time step
in the rill reach in quesation.

Each of the parameters Iin equations 2.23 and 2.24 must be known.
The parameters a, b, 13, and n, are input by the user. The values
of li‘ Gf, and Tc are calcﬁlated in other parts of the model.

The sediment load, 6_, i3 the sum of the sheet flow sediment delivery

f
and the sediment load from upaslope. The value of Tc is calculated
during the previous time step for the flow situation of the rill in
question. The value of 11 is calculate& during the flow routing
procedure. This leaves the values of Tij’ Tem’ tcdij and fcdij

to be calculated.

The shear gtress, <t is calculated using the area method of

13
Lundgren and Johngon (1964). The volume of water apﬁlying a shear to
each subsegment is calculated, and the tangential component of the
weight of that water is assumed to be the bed shear on that sasment;
The appropriate volumes are calculated as shown in Figure 2.8. The
first step I8 to calculate the bisector of each angle formed by the
rill channel segments. Lines perpendicular to the segments of each
qubaesmanf edge are then calcuiaﬁed; The "area enclosed by each pair of
lines, the bed and the water surface is assumed to be the volume of

water, per unit length, supported by the subsegment area, per unit

length, in ﬁuestion. The applied shear is then given by

~ Y AAij nl gind
1 100 1

T (2.25)

1
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where vy is the unit weight of water in N/n3. AAIJ is the area of

water applying a shear to subsegment } of segment i in cmz. ni is
the number of subsegments on segment {, 11 is the slope length of

gsegment 1, and 1 is the applied shear stress on subsegment J of

1]

segment 1 in N/nz

The next parameters to be determined are tcm and tcdij' These
parameters represent the ‘iJ level at which detachment begins for
matrix and deposited material, respectively. Currently, the matrix
material value, Ten’ is fixed by the user. The value for deposited
material is set from the Shield’s diagram based upon weighted average
characteristica of the deposited material in the rill. The
digtribution of the deposited material is determined from the
difference between the sum of the incoming sediment load and the total
rill detachment of each sediment type and the transport capacity for
that gediment type.

The remaining parameter to be discussed is fcdij'. This parameter
is the fraction of each subsegment covered by deposited material. To
obtain these fractions, lfJis assumed that all of the deposited
material settles to the lowest part of the rill and that the material

had a level gurface and a density given by

0.21

50d (2.26)

Pq = SsOd(0.755 + 0.012734d

where Py is the deposited material density in g/cc, SSOd ig the
weighted average specific gravity of the deposited material and d50d

fs the weighted average diameter of the deposited material in mm.
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Equation 2.26 is a modification of an equation presented by Vanoni
(1975), and is intended to give the "right direction" for the
relationship between particle size and density distribution and the

deposited material density., The original equation was

0.21

¥ = 125 - 7 d50

(2.27)

where ¥ is specific weight in lb/cu ft. and d , is in ft. The
particle specific gravity was assumed to be 2.65. Equation 2.26 was
derived through unit conversion and through multiplication by the ratio
of the average particle specific gravity and 2.65. The relationsghip is
untested.

The example in Figure 2.9 fllustrates the general method used to
calculate fcdij' The only fcd values not equal to zero or one are
those for segment 2, subsegment 3 and segment 4, subsegment 3. Both of
these are covered to one-half of their length giving a fcdij value of
0.5. As stated above, this would occur for the general cage. However,
if the particle diameters and mas; of material is such that the bed is
covered by less than one particle diameter, the areas covered by the
individual particles (assumed spherical) are calculated, and their
total area on each subsegment is divided by the subgegment area to
determine fcd'

The neéassary critical tractive force values are determined through
use of the Shields diagram for deposited material and a relationahip

propesed by Smerdon and Beasley (1961) for matrix material. Their

proposed relationship (after unit conversion) is,
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(0.0183 Pcl)
T = (0.493) 10

er (2.28)

where Tor is the critical tractive force in N/m2 and Pcl ig the

goil percent clay. This relationship had the lowest standard error of
those examined by Smerdon and Beasley and utilized a readily determined
soil parameter. A critical ghear streass of 0.5 N/n2 {tcr for zero
percent clay) was used initially for deposited material. After
computations begin and the size distribution of deposited material is
known, the critical shear stress is calculated from the Shields
equation Iin the subroutine CRITSH.

Once the detachment on each subsegment of the rill cross-section ia
determined, the shape change due to that detachment is calculated. It
ias assumed that the water’s edge nodal points remain as they are and
each point under water is determined based upon the detachment on the
gagments on either side of the point in question. A removal vector is
calculated as the weighted average rgmoval dept$ on each adjacent
segment. The weighting factor is the segment slope length. The
removal vector is aqual to the disﬁlacement of the nodal point. The
direction of displacement ig determined as the weighted average of the
angles of the lines perpendicular to each adjacent segment. The
weighting factor is the area of removal on each segment (equal to the
average removal depth on each segment multiplied by the segment slope
length). This procedure is illustrated in Figure 2.10.

The final step in the calculation of detachment is to determine the

40



= 7 I T A)
27 /’ ! 1 \\ \\ :b
; / - \ )
’ / 1 .
o) : PN
2 ! ' XY
! 2.! ¢ 2.2 1

EQUIL. DETACHED AREAS

N T

N /

NEW CHANNEL
BOUNDARY

Figure 2.10 New Channel Boundary Calculation Algorithm

4]



detached mass due to rill wall sloughing. Two slopes are input by the
user, a critical slope, above which the rill walls are not stable, and
an equilibrium slope, which is the slope that occurs immediately after
sloughing. This Ias the same mathod propoged by Mogsaad and Wu (1984).
An example of this concept.is shown in Figure 2.11. The area of
sloughing {2 calculated uging the lines shown in Figure 2.11, and the
goil bulk density in them utilized to obtain the total sloughed mass.
The total detached mass 1s now known and is available for transport
downslope. The nodal points are then recalculated to reflect the
removal of soil due to sloughing.

In summary, the SEDGEN sub-main program and its called subroutines
RADET, RLDET, SHDIST, RLSHAP and SLUFF, are used to calculate the
sediment detached and available for transport downslope. This value is
then used in the sediment routing component described below in which

sediment transportation and deposition are calculated.

SEDIMENT ROUTING COMPONENT

The sediment routing component consists of ita sub-main program,
SEDROT and five subroutines: SHEET, RILLTR, DEPDIS, SEDTRA, and
YANGSE. In this component, the transport and deposition of gsediment {s
calculated for both I{n the sheet and rill flow mechanisms. Two
sediment transport equations are provided as options for each.

In the SHEET subroutine sheet flow transport of material detached
by rainfall is calculated. Sheet flow rate, wetted perimeter, and

depth of flow are calculated based on the runoff rate and a sediment
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transport routine (to be discussed subsequently) ia called to calculate
the transport. All sediment not transported i{s congidered to be
deposited and must be re-detached. The =zlope for the sheet flow is
calculated based upon the plot slope, the rill-waterghed-width, and the
sidealeope of the rill wata;shed, all of which are user inputs. For
this purpose, the rill watershed is assumed to be triangular in
cross—gection and the flow direction is assumed to be perpendicular to
the rill watershed contour lines. This results in a steeper slope for
the sheet flow then the plot slops and a wider flow than if the sheet
flow were parallel to the rill. It is further assumed that the rill is
in the center of ifs watershed so that the runoff is input equally to
each side of the rill.

In the RILLTR subroutine, the same calculations are made for rill
flow as are made in SHEET does for sheet flow, except that there are
- more sources for the sediment load. The sediment load quantities
gummed to obtain the tota;lload in RILLTR were boﬁndar} éﬁ;ar
deégchment, gediment deliver; from upslope, gediment delivery by sheet
flow, and detachment due to sloughing of rill walls. Sediment
transport capacity is then calculated by one of the transport equations
and deposition is calculated as the sediment load of each particle type
minua the trasnport capacity for that type.

In the DEPDIS subroutine the size and area digtribution of
deposited material i{s calculated for on each of the submerged
segments. An iterative routine similar to that of RLCSSH is utilized
to calculate the depth of deposited material by assuming that the

material moves to the lowest point and has a level surface. The area
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of coverage is calculated by assuming that the maas of material is
gpread over the segment in question. If the layer of particles 1s less
than one particle diameter, the area of coverage is limited to the
actual area covered by individual particles to guard against a large
particle being “spread out; to cover a segment at a depth less than lts
diameter. Spherical particles are agssumed. The size distribution e
calculated as the weight fraction of each particle type depogited to
the total deposited mass.

The sheet flow and rill flow sediment transport capacity is
calculated using one of -two sediment transport relationships. Each of
these will be described in the subsequent sections.

The SEDTRA subroutine is the first sediment tranaspert option to be
described in which the sediment transport capacity of ei{ther sheet or
rill flow is calculated using a modified Yalin (1963) equation which is
esgsentially a shear excess relationship. The modification is that of
Foster and Meyer (1972b) and involves distributing the transport
capability among various particle sizes.

The unmodified Yalin equation was presented by Yalin (1972) as:

1/2 o L
q_p 3/2= 0.635“—; {1 - as 1ln(l+as)] (2.29)
(v,0)

where q, was the sediment load in lb/ft—s. p was the fluid density in
sluss/fts, Ys was the sediment gpecific welght in water in
lb/fta, D was a typical grain size in ft, ® was a reciprocal mobility

number given by:

45



0=— (2.30)

where V, was the shear velocity in fps. The other twoc parameters, a

and B, were given by

a = 2.45 e (2.31)
w L]
and
g=—1 -1 (2.32)
- ur -
cr

where Ycr is from the Shields curve and is a function of the shear
Reynolds’ number and W is the solid/fluid density ratio (ps/p). The
Foster and Meyer (1972b) modification was necessary to consider varying
sediment sizes and densities. Foster et al. (1980,1981) used this
approach in the CREAMS mcdel. The sediment transport was calculated

-using the folldwing steps:

1) The excess tractive force of each size of particle was
calculated assuming only that size was present (denoted 61).

2} The non—-dimensional transport for each sediment size was
calculated aaﬁuming only that gize was present (denoted Pi)'

3) The total excess tractive force for the mixture was calculated

by summing the individual excesses, e.g.
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8
T= % ¢ (2.33)

where n, was the number of different sediments.

4) The individual non—-dimensional trangport of each size in the
mixture was calculated by multipl}ing Pi by 61/T {denoted
(Pe)i).

5) The individual transport capacity fer each size i{n the mixture

was calculated from

¥,y = (P (5) P gd,V, (2.34)

whera Us wag the transport capacity, Pe wag the individual

i

non-dimensional transpert, Ss iz the specific gravity of the
particle, and Pw is the fluid density.
6) The transport capacity was distributed according to the

.sediment load, q ., for each eize, and the required

sl

non—-dimengional transport, P1 y wag calculated by,

reg

qg4

(Ss)ispwdiv,

T= (2.35)

7) The fraction of trangport capacity used by those particles with

usi>qsi was calculated by,

47



B
SPT= [ (P, /P)K (2.36)
i=1 reg

whera Ki =1 for uailqsi’ and Kl =0 for wsi(qsi°

8) The excess transport to be distributed was then

E = 1 - SPT (2.37)
xc
9) The total excess tractive force for thosge particles for which

wsi<qsi waz determined by

)
SDLT = } é§. L {2.38)

where L1=0 for wsizgsl and L1=1 for wsi<qsi'
10) The excess tractive force was dietributed according to 61

fractions and 94 according to

4
Top = (LB, )P (S ) ap d VL

ci SDLT i (2.39)

and

'I'ci = qalxi (2.40)
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where l.i and Ki were defined previously.
11) Steps 6-10 were repeated until either all Tci_\'_qsI or all

T If all T .{q then proper Tsis had been

ciiqsi' ci=si

found. If all Tcigqsi then all of the excess wams gilven to one

particle Blze, and redistribution was calculated by

Re
Pi
SMUS = i (_reg) (2.41)
P
and 1=1 i
Tci = q31/SHUS (2.42)

The Yalin equation in its original form and in its modified form
utilized the Shields’ diagram to relate the critical shear Reynolds’
number to the critical dimensionless lift force. Because Shields’
curve was developed for coargse, cohesionless granular solids,
modifications were necessary. Mantz (1977) extended the Shield’s
diagram to include fine grains and flakes. The grains tested ranged in
diameter from 15 to 66 yu. Mantz plotted his own data together with
data from the literature as a Shields-type diagram. The regresaion
line of the low Reynolds’ number data is greatly different in slope
from the Shields’ curve, crossing at a Reynolds’ number of about 1.2.
The extended Shields’ diagram presented by Mantz has a confidence limit
that would allow a multitude of curve shapes including twc straight
lines intersecting at a boundary Reynolds’ number of about 8. The

modified Shields curve used in KYERMO and its four segment
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representation are shown in Figure 2.12,

The YANGSE subroutine is the second sediment transgport options in
which the sediment transport is calculated using a modification of the
Yang (1973) equation. The modification used in KYERMO involves
distributing the sediment transport among particle types by firat
calculating a transport for an “average” particle type and then
distributing that transport among the types according to their relative
transport capacities.

The Yang (1973) sediment transport equation was developed to
calculate the trangportable concentrationg of a representative particle
type in flowing water. It has been ghown (by Alonso, 1980 and othars)
to be an adequate solution method for the gediment transport capacity
of concentrated flow. However, for upland erosion modeling, the
transport capacity for each sediment type in a mixture must be known to
obtain an accurate size distribution of the delivered material. For
that reason, a modification of the Yang (1973) equation was undertaken
similar to the Yalin (1963) equation modification of Foster and Meyer
(1972b). Ten sediment types were used.

The original Yang (1973) equation was

ad Ve
10310 Ct = 5.435 - 0.28610310( v) - 0.45710310( a)

v, VS-v_ S

+ (1.799 - 0.40%910g (ug) - 0.31410g, () )1log, ,(——) (2.43)
19t v 10" w 10 @

where ct iz the sediment concentration in ppm, w fs the particle fall
velocity, d ia the particle diameter, v is the kinematic viscosity,

V, 18 the shear velocity, V i{s the flow velocity, S is the channel
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glope, and vcr is a critical velocity for fncipient motion. Units
need to be chosen to retain the dimensionlessness of the ratios within
the equation. For the remainder of this discussion, equation 2.43 will
be

represented by

loglo Ct = LHS {2.44)

to eliminate unnecessary detail. For this modification scheme, it 13
agsumed that Equation 2.43 provides the proper total concentration for
an average particle type,

LHS (2.45)

log,, Ce5p9 = LHSgy

or

LHS
50
ctSO = 10 (2.46)

The average pa;ticie type in determined from the weighted average
diameter and weighted average specific gravity of the detached and/or
delivered sediment load. The weighting factor for each weighted
average {a the sediment load of each gsediment type. To eliminate bias
due to non-transportable particles, an additional "bias factor"” equal
to zero or one is utilized. The zero values occur whenever the Ct
for an individual particle type alone in the flow is squal to zero.

The average particle type properties are then given by,

52



10

1
stot
i=1
. 10
1
550 =2 I S1 Qsi Ci (2.48)
gtot
i=]
where
10

Qptor =% % & (2.49)

i=1

di’ Si’ Qsi' and C1 are the particle type diametsr, specific
gravity, load, and bias factor, respectively. .The overall
transportable concentration, ctSO’ can then be calculated using
equation 2.46.

The potential concentrations of individual particle types are then
estimated by assuming that the fraction of the transportable
concentration filled by an individual particle type ig the same as itér
fraction of the sum of the transport capacities of each type if alone

in the flow. To clarify, assume that the particle type J is alcne in

the flow, then

LHS

= 3
Ctj = 10 (2.50)

for each type. Its fraction, ftj' would then be given by
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which meana that the actual concentration of particle type J would be

c(y) = ftj ct50 (2.52)

The sediment transport capacity for each particle is then compared to
the available load. Excess transport capacity is then distributed to
each particle type having excess sediment load according to its
fraction of the total excess load. A new average particle type iz then
calculated and the process repeated until the transported concentration
changes by less than one percent between calculations. The transported
load of each sediment type is then accepted as correct.

Each of the basic sediment transport equations in this model have
been shown to be ugable for shallow flow applications. The Yang
modification has not been tested, but is similar to the Yalin
modification of Foster and Meyer (1972b). The user should evaluate the
gituation and choose which equation is more appropriate. Alonso
(1980), Alonso et al. (1981), and Neibling and Foster (1980) presented
data supporting the use of either of these equations in small-scale
gediment transport situations. The Yalin equation was preferred by

them for light materials, such as aggregates.
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SUMMARY

An erosion model considering the physical processes occuring during
erosion has been developed and described. A aummary of the
relationships used in KYERﬁD appears in Figure 2.13. The next step is
to evaluate that model using observed data. The field experiments

conducted to collect th&t data will be described next.
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CHAPTER 3 SENSITIVITY ANALYSIS

A brief sensitivity analysis of the erosion model developed in this
study was undertaken to determine the important considerations in
parameter selection and to evaluate trends predicted by the model. In
this analysis, simulation parameters were evaluated for their singular
affects upon the simulated sediment yield. The parameters or
representations considered were: 1) the number of slope increments, 2)
the number of rills (utflizing a fixed rill shape), 3) the initial rill .
shape, 4) the segmented representation of a known rill shape, 5)_the
rill detachment equation parameters, é) Manning’s ‘n’, and 7) the time
gtep. The combined effect of slope and the number of rills was also

examined.

SENSITIVITY TRIALS

Numerous sengitivity trials were performed to determine the effects
or various parameters upon sediment yield. In the basic simulgtions a
2 minute time step was utilized, with a total simulation length of 72
minutes, with the plot and rainfall characteristics equivalent to thoge
used in field rainfall simulation run 121. This run was chosen because
the initial surface was well defined and the two-rill treatment used
for run 121 allowed long computer simulations with relatively little
expense. Six slope increments were used. A summary of these base
conditions is presented in Table 3.1. The detachment parameters will

be discussed first, with rill cross-section representations and plot
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Table 3.1 Summary of Base Conditiona for XYERMO

Sensgitivity Analyseis

Parameter

# of rills (NR)

# of slope increments (NJ)

Detachment coefficient (ARDET)
Detachment exponent (BRDET)
Critical shear stress (CSH)
Manning’s ‘n’ (n)

Time step (At)

Plot Slope (slope)

Bage Value
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characteriastice to follow.

The sensitivity analysis to be presented was conducted almost
exclusively for a steep slope condition. The exceptlion to this was the
analysis to examine the interaction between the number of rills on a
plot, ita slope, and the corresponding sediment yield. The steep slope
condition dictated, at least for the goil used in this study, that the
flow detachment capacity, rather than the flow sediment transport
capacity, was the limiting quantity for sediment delivery. The
glope-rill number interaction analysis possibly indicates, as will be
presented later, that the transport capacity becomes limiting for at
least gome of the particle types as the slope decreases below about ten
percent. After consideration of the objectives of this study,
additional sensitivity analyses with limited transport capacity were
not performed. However, such analyses are recommended before the model
is utilized extensively for situations in which the sediment transport

capacity ia the limiting factor for sediment delivery.

DETACHMENT PARAMETERS

Five levels of each detachment equation parameter were examined,
holding the other parameters constant, for their effect upon the
simulated sediment yield. The parameter values as initially uszsed
during the model simulations to be described in Chapter 4 were utilized
as the "third"” or median level. The levels of each are ghown in Table
3.2,

The effect of changes in the detachment equation coefficient are
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Table 3.2 Detachment Parameter Levels Used

for Sensitivity Analysis

Level
Parameter Units 1 2 3 4 5
- g0-1
ARDET e T .625 1.2 2,5 5.0 10.0
1.05
g - N
BRDET - 0.90 1.00 ° 1.05 1.10 1.20
CSH 5 0.50 1 2 4 8
]
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shown in Figure 3.1. It I quite evident that the estimation of this
parameter is crucial to accurate erosion simulation. The relationship
18 very linear, with a unit change in ARDET causing a 4.4 T/ac change
in sediment yield for the conditions of run 121. The coefficient of
determination (rz) for the-atraight line representation of the five
data points is.aqual te 1.000. The sediment yield intercept is 0.5
T/ac, posgibly indicating the small contéribution of raindreop splash
detachment and/or roundeoff errors inveclved in the gimulations. The
effect of the coefficient levels on the run sediment graph are shown in
Figure 3.2.

The effect of the detachment equation exponent is sméll compared to
the coefficient, mainly because the range of reported values i=s
narcow. The effect is shown in Figure 3.3. A change from 1.05 to 1.0
for the expaonent value would cause a 1.08 T/ac change in sediment yield
for the situation of run 121. Thiz change may be acceptable to obtain
the computatiocnal benefits of a linear relationship for the detachment
equation.

The third detachment parameter is critical tractive force. The
effect of this parameter ig very important, especially if coarse ma-
terial iz to be conaidered as will be proposed in Chapter 4. The
relationship between critical tractive force and sediment yield is
ghown in Figure 3.4, and appears to be quite linear for low critical
tractive force values. The sediment graph effects due to the lavels on
1 utilized are shown in Flgure 3.5. One could conclude from this
analysias that the critical tractive force is just as important to the

sediment yield as the detachment coefficient.
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RILL CROSS-SECTIONAL SHAPE

The effects of initial rill cross—sectional ghape and the repre-
gentation of a fixed shape upon sediment yield were examined by
utilizing three different éhapes and three different representations
for the situation of rum 121. From Figures 3.6 and 3.7 and in light
of the effect of other parameters, one can conclude that the effects of

rill shaée are slight.

NUMBER OF RILLS

The number of rills across a fixed width has an interesting effect
upon the sediment yield. In the brief analysis to be presented in
Chapter 4, the effect of two rills versus six rills was evaluated with
the results indicating that the higher number of rills would cause more
detachment. The sensitivity analysis results shown in Figure 3.8
indicate a gimilar response for the two and six rills, but_a decreass
for more than six rillg.. A postulated cause for the decreasing
'aediment yield is that the flow is getting shallow encugh as the number
of rills increages that the tractive force is getting very close to or
below its critical value, eliminating detachment under portions of the
flow and hence, decreasing overall detachment. The form of the curve,
with the maximum detachment occuring at about 6 rills per plot, will be
discussed next.

The form of the curve in Figure 3.8 requires explanation. If this

ghape is appropriate, congervation practices mugt shape the field or
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plot such that the resultant number of flow channela is not near the
point of maximum erosion. The brief analysis that follows showsg that a
shape such as that in Figure 3.8 is a direct result of the form of the
detachment equation (equation 2.23) and the form of the tractive force
equation . |

Consider the detachment equation 2.23,
D =a(T- ) . (3.1)
rc e
where Drc jg the goil detachment rate in g/l-mz. o and B are empirical

congtanta, 1 is the average bed tractive force in N/mz and 1. ig the

critical tractive force in H/nz. For the purposes of this analysis,
B shall be set to 1.0 to allow an analytical solution to be obtained.

For various channel geometries, if can be ghown that,

T=c0?, o (3.2)

where ¢ and d are constantsz and Q is the flow rate in 1/min.

Therefore,

d
Drc = a(cQ - tc) (3.3)

for a single rill. For n fdentical rills and a total flow rate of

Qtot'

Q
D = n a(c(—=2%) - 1)) (3.4)
r
tot r
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or

_ . 1-d d
Drc =n acQtot- n.a T, (3.5)

Taking the derivative of both sides with respect to n_s

’ _ d —d

Drc = (l-d)a ¢ Qtot n. -t (3.6)
tot

or

’ (1-d) a ¢ @92

Drc = tot - a . {(3.7)
tot d

ne

Which indicates a local minimum or maximum for the situation in which,

1

d
.= (1-d) c Q, , (3.8)

d
n
r

The second derivative was cbtained to indicate whether the point where
Equation 3.8 holds {8 a maximum or a minimum. The second derivative is

given by

o (1-d)(-d) a ¢ tht

tot d+l
n
r

re (3.9)

and since 0<d<1l,
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D <0 (3.10)

which indicates a local maximum as indicated in Figure 3.8. This
analysis assumes a constant flow rate, so the exact situation depicted

in Figure 3.8 cannot be numerically predicted by Equation 3.8.

NUMBER OF SLOPE INCREMENTS

The effect of the number of slope increments was examined using the
conditions of run 121. Five simulations were performed with 2, 4, 6,
8, and 10 slope increments with the results shown in Figure 3.9. It 12
apparent that 10 or more increments are needed for convergence of the
golution to a steady value. However, due to time and storage coneld-
erations, one must look to a lower number of increments with acceptable
error in some situations. The data indicated that the limit for sedi-
ment yield as the number of increments gets very large is about 10.2
T/ac. The use of six increments would then give an error of about 13%
comp;red to a very large number of slope increments. This is adequate
for the sensitivity analysis. The model in its current form can only

‘utili{ze 10 increments. An expansion of the model for further regearch
is warranted.

Further examination of the effect of the number of slope increments
were performed in order to determine if the effect was consistent for

treatments 1 and 2. It was found that the relationship

_ 0.72/NJ
ST, = ST, e (3.11)
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where SYNJ is the_predicted gediment yield using NJ slope increments
and SY_ is the predicted sediment yield for a very large number of
increments, fits the simulated sediment yields very well. The standard
error of prediction for equation 3.11 was 0.21% for B8 data points from
the two treatments. The sédinant yield for simulations using a smaller
number of the slope increments than desired for accuracy can then be
converted by use of equation 3.11 to the sediment yield that would have
been predicted if a large number of slope increments had been used. -
This also indicates that the use of_six slope increments for the gensi-
tivity analysis simulations does not affect the relative effect of

those aimulations.
EFFECT OF MANNING’'S ’‘n’

The value utilized for Manning’s ‘n’ had a large effect upon
gediment yield. Values reported in the literature ranged from 0.010
for overland flow to 0.110 for very rough channels. The values from
0.010 to 0.130 were utilized to examine the effect for run 121. The
results, shown in Figure 3.10, indicated that Manning’s "n” is a
crucial parameter, and could be used for gediment yleld fitting. The
effect of 'n’ on the sediment yield also peints out a problem with the
detachment algorithm as used and as accepted by numercus researchers.
As the roughness increases for the same flow the detachment increases
due to the increased depth, with no regard to the decrease in
velocity. If a smoother surface occurs, the detachment would decrease

for the same flow, due to a smaller flow depth. The increased velocity
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would have no predicted effect on the detachment. These trends
indicate that the excees tractive force equation may not be appropriate

for all situations.

LENGTH OF TIME STEP

Various simulation time steps were utilized to ascertain the effect
of time ste; on sediment yield. The time step also affects the runoff
volume so comparisons were made on a gramg per liter basis. Figure
3.11 gshows the effect, which is slightly curvilinear. MNuch of the
problem lies in the runoff hydrograph, which i{s shown in Figure 3.12.

It is evident that the smallest time step possible should be used.
SLOPE-RILL NUMBER INTERACTIONS

The effect of slope and the number of rills upon the gediment yield
was examined and compared with the USLE LS factor. This analysie
parallele that of Rohlf (198l) and is evidence that the rilling process
i3 not accounted for by the LS Ffactor in the USLE. Rohlf {1981) found
that the LS factor and the normalized sediment yields for his model
gimulations compared favorably for 7.5 to 12.5 percent slopes on a
gimulated 61 meter by 6.1 meter plot utilizing ten rills and a single
rill. His results are shown in Figure 3.13. The sediment yields were
normalized by dividing the model output sediment yields by the sediment
yield predicted for a single rill in the center of a 0.61 meter wide

plot at a slope of 9 percent, which is essentially the sediment yield
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from one of the rills on his ten rill wide plots, at a slope of 9
percent.

The results of KYERMO simulations were not as straightforward,
Table 3.3 contains the simulation sediment yields, their normalized
values using a single rill-of the ten rill plot at 9 percent, and the
corresponding USLE LS factor. The contents of Table 3.3 are plotted in
Figure 3.14. The gsame general trend of the Rohlf (1981) data is
exhibited only in the 10 to 12 percent aloéa range. Elsewhere, the LS
factor is not between the 2 and 10 rill curves as would be expected
from the Rohlf data. The curves are alsc not straight lines as
represented by Rohlf, with the 10 rill curve deviating substantially
from a gtraight line, poesibly indicating a change from transport-
iimited to detachment-limited sediment y#eld, at least for =some
gediment types, at a slope of about 10 percent. This curvature does
not necessarily disagree with Rohlf’s results because a close
examination of the data points around the 10 rill curve in Figure 3.13
indicated that an upward curve would pase through all three of the data
pointa. Rohlf also reported deposition during his simulations,
indicating that his runs were transport limited, at least for certain
sediment types.

Figurea 3.13 and 3.14 indicate that the LS factor does nat account
for a varying number of rills per unit width. Figure 3.14 further
{ndicates that the LS factor overpredicts sediment yield by factors of
1.5 and more for slopes over 20 percent, when compared to the KYERMO
gimulated normalized sediment yield. By virtue of the earlier analyses

that indicated that the KYERMO predictiong fit expected trends, one can
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Table 3.3 KYERMO Simulation LS Comparison
Normalized Sediment Yield

SLOPE 10 Rills 2 Rills LS

5 0.83 1.07 0.45
7.5 0.89 1.28 0.75
12.5 1.29 1.70 1.60
20 2.09 | 2.28 3.39
30 3.15 2.98 6.62
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conclude that the ugse of the LS factor, in its present form, for steep
glopes is not warranted. The implications of the shallow slope portion
of Figure 3.14 can not be ascertained until extensive teats of KYERMO

are made for the limited transport capacity condition.

SUMMARY COMMENTS

The sengitivity analysis digcussed in this chapter provided
ingights for the operation and further development of the erosion model
developed for this study. The following conclusions can be drawn from
these analyses:

1} The predicted sediment yield is highly sensitive to the

detachment equation coefficient, the critical tractive force, and

the value chogen for Manning’s ’n’,

2) The model should be run utilizing 10 slope increments if

possible, and modified to handle more than 10 in the near future,

3) The smallest feasible time estep should be used for simulations,

4) The maximum sediment yield for a gfiven condition when

detachment is limiting may occur for an intermediate number of

rills per unit width, and that number of rills is dictated by the
flow and plot conditions, and

5) The USLE LS—factor 1z not appropriate for use on steep slopes.
These conclusions Iindicate a need for additional development of the

Kentucky Erosion Model.
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CHAPTER 4 FIELD DATA COLLECTION

The objective of the field experiments was to collect data on asteep
slopes to justify the algorithme utilized in the erosion model
described in Chapter 2 undér controlled surface conditions, as a first
step to modeling erosion from a more general surface. The firat step
to meet this objective was to select and develop a field site on which

to perform the data collection experiments.

SITE DEVELOPMENT

The asite selection criteria for this study were determined by the
characteristics of the project under which it was performed. The site
gelected had to be within a daily commute from Lexington to reduce
travel expenditures, with equipment and operators available to
construct the plots, and have access to a water source suitable in
quality and quantity for rainfall simulation. The choices were few.
Fortunately, all these characteristics were avallable within the Tyrone
Power Plant aite owned by Kentucky Utilities Company. A research site
propogal for this work and other hydrology/sedimentology research was
-developed in cooperation with Kentucky Utilities Company. The aite
development survey work for this study began in the spring and summer

of 1983. The plots were constructed in the fall of 1983,
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PLOT CONSTRUCTION AND WATER SUPPLY

Soil erosion plots were constructed on existing slopes averaging 28
and 30.5 percent. A preliminary soil survey description of the McAfee

gilt loam soil present on the plots was as follows:

Moderately deep, acid, droughty soil. Not suited for cultivation

because of hazard of erosion. Moderate potential for forage crops.
The plots we;a constructed by first removing the sod and §0p5011 uging
a scraper-pan provided and operated by Kentucky Utilities personnel.
The gubsoil was then removed to a depth of 24 inches and stockpiled.
Similar subsoil from a short distance away was then brought to the plot
and placed at a uniform slope using stakes as a guide to form a base
for the placement of the removed subsoil. The original subsoil was
then placed on top of the base subscil. A bulldozer then shaped the
surface so that a uniform sloping area approximately 40 feet wide and
125 feet long was formed. This area was then covered with plastic
gsheeting to prevent erosion.

The water supply for this study was Kentucky River water pumped by
Kentucky Utilities Company thfough a 3 inch discharge hose to a water
gupply tank above the soil erosfon plots. The filled tank contained
approximately 13,000 gallons of water. This watar was then used for

rainfall egfmulation and lab procedures.
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EXPERIMENTS CONDUCTED

Experimenta to meet the objectives of this study were conducted in
August and September, 1984, These experiments were selected to provide
data to teat the erosion model described in Chapter 2 under controlled
gurface conditions. The major experiments were rainfall simulations on
the plots after one of two surface forming treatmenta were applied.

The first treatment was to form gix 76.2 cm (30 inch) interrow areas as
subplotas over the width of the 4,6 m (15 foot) wide erosion plot. Each
gubplot had a parabolic surface shape with a 7.6 em (3 inch) difference
between the ridge and center, as shown in Figure 4,1, The second
treatment was to form two subplots with a 12.7 em (5 inch) parabolic
gshape. Both treatmente were applied Iin the same manner. The plot was
first carefully roto-tilled and any surface gtones removed. It was

then shaped using plywood forms cut to the degired shape.
RAINFALL SIMULATION RUNS

Three sets of runs were performed on each plot for each treatment.
These were!

1) Initial.run on dry, tilled, shaped surface

2) Run on full-length eroded surface

3) Run on half-length eroded surface
The runs were performed in the listed sequence. Appropriate
meagurements and samples were taken during each, as described -in the

following sections. Detailed descriptions of the measurement and
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sampling techniques are given later in this chapter.
CALIBRATION AND INITIAL RUNS

Rainfall calibration rﬁns waere made before the final tillage and
shaping for the initial runs took place. Plastic gheeting was laid
over the plot and rainfall applied for 20 minutes to determine the
rainfall application rate. The plastic was then removed, the plot
tilled and shaped, and the plot border replaced. Moisture content and
undistributed core samples were taken prior to rainfall application as
were gsoill height profile readings. |

The first rainfall simulation was then begun on the dry, tilled,
and shaped plot. Rainfall was applied for 60 minutes, the flow rate
measured and the runoff sampled for sediment concentration and
aggregate size distribution. Runoff measurement and gampling continued
after the end of rainfall until runoff ceased. Photographs of the plot
were taken from upslope and downslope of the plot every two minutes.
The plot was allowed to drain for at least 30 minutes and then soil
height measurements and rill cross-sections gshape measurements were
taken.

The plots were allowed to drain after the initial runs. Rainfall
was then applied for an additional 30 minutes, on the eroded surface.
This provided erosion event data for an egtablished asurface con-
figuration. Runoff measurement and sampling were taken as before, as
were plot photographs. The rill cross-sections were measured again

after this run.
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- HALF-PLOT RUNS

Rainfall was applied again for 30 minutes after the surface height
data collection for the field capacity runs were concluded and the plot
shortened to 11.05 m (36.3 ft) in length. This run supplied data to
check model prediction on short plots with an eatablished surface. The

game data was taken as with the other two runs.
MEASUREMENT AND SAMPLING METHODS

A brief description of the measurement and sampling methods used
during the field experiments iz in order. Detailed descriptions of
both the field and laboratory data collection procedures were given by

Hirschi (1985).
INITIAL AND FINAL PLOT SURFACE SHAPE

The initial and final surface shape of the eroamion plots were
measured during this study. These data provided a check on the initial
shape of the plot and on the averall changes due to the first gimulated
rainfall. The soil-profile- meter and related inatrumentation for
these measurements were described by Hirschi et al. (1984) and Hirschi
(1985). These data were taken immediately prior to the first simulated
rainfall event and priér to any disturbance of the plot after the
event. Data collection after the rainfall simulation was delayed until

the plot had drained thoroughly (about 30 minutes) go that the
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measurement pins would not penetrate the soil surface.

RILL CROSS-SECTIONAL SHAPES

fhe procedura for cros;-aection data collection was almost
{dentical to that of the profile meter. Rill cross-sections were only
taken after the run and were not on a fixed grid. Major and/or unusual
rill crogs-sections were measured in addition to measurements every
152.4 cm (60 inches)}. The rail location and the distance from the
right plot border to the right-most pin were recorded. Prior to
dropping the pina to the surface, the meter sqpport frame was leveled
with a bubble level. This assured that the pins were dropping

vertically and from the same height at each point.

RILL DEVELOPMENT DURING SIMULATED RAINFALL

The profile and rill meters provided detailed measurements before
and after simulated rainfall, but the surface changes during rainfall
were still unknown. For that reason, the plot surface was photographed
every two minutes during the simulation. Cameras were get at the
bottom and top of the plot on ten foot high lt;nds, assuring total
coverage. The rill-meter rails were color coded {(red stripes every 5
feet, blue gtripes at 1 foot 1nterva13) so that important events during
the run could be related to the meter data taken before and after the

run.
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RUNCFF RATE

The plot runoff wag intercepted and metered through the use of the
tipping bucket equipment described by Hirschi and Barfield (1984) and
Hirschi (1985). The run—cﬁntrol software recorded each bucket tip and
the time it occurred. The sediment-laden volumetric flow rate curve
was firat obtained using a moving average flow rate for each of the
buckets, interpolating to a 15 second interval and then summing the
flow rates for all four buckets. Stopper removal and insertion times
for the buckets delineated their time-interval of contribution.

The clear water runoff hydrograph was obtained after concentration
data was available. The sediment volume was Bubtracted_fron each time

step agsuming an average particle density of 2.00 g/cc.

SEDIMENT CONCENTRATION SAMPLE COLLECTION

Runoff samples for determination of sediment concentration were
collected continuously during each runoff event. The bottles were
filled such that a one-liter bottle was filled every two minutes during
runcff. The sample bottle number, the start time and the fill time

were recorded. The bottles were then taken to Lexington for analysis.

AGGREGATE SIZE DISTRIBUTION

At the same time as sediment concentration samples were being

taken, samples were also taken for aggregate size diatribution
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analysis. The bottles and their corresponding collection times were
recorded just as were the concentration samples. However, the analysis
of these samplea began at the field site due to possible aggregate
breakdown during transport and was concluded after the samples were
taken to Lexington. betaiia of the wet-gleve fractionization.
procedures as well as the pipette procedures usged in the laboratory
after wet—siefing were described by Barfield et al. (1983) and Hirschi

(1985).
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CHAPTER 5 RESULTS AND CONCLUSIONS

The field and lab portions of this study each provided data to use
for model simulations and to justify the model algorithms. In thia
chapter, model aimulationsrand comparisons with field data will be
presented and digcussed. Details of the parameter measurements and

estimates were given by Hirschi (1985).

EVALUATION OF THE ACCURACY OF KYERMO SEDIMENT SIMULATIONS

The KYERMO erosion model described in Chapter 2 was utilized to
gimulate the field ercsion test conducted at the Tyrone zite. The
aspects of these simulations and comparisons to the observed data that
will be presented in subsequent sections are the fitted hydrologic
responge, the sediment delivery, both fitted and unfitted, the
delivered sediment size distribution, and the rill cross section

changes.

HYDROLOGIC SIMULATIONS

The hydraulic properties of the plot soils were fitted to match the
total runoff volume, the time to runoff, and the peak runoff rate using
" laboratory parametars as a guide. This assured proper testing of the
gediment components of the model. The input parameters for each of the
Tyrone runs are pregented in Table 5.1. The firat digit of the run

number is plot number (plot 1 had a sliope of 30.5%, plot 2 had a slope
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of 28%), the second digit is treatment (six rills was treatment 1, two
rilla was treatment 2), and the third digit represents the run number

(l: initial 60 minute run, 2: 30 minute run with developed rills, 3:
half-plot 30 minute run with developed rills). It was found that the

only parameter that requiréd changing between runs within a tréatment

was the final degree of gaturation.

As expected, the results of the hydrologic simulations were good
due to the fitting process. The run summary in Table 5.2 contains the
Bimulated and observed runoff volumes, peak runoff rates, and the time
to runoff. The entire hydrographs were presented by Hirachi (1985).
‘Instabilities in the obgerved hydrographs are probably due to clogging
of the measurement equipment and the inability to pracigely control
water application rates with the oscillating sprinkler nozzles. It
would be possible to extensively discuss the hydrologic gimulations and
implicationg of the fitted parameters. However, the objective of the
gstudy was to evaluate sedimentology estimates. In view of this
objective and the fact that the hydrology parameters were fitted, such

a further discussion seems unwarranted.
SEDIMENT DELIVERY

The prediction of sediment delivery is the first crucial test of an
erosion model’s performance. To test the accuracy of the KYERMO in
predicting sediment yield, simulation runs were first made with
detachment parameters from the literature and compared to the results

from field tests., The initial detachment coefficient and exponent were
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average values of those presented by Foster (1982) which were fitted
from field trials of Meyer et al. (1975). The values reported were

] 1.05
2.76 and 2.34 with units of g—mo l/e-n » A third value, 11.4,

from unpublished data of Foster was also reported but was not used due
to a high fitted T, value in the evaluation. The initial critfcal
tractive force wae estimated using the plot dispersed percent clay as
determined fn the lab analyses and the relationship proposed by Smerdon
and Beasley (1961). The initial Manning’s “n’ value for ri{ll flow,
0.030, was taken from the default value used in the CREAMS model for
concentrated flow (Knisel, 1980). The input parameters from the
literature are summarized in Table 5.3. Utilizing these parameters,
the model cverpredicted eroasion from the Tyrone runas for treatment 1 on
both plots. Treatment 2, on the other hand, was under predicted for
both runse. The predicted and observed sediment yields and averags
gediment concentrations are reported in Table 5.4 and plotted in Figure
5.1. The standard error of estimation of these simulations is compared
with_other gtudies in Table 5.5. This comparisoq indicates that the

" model prediction is in the same range éa-ﬁthar nodal# reported in the
1iterature.

Although the model yields reasonable results without fitting
comparaed to other modela, it seems appropriate to examine the increase
in accuracy gained from parameter adjustments, Optimization was
performed on a term-by-term basis rather than for all terms at once to
gain insights to the individual parameter effects. This allows more
evaluation of the physical "reasonableness” of the fitted parameters.

If better accuracy can be gained through parameter adjustments
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Parameter

ARDET

BRDET

Prill

naheet

Table 5.3 Summary of Input Detachment Parameters

1.05

0.030

0.010

Selected from the Literature

Source

‘Foster (1982}

Foster (1982)

Knigsel (1980)

Knisel (1980)
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Table 5.5 Simulation Accuracy Comparisons

Std. Error
Model # Rung Equationa Used {T/ac) Ref .
EYERMO 8 as In Chapter 3 4.95 this study
Foater and Meyer 3 Foster and Meyer 3.72 Foster and
closed form closed form Meyer (1976)
Cnetad and Foster 1l Modified USLE 2.50 Onstad and
: Foster
{1975)
CREAMS Erosion 4 Mod. USLE for 10.72 Fogter and
Component interrill areas Lane (1981b)

excegs tractive force
for rills uging
Foaster shear distribution
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congigtent with field conditions and lab estimated valuea, then the
algorithme will be further justified and the parameters that require
further study will be brought to light. Three parameters can be
adjusted that directly affect detachment. They are: 1) the rill
detachment coefficient (ARDET), 2) the rill critical tractive force
(CSH), and 3) the rill Manning’s “n’ value. Foster {(1982) stated "...
parameter values in a rill erosion equation can vary without apparent
reason for gimilar scils". This indicates that many unknowns exist
pertaining to these parameters. Hence, the use of fitted values may be
necegsary as recommended by Foster (1982). The effects of each of the
parameter adjustments upon the Tyrone simulations will be discussed
geparately.

The adjustment of ARDET would change the detachment
proportionally. The fitting is therefore very gtraightforward. The
required values, in most cases, are within the range of values reported
{n the literature. For example, Foster (1982) presents results of the

Meyer et al. (1975) tests with coefficients of_2.76, 2.34, and 11.4

1.05

with approximate units g—no'lls—N (actual units depend upon

equation exponent valﬁe). Thege values wefe fitted, along with the
critical tractive force and the detachment equation exponent, and
represent the only values reported in the literature based upon actual
data. The CREAMS model (Kinsel, 1980) utilized a default of 0.135 with

fto'l lbo'osls which converts to 11.3 for the units of this
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units
gtudy (g--o'lls ). The required coefficients are presented in
Table 5.6, leaving CSH and ‘n’ as input. It can be concluded, from

this analysis, that individual simulations can be matched to the
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111
112
113

121

122

211
212

213

*Actual match value would be negative

Table 5.6 Estimated Parameters for Fitting

Original Input

Parameter Values

ARDET

2.50
2.50

2.50

2.50

2.50

2.50
2.50

2.50

1.98

1.98

1.98
1.98
1.98

.030
030

.030

.030

.030

.030
.030

.030
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Match Parameter Values

ARDET

1.47
1.74

2.22

3.87

4.93

2.20
1.63

0.47

CsH

4.11
2.22
2.17

0.00*

0.00*

2.24
3.48

2.78

n

0.015
0.009

0.026

0.052

0.070

0.026
0.018

0.004



obgserved sediment yields by using appropriate values of ARDET. Each of
these values are within the range of reported values.

The adjustment of CSH would not change the detachment as simply as
would ARDET changes, but reasonable estimates can be made by
calculating the "run average” shear assuming the total sediment
delivery is equal to the total detachment. The "run average” shear is
obtained by solving equation 2.18 for t, using the total simulated

gediment yield (5SY) as the detachment capacity,

+1.98 (5.1)

The approximate 1 value necessary for matching the simulated

gediment yield to the observed sediment yield (0SY) is then

1/1.05
¢ = 0SY
=t G (5.2)
or
1/1.05 1/1.05 :
+ §SY osY
= (50g) - (35) +1.98 (5.3)

The resultant values can then be used as a first approximation to the
correct fitted value. Simulations utilizing these values exhibited
excellent agreement with the observed sediment yield; therefore the
values shown in Table 5.6 are the optimized values.

It {s appropriate to compare proposed match critical tractive force
values In Table 5.6 to those reported in the literature to check the

reasonableness of the values in Table 5.6. The fitted critical shear
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values from Foster (1982) were 2.87, 4.16 and 4.78 (all in Nlmz). In
the CREAMS model, however, (Kinsel, 1980) used 0.40 lb/ftz‘was used
for a default value which converts to 19.2 H/nz. This value seems
extremely high. The full range of CSH based upon the percent clay
equation of Smerdon and Beasley (1961) indicated a minimum of 0.493
N/nz for zero percent clay and a maximum of 33.3 for 100 percent

clay. The 19.2 u/m2 would indicate 87 percent clay, whereas the
average Foster (1982) value of 3,94 N/u2 would indicate 49 pércent
clay. If these valuea are correct, the cohesiveness of the matrix
material was not the sole factor contributing to the critical shear.
The approximate CSH values presented in Table 5.6 are within the range
of the Foster (1982) values and the Smerdon and Beasley values
{although the clay content would have to be much higher than measured
in most cases), but fall far below the CREAMS default value. The
fitted CSH values seem appropriate, but the fact that they are high
compared to the Smerdon and Beasley valuea may indicate that coarse
material is present or that the ARDET value is too high. This problem
iz discussed in a subsequent section. One could conclude from the
above discussion that the critical tractive force can be adjusted to
match the observed and simulated sediment yield, but that the
cohesivenesa of the material, as represented by the Smerdon and Beasley
{1961) percent clay relationship alone cannot be used to explain the
phyeical reason for the high critical tractive force necessary for
fitting. The presence of exposed coarse material on the boundary may
explain these high values.

The third fittable parameter is Manning’s 'n’. The CREAMS model
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used a bare soil ’‘n’ value of 0.030 for all concentrated flow, although
it is known that cover and "cultural practices”™ increase this value.
The overland flow Manning’s ‘n’ value in the CREAMS model was lower,
with a range of 0.010 to 0.035, which is unusual compared to other
recommended ‘n’ values fof shallow flow, such as those of Schwab et al.
(1966). The evaluation of ‘n’ for shallow flow is very subjectiye.
Much information Is available for deeper flow, but little is known
about the effect of shallow flow on ‘n’, especially in the presence of
roughness elements larger than the depth of flow., The materials that
are normally assigned the ‘n” values necessary to fit the observed
sediment yield data are much ‘smoother’ than the channels in this
.study. therefore the values necasshry for fitting seem low, in most
cages, for this application. However, the lowering of ’‘n’ would algo
have the effect of moving the recession limb of the simulated runoff
hydrographs closer to the observed. It can be concluded that the
values used for Manning’s ‘n’ should probably be left as input from the
literature. The values necessary for fitting would require that the
channel bed be much smoother than the observed rill channels for the
case of treatment 1. The sensitivity analysis discussed in Chapter 3
pointed out other problems with Manning’s ‘n’.

Baged upon the initial simulations and the values of tha parametersa
necesgsary for fitting, it can be concluded that the model repregents
the erosion process as accurately as other available models. However,
it ig evident that parameter estimation procedures for the detachment
process are badly needed.

Another test of a model, in addition to the actual values
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predicted, is the reasonableness of the predictions. For this reason,
the apparent discrepancy between the predicted values for sediment
yield for treatments 1 (6 rills per plot) and 2 {2 rills per plot) of
the simulaticns must also be addressed. Initially, one might assume
that the same volume of waﬁer divided into three rills would cause less
arogion than if sent down one rill. Simulated sediment yields for runs
111 and 121 do not indicate this trend. The average sediment delivery
concentration in simulated run 111 was 190.8 g/1 whereas the average
gimulated sediment delivery concentration in run 121 wae 184.5 g/1.
This phenomenon can can be at least partially explained by the fact .
that, although both channels began as parabolic, the rill watersheds in
treatment 2 were much flatter than in treatment 1. This allowed two
changes to occur: 1) the concentrated flow at the lowest point of the
watergheds was wider, and hence, shallower for treatment 2 than for
treatment 1 for the same flow rate, thus lowering the shear and the
detachment, and 2) the rill that formed in the watersheds of treatment
2 were wider, which allowed them to carry more flow for the same
applied shear. Further analyses to verify that the model prediction
followed expected trends were presented by Hirschi (1985).

It can be concluded, therefore, from the above simulations and
analysea and from those of Hirschi (1985), that

1) The erosion model predictions fit expected trends based upon

the form of the detachment relationship utilized,

2) The erosgion predictions of this study utilizing available

parametergs from the literature are as accuratea as those presented

in the literature for other studies,
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31) The ercsion prediction can be improved through parameter adjust-
ments, and

4) The parameter adjustmenta to improve accuracy are in accordance
with the physical characteristics of the plot, indicating the need

for parameter estimation based upon thoae characteristics.

SEDIMENT SIZE DISTRIBUTION

The input size distribution for the matrix material during the
gimulations was obtained from the lab aggregate size distribution
results. The size distributions output by the model as the distri-
bution dsliverad'off the plot ig the same as the input matrix material
distribution. This is due to the fact that the transport capacity of
the flow was always in excess of the sediment load, so no depositional
sorting occurred in the simulations. Little deposition was observed in
the Tyrone field runs. The measured size distributions varied with
time. Each distribution was presented by Hirschi (1985). The
combination of no deposition and a varying size distribution in the
delivered material may indicate the need for a detached aize
distribution other than the soil matrix fraction, which is used in
KYERMO, that is also time and/or flow varying.

From the above, it can be concluded that the model does not predict
the delivered size distributicn of material on plote where sediment
transport is not limiting. A new approach, with selective detachment

for varying particle sizes, is needed for the ateep glope application.
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RILL DEVELOPMENT AND CHANGES

The rill development and rill changes due to runoff were major
modeling efforts within the development of KYERMO. The simulations
provided time varying rill-cross—sections that can be used to study the
changes occuring in the field. Only the initial and final shapes can
be compared with field data. A difficulty in this comparison arises
from the fact that the field rilis are quite non-uniform, even over a
few feet, due to heterogeneities, such as rocks, which diverted the
flow to the side of the rill, or limited rilling altogether. For
example, Figures 5.2 and 5.3 shoﬁ three rill shapes neasure; ;n the
figld at 1 foot 1ncfe¥enta.alon#-the plot-over each rill after run
121..7The rill meter was located at the same lateral location for each
measurement over each rill. The fourth shape i8 the gimulated ri{ll
shape for run 121 after parameter adjustment for that portion of the
plot. The shape of the simulated rill seems appropriate, but the model
did not predict the difference in rill shape and size between the two
rills. On the average, the simulated rill size seems reasonable, but
if compared with only one of the observed rills, the simulation would
be poor. This situation emphasizes the stochastlic nature of the
rilling process. ?urther evidence of this stochastic nature is shown
in Figures 5.4 and 5.5. In the top portion of each of these figures,
the six rill cross sections measured at cone slope location after run
111 are shown. The varlability is quite evident. The average of these
crogs sections and the simulated cross section for that plot location

are shown In the lower half of the figures. It can be concluded that
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the model simulated rill cross gections only predict the average
measured cross section.

It can be concluded from the above that the rilling process is
highly variable, with a modeling approach such as in KYERMO giving a
correct representation onl& on the average. This points out the need

for a stochastic approach to the rill erosion process.
SUMMARY COMMENTS

The justification simulations described in this chapter pointed to

areas of the model that require further research. The most obvious

area is that of the rill detachment and its parameters. Reaaonaﬁle pre—
diction is attainable if these parameters can be estimated. At the
present time, fitting is the only alternative, although the initial
estimates baged upon parameters available in the literaturs gave re-
sults comparable to other studies. The size distribution prediction
and the rill shape prediction are also directly affected by the de-

tachment process. A sensitivity analysis of that process is in order.
CONCLUSIONS
The objectives of this study were divided into two parts, the model
development objectives, and the field experiment objective. The model
development objectives were to:

1) Develop an overall frame work for the erosion process to

115



facilitate further research,
2) Predict overall sediment yield and average rill crosg—-sections
under controlled surface shape conditions on a steep glope as a
first step to modeling‘the erosion process on a random surface, and
3) Model the rllliﬁg process due to its importance and a lack of

knowledge about its prediction.

The objective of the field experiments was to collect‘Justification
data for the algorithms used Iin the erosion model, under controlled
surface conditions on steep slopes. This was viewed as a firast gtep to
modeling Ehe.erosion of a more general surface. The drawing of con-
clusions based upon these objectives, the results of gimulations, and
the gengitivity analysis is now in order.

The conclusions to be drawn deal directly with the simulation
model’s ability to adequately represent the data collected for
Justification, and the simulated and observed rill cross—sectional

ghape changes.
EYERMO JUSTIFICATION

The erosion model developed during this study and described 16
Chapter 2 gimulated the hydrologic response of the field plots very
waell, The good agreement betwsen the magnitude of the simulated
response and that of the observed response was due to parameter
fitting. However, the shape of the simulated and observed reasponses

were not optimized and their agreement indicates that the model is=s
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representing the hydrologic processes quite well.

The model also simulated the field erogion data with reasonable
accuracy, with a standard error within the range of other studies
reported in the literature. The simulation accuracy could be greatly
increaged by utilizing optimized parameters. The need for parameter
value optimization methods was quite evident in the analyszis. This is
consistent with the results from other researchers. It can be
concluded that the erosion model produces the proper trends, and that
the relative effects of parameters may be evaluated with reasonable
confidence for steep slopes, but the lack of information for estimating
detachment parameter values limits the use of the model for determining
absolute erosion amounts. The need for research in this area will be
addressed in a later section.

The sensitivity analysis indicated that the model predictions
followed the expected trends for the steep slope (detachment limiting)
case. These analyses further indicate that predictions should be based
on the highest practical number of slope increments and the smallest
practical time step. The resulks also indicate that the number of
rills on a given plot that causes a maximum erosion rate are different
for different soil conditions and storm runoff volumes.

Average rill cross sections were predicted with only fair accuracy
{due to total sediment yield errors) and the individual rill cross-
gsection with poor accuracy. This occurred because of the highly
gtochastic nature of the rilling process. The presence of coarse
materfal in the observed rills and a possible change in soill structure
between treatments alsc contributed to this lack of accurate'predic—
tion. The general shape of the predicted rills were reasonable when
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compared to the observed rill shape.

RILL DEVELOPMENT

—— i et e

The rill processes merit further conéluslona. It was quite evident
from the measured rill cross—sections that thé croass—gectional shape
was highly variable, both between_different rills and within the same
rill, even over very short digtances. These changes were largely due
to heterogeneities in the plot goil, pointing out the stochastic nature
of the rilling process. From this and the model predictions it can be
concluded that the model developed in this study can only predict the
dynamic rill shape on the average, and that if i{ndividual rills are to
be modeled, a new modeling approach must be developed which accounts

for this stochagtic behavior.

RILL CROSS~SECTIONAL CHAKGES

The changes that occur in the rill crogs—section during an ercsion
event were examined only in the slides taken of the plota during the
field simulations and in the results of the model gimulations. Few
conclusions can be drawn from the field data, however the model
indicated that the rill shape 1s dictakted largely by the initial shape
and the location of the rill on the plot. Field observaﬁions indicated
that major changes In rill shape were due to heterogeneities, such as
large rocks. These random processes are not predicted by the erosion

sodel.
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SUMMARY OF CONCLUSIONS

1) The erosion model developed during this study represents the
hydrologic processes well, and can be used to predict the
hydrologic response with parameter inputs,

2) The erosion model prediction accuracy compares favorably with
that of other erosion models as reported in the literature,

3) The erosion model predictions follow expected trends for the
detachment limiting case,

4) The erosfon model can only be used to predict rill cross-
gections on the average, and

5) The rill erosion process isg stochastic in nature, with large

variationa over short distances.
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