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Experimental Results

Explainable Matrix Factorization

Background & Introduction

Explainable Model Explainability Graph Data - | | | | |
« Black Box (opaque) predictors such as Deep learning and Matrix Factorization are accurate, - Explainability Matrix, W, between user-item * users = purple ‘ qﬂo%v(;eb:grss ratings data which consists of 100,000 ratings, on a scale of 1 to 5, for 1700 movies and
. . but lack interpretability and ability to give explanations. irs i inabili - * movies = gray ' : _
. White Box mode?s such ays ules angdegision trpees are interpretable (explainable) pairs in the Explainability Graph: . sample user = blue  10% of the latest ratings from each user are selected for the test set and the remaining 90% of the
. but lack ’ Eaply; ifExply; >0 « explainable movies ratings are used in the training set.
- butlack acetracy. Wi = g ot " Prug = for the blue sample Baseline methods
otherwise user

« Standard latent factor model based on Matrix Factorization(MF).
* Probabilistic Matrix Factorization(PMF).

» Hybrid technique - Content boosted Collaborative filtering.

» User-based top-n CF.

* |tem-based top-n CF.

Why explanation?

> Explanations provide a rationale behind predictions,
-> help the user gauge the validity of a prediction, Explainable Matrix Factorization

=> may reveal prediction errors and reasons behind errors, Extension of Matrix Factorization (MF).

_ _ Explainabili A . i . . : : : : | |
= increase trust between human and machine. xplainability @ ccuracy Add Soft Explainability Constraints to bring users closer to their explainable items in Latent Space! Accuracy Metrics
- ) . ) * Mean Average Precision.
- T < 7 A\ 7 5 : A : 9

Tradt_eoff betwe_en Accuracy and Explainability LD' o J = Z (Tui — p.,,,qz-T P+ =(lpall®+ e I?)+ = | pu—ai I* Way « Area Under Curve (AUC): area under the true positive rate against the fallout (false positive rate) plot.
« Using Explanations, we can increase the transparency of the model. = ’ 2 ' « Mean Explainability Precision: |{i: i € top — n, Exply; > 0}
« However, explainable models should also remain accurate! / \ miek [top — 7| |

| \ ~ /o \ N / « Mean Explainability Recall: [{i: i € top —n, Expl,; > 0}|
Our Focus: Explanations in Recommender Systems |Exply; > 0]

Rating-based optimization

Explainability soft constraint

EME Upd RuI (MF objective function) MAP@50 AUC
. .
pdate thesl) t) f UB IB PMF MF EMFyg EMFig f UB IB PMF MF
+ * *
R ese a rC h Qu est I O n S Pu — Py T a(z(ru, i —Pu ql )ql ﬁpu - A(pu - qi)Wu, i) 5 0.009 0.0064 0.0113  0.0149 0.0108 0.011 5  0.4988  0.4982  0.5743  0.7129
(t+1) (2) 10 0.009 0.0064  0.0108  0.0145 : 0.0112 10 0.4988  0.4982  0.5629 0.7033
q; —q; T a(z(ru’ i —Puq; )Pu ﬁql + A(Pu - q’)Wu’ l) 20 0.009 0.0064 0.0116  0.0143 0.0118 20 0.4988  0.4982  0.563  0.6843
: : TTTR 50  0.009 0.0064 0.0126  0.015 0.0138 : : i i
« Can we measure/quantify explainability in recommender systems? 0 0.4 0.8 04 00
- : : N UB IB PMF MF EMF EMF N UB IB PMF  MF
« Can we build accurate recommender systems that can recommend explainable items? V.| UB IB IN.|
5 0.009  0.0065 0.0108  0.0145* 0.0102 0.0138 5 0.4759  0.4711  0.563  0.7011
Wh lai dati o 10 0.0087  0.0064 0.0108  0.0145 0.0101 10 0.4851  0.4835  0.563  0.7011
y expiain recommendations : _ ] o ] 20 0.0085 0.0071  0.0108  0.0145 0.009 20 0.480  0.4826  0.563  0.7011
* Improve acceptance and trust by adding justlflcatlon. L4 EMF L4 MF 50  0.0081  0.0077  0.0108  0.0145 0.0105 50  0.4905  0.4991  0.563  0.7011
* |ncrease effectiveness. 12 top: MAP vs #factors, @ 50 neighbors top: AUC vs #factors, @ 50 neighbors
. 12 | 1 I 1 bottom: MAP vs #neighbors, @ 10 factors bottom: AUC vs #neighbors, @ 10 factors
ncrease transparency. - sample user = black 10 -
. . . , : MEP@50 MER@50
Increase satisfaction. ) explalnaple ltems = red 08 > f UB IB PMF @j\/IF EMF EMF f UB IB PMF (ifF EMF EMF
* relevant items = gree . UB IB UB IB
06
_ . \ « otheritems = cyan o4 5 0.449 0.551  0.6284  0.7079 0.7080 (U-7090 5 0.054 0.07 0.0706 0.0756 (0.07577) 0.073
04 S
) , JAME: 02 10  0.449 0.551  0.5412  0.7085 [(0.70897) 0.7187 10 0.054 0.07 0.0622 0.0757 | 0.0758* 0.0748
U1 I Srde AME oF 100 people with 0.2
— ; ’ similar interests 00 1 20  0.449  0.551  0.3617  0.7187 0.7224 0.7242 20 0.054 0.07 0.0399  0.0778 | 0.0785* 0.0755
U2 12 - ; i ] .
Wi | Recommender HRONES ;‘;}g&“ﬂg‘:ﬂttz;s o0 27} 1 50  0.449  0.551  0.0843  0.5502 (U-5845 0.4011 50 0.054 0.07 0.0085 0.0564 | 0.0569* 0.0362
5" “%3 w2 oo oz o4 as o8 10 12 92 ao 02 04 06 a8 10 12 IN| UB IB PMF MF EMFyg EMFg IN| UB IB PMF MF EMFyg EMFp
‘ ‘ 5 0.4831  0.5895  0.5412  0.708 - 0.708 5 0.0583  0.0708  0.062  0.075  (U-0756") 0.0729
Input Data ML Model Recommendation/ Explanation )
10 0.4489  0.5516  0.5412  0.708 0.7083 10  0.0534 0.0701  0.062  0.075  |0.0757 0.0732
7 U Se r St u d y 20  0.4195  0.5423  0.5412  0.708 0.7082 20 0.0496  0.0668  0.062  0.075 |0.0756* 0.073
50  0.4124  0.5416  0.5412  0.708 0.7083 50  0.0485  0.0652  0.062  0.075  |[0.0757* 0.0731
EX Ia I n a b I | It top: MEP vs #factors, @ 50 neighbors top: MER vs #factors, @ 50 neighbors
bottom: MEP vs #neighbors, @ 10 factors bottom: MER vs #neighbors, @ 10 factors

Does the explainability value of the explanation have an impact on user satisfaction?

_ - T * 3 groups: . . .
NSE-based Explainability Rating NSE-based || Review NSE-based . “low: explainabity value < 2. pvalue | High | Tow Conclusion and Future Directions
 For a user-item pair, (u,i): Explanation Explanation «  medium: 2 <= explainability value between < 4. Low | 4.0e—11 -

» probability of item i having rating k, given the set of similar users for user u: ) . 3 ] « high: explainability value >= 4. Medium 0.016 2.2e — 08 — _ _ . i _
| Ny NU; k| 8 out of 10 people with 8 out of 10 people with . Likert | tions: «  We proposed a probabilistic formulation for measuring explainability for recommendations.
Pr(ry,; = k|Ny) = similar interests to you similar Interests (o you IKETL scale survey guestions. «  We proposed an Explainable-Matrix Factorization (EMF) model for providing explainable recommendations
U, u | Nu| have rated this mowe”6 have reviewed this « question 1: “Based on the ratings of people with similar interest to mine, this is a good recommendation.” prop P P g exp

< Where N.is the set of neiahbors of user u. and and higher, outof 10. movie positively - question 2: “This explanation helps me understand why this movie was recommended.” that are accurate. _ S

’ 9 ’ . « question 3: "Based on the ratings of people with similar interests to mine, | will watch this movie.” * We proposed offline metrics to evaluate the explainability of recommender systems.

U« is the set of users who have given rating k to item /. g : « question 4: “Based on the ratings of people with similar interests to mine, | can determine how well | will like this movie.” « Improved Explainability without significant sacrifice in Accuracy.
'f;:‘ « question 5: “This explanation helps me understand how the recommender system works."

+ Explainability: expected value of the ratings given by the similar users : . I . I
of user uto the item i E : o
E(fru’/LlNu> — k‘XP<Tu7Z — k|Nu> not

kEk
ISE-based Explainability L J

answer: AWESOME ...
« For a user-item pair, (u,i):

Group: low Group: medium Group: high

ik

...Just as good the 100th time as it
was the 1st time.....

w

« We are relying on Machine learning algorithms in critical activities:

ratings

I Why is Explainability so Important?

» Credit Scoring, Criminal investigation, justice, Healthcare, education, insurance risk modeling, etc.

w

« Reallife data can include biases that will affect the predictions.

babilit of itern 7 havi tina k. b . th t of similar it Neither Agree nor Disagree 2 - * May result in unfair models (discriminative, unreasonable, opaque..)
° propapility ot item 1 having rating K, by user u given the set of similar iems 30 . . . . . . . s .
for itom i N IN; N1, .| ISE-based Explanation Transparency is crucial to avoid or at least scrutinize biased predictions and to have more trust in ML models!
vy = = e oo oo
. . ( u,.Z . | 2) |N Z| Our recommendation is "Pulp Fiction”, because you rated - 15 . .
. Wh_ere N.is the .set of neighbors of |tem I and. similar movies: Future Directions
I, « is the set of items that user u has given rating k to. Movie Your Rating Strongly Disagree . . Utilize different domains of data.
o Explalnablllty expected value of the ratings given by user u to similar From Dusk Till Dawn (1996) - question 1 question 2 question 3 question4 question5 question 1 question 2 question 3 question4 question5 question 1 question2 question 3 question4 question5 » o |ncorp0rate other explanation generation techniques_
items to item i seven (se7en) (1995) 4 * Apply EMF to other machine learning areas.
IATY o , Usual Suspects The (1995) a » Results showed that there was significant difference between the explainability in the three
E(ry|N;) kxP(r k|N;) Aknowledgement
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