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## Chapter 1 Introduction and Motivation

A simple look around the world demonstrates that there is a multitude of life interacting with one another from the smallest bacteria to the largest whale. No animal lives in isolation from one another, and in fact, all life is interconnected. In the sciences, much attention has been paid to the study of a single animal. From this important work we have gleaned major insights into the anatomy, physiology, and psychology of all living beings. By studying how animals move and work, biology has given us not only insight into how nature does things but also inspiration to do it for ourselves. We watch flying birds and swimming fish, coveting the abilities ourselves. While all this knowledge is beautiful and worth studying, there comes a point when a single fish becomes humdrum and a single bird mundane.

At this point, we become keenly aware, however, that animals do not live in isolation. Indeed, animals depend on one another, whether predator or prey, big or small. Humans also depend on one another as well as machines to perform tasks. And why do we depend on each other? Because our ambitions are bigger than any one person. Thus, we need to study how animals, humans, machines, satellites, and other single agents can work together.

Example multi-agent systems include animal behavior [2], economic markets [3], reputation systems on websites such as Amazon or Ebay [4], biological systems [5], and computer networks 6. With reputation systems, people read others' experiences buying from a seller and determine whether a seller is trustworthy or not. Other examples of multi-agents systems include sports teams designing game plans that accentuate their teams' strengths while exploiting the opponent's weaknesses, dancers and performers performing dangerous stunts and expecting their partners to help them land safely, employees obeying their boss' decisions, and solving a distributed consensus problem efficiently [7].

Multi-agent systems for vehicles have many exciting applications related such as distributed sensing, formation flying, cooperative surveillance, and point-to-point mail delivery. For example, autonomous aircraft or spacecraft can fly in formations for distributed sensing [8-10]. Coordinated aircraft could be used in a forest-fire scenario to measure wind velocities and thus, predict fire movement. In the agricultural industry, coordinated aircraft could conduct crop surveys. All of these applications require decentralized methods for coordinating and controlling groups of autonomous agents (11.

Problems in multi-agent systems utilize multiple decision-making agents that may either cooperate or compete with one another. A didactic multi-agent example is the prisoner's dilemma in which 2 criminals commit a crime together but are caught soon
after [12]. The police put the criminals into 2 separate rooms, where they attempt to elicit information from each criminal about the other. Three outcomes can occur: (1) if neither criminal incriminates the other, then they both serve 1 year; (2) if only one criminal incriminates the other, then that criminal receives no penalty while the other serves 3 years; and (3) if both criminals incriminate the other, then they both serve 2 years. Neither criminal is allowed to know what the other chooses before making their own decision. Thus, each criminal decides what's in their best interest with limited information.

The prisoner's dilemma illustrates several pivotal aspects of multi-agent systems. Each agent (criminal) makes its own decision independent of the other. However, the consequence of that decision affects both. In addition, each agent bases their decision on limited information, which means that agents may make a bad choice from the viewpoint of someone with more knowledge.

The focus of this dissertation is cooperative control, which is a subset of multiagent systems, where agents work together to achieve goals that may be difficult or impossible for a single agent to achieve. Three examples of cooperative control systems are RoboCup, complex structures, and the point-to-point passenger transport problem. RoboCup competitors design teams of robots that play one another in soccer [13]. In this case, the environment is dynamic, states change in real time, agents do not have incomplete information, robots sense the environment, and each robot uses its own control, that is, this is a distributed control problem [13].

Building complex structures is another application of cooperative control. For example, a group of robots build a house together. Each robot uses a master set of instructions and determine its own list of tasks, which could include grabbing more materials, helping another robot carry a heavy beam, or holding a beam while another robot secures it. Because robots do not require an atmosphere and other harsh environments, such as those with high solar radiation, humans can rely on robots to help us colonize Mars or other planets. For example, robots can prepare sites on Mars before humans arrive or perform maintenance and repairs on equipment that may be difficult for a human to reach or fix [14].

In point-to-point passenger-transport problems, a large number of people in distributed locations need to be transported to a set of distributed destinations. We consider 2 approaches: a single large bus, and multiple smaller buses. Using a single bus big enough to transport all the passengers, the bus has to visit every passenger and every destination, which takes a long time even with an efficient route plan. Moreover, if the bus breaks down, then nobody gets to their destination. Using multiple smaller buses, each bus picks up fewer people at a time and transports them to their destinations in a timely manner. Moreover, if one bus breaks down, then the remaining buses can pick up the slack. Thus, by using multiple, smaller vehicles, people reach their destination quicker, and the transportation system does not stop when a vehicle breaks down.

In this dissertation, we focus on formation-control algorithms, which induce configurations of agents that are beneficial to the group in some way. For example, one car may draft off the car ahead of it to reduce wind resistance and save energy, and additional cars drafting in a line leads to platoons of vehicles (15). Flocking algorithms
derive their name from groups of birds that fly together in a giant cluster or a specific formation such as a "V". Flocking algorithms generalize birds to a broad range of vehicles such as cars, rotorcraft, aircraft, underwater vehicles, and spacecraft, and force vehicles to move into a desired configuration. The three characteristics of flocking are collision avoidance, velocity consensus, and cohesion [16]. Collision avoidance prevents birds colliding with one another. Velocity consensus causes the birds to fly at the same velocity as one another, and cohesion causes birds to be close to another. Flocking algorithms induce formations of vehicles in which the vehicles do not collide, maintain desired inter-agent distance, and have the same velocity.

### 1.1 Literature Review

Two papers in particular sparked the revolution in multi-agent formation control. In [17], agents have discrete-time dynamics with position-like and velocity-like states. Furthermore, the velocity-like state has constant magnitude, and the heading is updated using the average heading of nearby agents. In this case, agents approach the same heading angle using feedback of neighboring agents' heading angles. In [16], agents follow the rules of flocking: collision avoidance, velocity matching, and flock centering (staying near other agents).

For coordinated control, each agent relies on sensing to determine the relative positions and velocities of nearby agents. Then, each agent uses these measurements combined with other information to accomplish tasks, which can include: cohesion, collision avoidance, velocity matching, and guidance. Cohesion attracts an agent to nearby agents, whereas collision avoidance repels an agent from nearby agents or obstacles. Velocity matching causes nearby agents to approach a consensus velocity, and guidance causes an agent or agents to follow a leader agent or approach a desired destination.

Cohesion and collision avoidance are often addressed simultaneously. Two common cohesion methods are position-formation methods 18 20 and distance-formation methods [1, 21 28]. A survey of formation methods is presented in [29]. Position-formation approaches force agents into a configuration by designing desired relative positions between pairs of agents. These approaches require prescribing the desired formation a priori and may be implemented using a linear control. Figure 1.1 demonstrates a configuration based on a position-formation cohesion method.

In contrast, distance-formation methods induce a configuration using only a desired distance between adjacent agents. In this case, the agents autonomously determine their configuration based on the desired interagent distance and initial conditions. Distance-formation approaches do not require prescribing the configuration a priori and are typically implemented with nonlinear controls. Figure 1.2 demonstrates a configuration based on a distance-formation cohesion method. The distance between all pairs of adjacent agents, that is, agents that are connected by a line, is the same. Note that in contrast to the position-formation configuration in Figure 1.1, the agents in Figure 1.2 are not labeled because the configuration depends on initial conditions.

A common approach for distance formation is to use potential functions that create attractive forces when nearby agents are too far away and repulsive forces when nearby


Figure 1.1: A configuration of 7 agents based on a position-formation cohesion method. The $i$ th agent's position is $q_{i}$, and the dashed line denotes that agents can sense one another.
agents are too close [1, 21 27]. Potential functions are typically designed so that the potential decreases with respect to time and so that the minimum values of the potential have desired properties. For example, in formation control the minimum value often corresponds to the desired formation. Potential functions can also be designed for destination seeking [30], collision avoidance [1, 8, 22, 24, 27, 30-32], and maintaining communication [26]. In [26], if agents are less than a certain distance apart, then the potential function is infinity. In this case, since the potential function is designed to be nonincreasing, it follows that for any initial condition such that the potential function is finite, the distance between agents is always lower bounded, which prevents collisions. Similarly, if agents are greater than a certain distance apart, then the potential function is infinity, which ensures cohesion. However, in this case, the gradient of the potential function, which is often in the control, may be unbounded so implementing this control may not be practical.

Potential functions that create attractive and repulsion forces are similar to artificial potential functions that are used for navigation (e.g., [33]). However, eliminating undesired local minima is an open problem [33]. In the context of formation control, undesired local minima may correspond to undesired formations. For example, when flocking and following a leader, agents may form a compressed formation around the leader.

Consensus algorithms [17, 34-56] can be used for multiple purposes in formationcontrol algorithms. The next section addresses consensus algorithms in depth. Formation-control algorithms often use consensus-like algorithms to achieve velocity matching $[9,18,34,45,57,59]$. In addition, some consensus algorithms can be extended to address formation control $46,48,57,58,60$. However, these approaches are positionformation methods that force agents into a configuration using desired relative-position vectors between pairs of agents. Approaches that use distance-formation methods for cohesion and collision avoidance, and consensus for velocity matching lead to formations called flocks [1, 24 28, 61].

In addition to flocking, agents may also use guidance to accomplish external objectives such as following a leader agent, destination seeking, locating targets, and avoiding obstacles. Combining flocking with external objectives increases the com-


Figure 1.2: A configuration of 7 agents based on a distance-formation cohesion method. The distance between each pair of adjacent agents, that is, agents that are connected by a line, is the same. Each circle represents an agent's position, and the dashed line denotes that agents are adjacent to and can sense one another.
plexity of the problem. For example, if agents are flocking and see an obstacle on the horizon, an agent who overprioritizes flocking may not be able to safely avoid an obstacle, whereas an agent who overprioritizes avoiding the obstacle may leave the flock. Thus, flocking with obstacle avoidance, and more generally flocking with any external objective(s), is difficult.

Two common forms of guidance are leader-follower methods $1,9,19,21,26,58,60,62]$ and destination-seeking methods [20,63 65]. Leader-follower approaches, which are known as formation-tracking problems in [29], rely on a centralized leader, who can be an actual or virtual member of the formation and whose real-time position and velocity are known by all agents [1,22 26] or at least by some [9, 19, 21]. Each agent uses knowledge of the centralized leader and measurements of nearby agents to induce a formation and follow the leader. In contrast, destination-seeking methods (e.g., 20,63 65]) cause agents to approach desired destinations.

Agent dynamics affect both the analysis and implementation of formation-control algorithms. Formation-control algorithms are commonly implemented using singleintegrator dynamics [8, 42, 66, 67], double-integrator dynamics [1, 24, 25, 27, 28, 30, 32, $36,42,66,68$, unicycle-like dynamics $9,22,69$, and linear dynamics $18,34,35,45,57$ 59, 70, 71. In particular, some algorithms for linear dynamics apply to heterogeneous vehicles [35, 45, 58], that is, vehicles with non-identical dynamics. In addition, the approaches in $[1,6,9,19,20,22,24,27,30,58,66,68,72,73]$ consider continuous-time dynamics, whereas $34,35,37,42,44,46,49,57,60,62,74,76]$ consider discrete-time dynamics. Formation-control algorithms may be designed using continuous-time dynamics, but implementing these algorithms requires sampled data. The results in (77] demonstrate several examples, where a control designed for continuous-time dynamics and implemented in a sampled-data setting fails.

In this dissertation, we provide experimental demonstration of the discrete-time flocking algorithm. Experimental demonstrations of formation-control algorithms are in [22, 23, 78, 80]. Of these, only [79, 80] consider quadcopters, but [79, 80] use a position-formation algorithm for cohesion, whereas the experimental demonstrations in this dissertation use a distance-formation approach.

### 1.2 Introduction to Consensus Algorithms

Consensus algorithms cause agents to agree upon a value and are the basis of many formation-control algorithms. In this section, we present graph-theoretic material related to consensus algorithms, specifically the Laplacian matrix. Furthermore, we demonstrate how consensus algorithms use the Laplacian matrix.

Let $n$ be a positive integer and define $\mathcal{I} \triangleq\{1,2, \ldots, n\}$. The elements of $\mathcal{I}$ are called vertices, and $\mathcal{I}$ is the vertex set. Define $\mathcal{E} \triangleq\{\{i, j\}: i, j \in \mathcal{I}$ and $i \neq j\}$. The elements of $\mathcal{E}$ are called edges and $\mathcal{E}$ is called the edge set. Consider the graph $\mathcal{G}\left(\mathcal{I}, \mathcal{E}_{1}\right)$, where $\mathcal{E}_{1} \subseteq \mathcal{E}$. Since the elements of $\mathcal{E}$ are distinct and $\{i, j\} \in \mathcal{E}$ implies $i \neq j$, the graph $\mathcal{G}\left(\mathcal{I}, \mathcal{E}_{1}\right)$ does not contain any self loops or multiple edges between any 2 nodes. For all $\{i, j\} \in \mathcal{E}$, we call $w_{i, j}=w_{j, i} \geq 0$ the weight of $\{i, j\}$. Furthermore, for all $\{i, j\} \in \mathcal{E}_{1}$, $w_{i, j}>0$; and for all $\{i, j\} \notin \mathcal{E}_{1}, w_{i, j}=0$. Thus, $w_{i, j}=0$ is equivalent to $\{i, j\}$ not being an edge in the graph $\mathcal{G}\left(\mathcal{I}, \mathcal{E}_{1}\right)$. We say that the graph $\mathcal{G}\left(\mathcal{I}, \mathcal{E}_{1}\right)$ is connected if for all $i, j \in \mathcal{I}$ such that $i \neq j$, there exists a potentially null sequence $i_{1}, \ldots, i_{l} \in \mathcal{I}$ such that $\left\{i, i_{1}\right\},\left\{i_{1}, i_{2}\right\},\left\{i_{2}, i_{3}\right\}, \ldots,\left\{i_{l-1}, i_{l}\right\},\left\{i_{l}, j\right\} \in \mathcal{E}_{1}$.

Graphs may be represented visually. The following example provides a visual representation of a graph.

Example 1. Let $n=7$, and let

$$
\mathcal{E}_{1}=\{\{1,2\},\{1,3\},\{2,4\},\{3,4\},\{4,5\},\{4,6\},\{5,7\},\{6,7\}\} .
$$

Figure 1.3 is a visual representation of the graph $\mathcal{G}\left(\mathcal{I}, \mathcal{E}_{1}\right)$.


Figure 1.3: The graph $\mathcal{G}\left(\mathcal{I}, \mathcal{E}_{1}\right)$ has 7 vertices and 8 edges.

The adjacency matrix of the graph $\mathcal{G}\left(\mathcal{I}, \mathcal{E}_{1}\right)$ is

$$
A(\mathcal{G}) \triangleq\left[\begin{array}{cccc}
0 & w_{1,2} & \cdots & w_{1, n} \\
w_{2,1} & 0 & & \vdots \\
\vdots & & \ddots & w_{n-1, n} \\
w_{n, 1} & \cdots & w_{n, n-1} & 0
\end{array}\right] \in \mathbb{R}^{n \times n}
$$

the degree matrix of the graph $\mathcal{G}\left(\mathcal{I}, \mathcal{E}_{1}\right)$ is

$$
D(\mathcal{G}) \triangleq\left[\begin{array}{cccc}
\sum_{j \in \mathcal{I} \backslash\{1\}} w_{1, j} & 0 & \cdots & 0 \\
0 & \sum_{j \in \mathcal{I} \backslash\{2\}} w_{2, j} & & \vdots \\
\vdots & & \ddots & 0 \\
0 & \cdots & 0 & \sum_{j \in \mathcal{I} \backslash\{n\}} w_{n, j}
\end{array}\right] \in \mathbb{R}^{n \times n} ;
$$

and the Laplacian matrix of the graph $\mathcal{G}\left(\mathcal{I}, \mathcal{E}_{1}\right)$ is

$$
L(\mathcal{G}) \triangleq D(\mathcal{G})-A(\mathcal{G}) .
$$

It follows from [81 that $L(\mathcal{G})$ is positive semidefinite. Furthermore, $L(\mathcal{G})$ has exactly 1 eigenvalue at 0 if and only if $\mathcal{G}\left(\mathcal{I}, \mathcal{E}_{1}\right)$ is connected.

To develop consensus algorithms, we define the states of $n$ agents. For all $i \in \mathcal{I}$, let $x_{i}(\ell) \in \mathbb{R}$ be the $i$ th agent's state at time $\ell$. In this dissertation, we consider both continuous-time and discrete-time algorithms. For continuous time, we use $\ell=t \in[0, \infty)$. For discrete time, we use $\ell=k \in\{0,1,2, \ldots\}$. We say that the agents in $\mathcal{I}$ reach consensus if for all $\{i, j\} \in \mathcal{E}$,

$$
\lim _{\ell \rightarrow \infty}\left[x_{j}(\ell)-x_{i}(\ell)\right]=0
$$

For all $i \in \mathcal{I}$, define the neighbor set

$$
\mathcal{N}_{i} \triangleq\left\{j \in \mathcal{I}:\{i, j\} \in \mathcal{E}_{1}\right\}
$$

which is the set of vertices with an edge that is connected to the $i$ th vertex. In the following examples, we demonstrate continuous-time and discrete-time consensus algorithms.

Example 2. For all $i \in \mathcal{I}$, consider the continuous-time dynamics given by

$$
\begin{equation*}
\dot{x}_{i}(t)=u_{i}(t) \tag{1.1}
\end{equation*}
$$

where $t \geq 0$, and $x_{i}(t) \in \mathbb{R}$ and $u_{i}(t) \in \mathbb{R}$ are the $i$ th agent's state and control. For all $i \in \mathcal{I}$, consider the control $u_{i}: \mathbb{R} \times \cdots \times \mathbb{R} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
u_{i}\left(x_{1}, \ldots, x_{n}\right) \triangleq \sum_{j \in \mathcal{N}_{i}} w_{i, j}\left[x_{j}-x_{i}\right] . \tag{1.2}
\end{equation*}
$$

Then, it follows from (1.1) and (1.2) that the closed-loop dynamics are

$$
\left[\begin{array}{c}
\dot{x}_{1}(t) \\
\vdots \\
\dot{x}_{n}(t)
\end{array}\right]=-L(\mathcal{G})\left[\begin{array}{c}
x_{1}(t) \\
\vdots \\
x_{n}(t)
\end{array}\right] .
$$

If $\mathcal{G}\left(\mathcal{I}, \mathcal{E}_{1}\right)$ is connected, then [6, Lemma 1] implies that the agents in $\mathcal{I}$ reach consensus.

Example 3. For all $i \in \mathcal{I}$, consider the discrete-time dynamics given by

$$
\begin{equation*}
x_{i}(k+1)=x_{i}(k)+u_{i}(k) \tag{1.3}
\end{equation*}
$$

where $k \in\{0,1, \ldots\}$, and $x_{i}(k) \in \mathbb{R}$ and $u_{i}(k) \in \mathbb{R}$ are the $i$ th agent's state and control. For all $i \in \mathcal{I}$, consider the control $u_{i}: \mathbb{R} \times \cdots \times \mathbb{R} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
u_{i}\left(x_{1}, \ldots, x_{n}\right) \triangleq \sum_{j \in \mathcal{N}_{i}} w_{i, j}\left[x_{j}-x_{i}\right] \tag{1.4}
\end{equation*}
$$

Then, it follows from (1.3) and (1.4) that the closed-loop dynamics are

$$
\left[\begin{array}{c}
x_{1}(k+1) \\
\vdots \\
x_{n}(k+1)
\end{array}\right]=[I-L(\mathcal{G})]\left[\begin{array}{c}
x_{1}(k) \\
\vdots \\
x_{n}(k)
\end{array}\right] .
$$

If for all $i \in \mathcal{I}, \sum_{j \in \mathcal{N}_{i}} w_{i, j}<1$, then [6, Theorem 2] implies that the agents in $\mathcal{I}$ reach consensus.

The above introduction considers the consensus problem for $n$ agents in one dimension. Extensions of the above the results to arbitrary dimension is possible, for example in [18]. Consensus algorithms are also designed using directed graphs, where the edge set is defined using ordered pairs of elements [67]. Other research in consensus includes time-varying communication topologies $[36,71,82$ and time delays $[35,67,70,82$. Results for time-varying communication topologies and time delays rely on having a connected communication topology at all times and a bounded delay.

### 1.3 Flocking Problem Formulation

Let the positive integer $n$ be the number of agents, and let $\mathcal{I} \triangleq\{1,2, \ldots, n\}$ be the agent index set. Let the positive integer $m$ be the spatial dimension. Let $q_{i}(\ell) \in \mathbb{R}^{m}$ and $p_{i}(\ell) \in \mathbb{R}^{m}$ be the $i$ th agent's position and velocity at time $\ell$, respectively. In this dissertation, we consider both continuous-time and discrete-time algorithms. For continuous time, we use $\ell=t \in[0, \infty)$. For discrete time, we use $\ell=k \in\{0,1,2, \ldots\}$.

Let $\mathcal{P} \triangleq\{(i, j) \in \mathcal{I} \times \mathcal{I}: i \neq j\}$ be the set of ordered pairs, and let $\delta_{\mathrm{c}}>0$ be the the minimum acceptable distance between agents. Let $\|\cdot\|$ be the 2-norm. If $\left\|q_{j}(\ell)-q_{i}(\ell)\right\| \leq \delta_{\mathrm{c}}$, then the agents collide. The rules of flocking based on 16] are:
(F1) [Collision avoidance] For all $(i, j) \in \mathcal{P}$ and all $\ell,\left\|q_{j}(\ell)-q_{i}(\ell)\right\|>\delta_{\mathrm{c}}$.
(F2) [Velocity consensus] For all $(i, j) \in \mathcal{P}, \lim _{k \rightarrow \infty}\left[p_{j}(k)-p_{i}(k)\right]=0$.
(F3) [Cohesion] There exists $b>0$ and exists $\ell_{0} \in[0, \infty)$ such that for all $\ell \geq \ell_{0}$, $\max _{(i, j) \in \mathcal{P}}\left\|q_{j}(\ell)-q_{i}(\ell)\right\| \leq b$.
Condition (F1) states that there are no collisions. Condition (F2) states that agents asymptotically have the same velocity. Condition (F3) states that the maximum distance between agents is bounded asymptotically.

In addition to flocking, agents may have external objectives such as approaching a set of destinations, following a leader, and avoiding obstacles, which are accomplished with guidance. The additional objectives from guidance may conflict with flocking. For example, if each agent has a unique destination, then agents must decide whether it's better to stay in a flocking configuration or to leave the configuration and approach the destination. The combined problem of flocking and guidance, specifically following a leader, is considered more difficult than flocking by itself [29].

To address flocking and guidance, let $r_{\mathrm{c}}>\delta_{\mathrm{c}}$ be the communication radius. If $\left\|q_{j}(\ell)-q_{i}(\ell)\right\|<r_{\mathrm{c}}$, then the $i$ th agent can detect the $j$ th agent's relative position and relative velocity at time $\ell$ and use the relative position and relative velocity in feedback, and vice versa. Define the neighbor set

$$
\mathcal{N}_{i}(\ell) \triangleq\left\{j \in \mathcal{I} \backslash\{i\}:\left\|q_{j}(\ell)-q_{i}(\ell)\right\|<r_{\mathrm{c}}\right\}
$$

which is the set of agents that the $i$ th agent can detect.
We address cohesion and collision avoidance together. Both position-formation and distance-formation methods induce configurations of agents that achieve cohesion and collision avoidance. Position-formation methods specify the desired configuration $a$ priori by choosing the desired relative position between pairs of agents. For each $(i, j) \in \mathcal{P}$, let $\delta_{j i} \in \mathbb{R}^{m}$ be the desired relative position from the $i$ th to the $j$ th agent. Consider the $i$ th agent's position-formation control $P_{i}: \mathbb{R}^{m n} \rightarrow \mathbb{R}^{m}$ defined by

$$
\begin{equation*}
P_{i}(q) \triangleq \sum_{j \in \mathcal{N}_{i}} \alpha\left[q_{j}-q_{i}-\delta_{j i}\right] \tag{1.5}
\end{equation*}
$$

where $\alpha>0$ is the position-formation gain and

$$
q(\ell) \triangleq\left[\begin{array}{c}
q_{1}(\ell) \\
\vdots \\
q_{n}(\ell)
\end{array}\right]
$$

Note that $P_{i}(q)$ is an affine function of position.
In contrast to position-formation methods, distance-formation methods specify the desired distance between pairs of agents. The following example demonstrates a distance-formation method for cohesion. Let $d \in\left(\delta_{\mathrm{c}}, r_{\mathrm{c}}\right)$ be the desired distance between pairs of agents. Let $\phi:[0, \infty) \rightarrow \mathbb{R}$ be a continuous function such that: for all $\eta \in[0, d), \phi(\eta)<0$; for all $\eta \in(d, \infty), \phi(\eta)>0$; and $\phi(d)=0$. Consider the $i$ th agent's distance-formation control $D_{i}: \mathbb{R}^{m n} \rightarrow \mathbb{R}^{m}$ defined by

$$
\begin{equation*}
D_{i}(q) \triangleq \sum_{j \in \mathcal{N}_{i}} \phi\left(\left\|q_{j}-q_{i}\right\|\right)\left[q_{j}-q_{i}\right] \tag{1.6}
\end{equation*}
$$

which is nonlinear.
To achieve velocity consensus, consider the $i$ th agent's velocity-consensus control $V_{i}: \mathbb{R}^{m n} \rightarrow \mathbb{R}^{m}$ defined by

$$
\begin{equation*}
V_{i}(p) \triangleq \sum_{j \in \mathcal{N}_{i}} \beta\left[p_{j}-p_{i}\right] \tag{1.7}
\end{equation*}
$$

where $\beta>0$ is the velocity-consensus gain and

$$
p(\ell) \triangleq\left[\begin{array}{c}
p_{1}(\ell) \\
\vdots \\
p_{n}(\ell)
\end{array}\right]
$$

The velocity-consensus control uses a consensus algorithm to cause the $i$ th agent to approach a weighted average of its own and its neighbors' velocities.

To follow a leader agent, let $q_{\mathrm{g}} \in \mathbb{R}^{m}$ and $p_{\mathrm{g}} \in \mathbb{R}^{m}$ be the leader's position and velocity. Consider the $i$ th agent's guidance control $L_{i}: \mathbb{R}^{m} \times \mathbb{R}^{m} \times \mathbb{R}^{m} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ defined by

$$
\begin{equation*}
G_{i}\left(q_{i}, p_{i}, q_{\mathrm{g}}, p_{\mathrm{g}}\right) \triangleq \gamma_{1}\left[q_{\mathrm{g}}-q_{i}\right]+\gamma_{2}\left[p_{\mathrm{g}}-p_{i}\right], \tag{1.8}
\end{equation*}
$$

where $\gamma_{1}>0$ and $\gamma_{2}>0$.
To achieve (F1) (F3) and guidance, flocking controls typically contain a summation of collision-avoidance, velocity consensus, cohesion, and guidance terms; and the collision-avoidance and cohesion terms are often combined. More specifically, the $i$ th agent's flocking control typically has the form

$$
\begin{equation*}
u_{i}(\ell) \triangleq C_{i}(\ell)+V_{i}(\ell)+G_{i}(\ell), \tag{1.9}
\end{equation*}
$$

where $C_{i}(\ell)$ is the collision-avoidance and cohesion term, $V_{i}(\ell)$ is the velocity-consensus term, and $G_{i}(\ell)$ is the guidance term. The flocking algorithms in [46 48, 57, 58, 60] use $C_{i}(\ell) \equiv P_{i}(q(\ell))$ to achieve (F3). If for all $(i, j) \in \mathcal{P}, \delta_{j i}=0$, then (1.5) is a consensus algorithm that causes all agents to converge to the same position. The flocking algorithms in [1, 21 27] use $C_{i}(\ell) \equiv D_{i}(q(\ell))$ to achieve (F3).

In this dissertation, we develop and analyze flocking algorithms that cause agents to approach a set of destinations and follow a leader using distance-formation methods. The flocking algorithms we design have provable properties related to the configuration of agents, such as collision-free trajectories and bounded flock size. We also provide sufficient conditions such that agents reach their destinations and follow a leader.

### 1.4 Summary of Contributions

Chapter 2 presents a new multi-agent control method that addresses the combined problem of flocking and destination seeking. The method is completely decentralized, that is, each agent's controller relies on local sensing to determine the relative positions and velocities of nearby agents but does not rely on a centralized flock leader. Each agent has double-integrator dynamics and a potentially unique destination (i.e., position) that the agent must reach. We demonstrate that the flocking-and-destinationseeking control method accomplishes 2 objectives: if an agent is far from its destination, then that agent flocks with nearby agents, and if an agent is close to its destination, then that agent approaches its destination. The flocking-and-destination-seeking algorithm is demonstrated with several numerical examples. The novelty of the algorithm in this chapter is the combination of competing objectives, that is, flocking and destination seeking. Flocking algorithms typically consider only a centralized
leader that the agents follow, but in practical applications agents may have other objectives that are independent of other agents. The algorithm in this chapter allows agents to have an objective of which other agents do not have knowledge. The results of this research are published in [61].

Chapter 3 presents a new multi-agent control method that addresses flocking in discrete time. The method is decentralized. Each agent has the discrete-time doubleintegrator dynamics obtained by sampling the continuous-time double integrator and applying a zero-order hold on the control input. The method can use a centralized flock leader for guidance. We use a novel flock-correction-to-guidance term that prevents formations from collapsing around the leader. We demonstrate with analysis that agents using the discrete-time flocking method converge to a set of flocking formations. Notably, the flocking analysis relies on logarithmic potential functions. We also provide simulations demonstrating that agents using the discrete-time flocking method converge to a set of flocking formations and follow the centralized leader (if applicable). The results of this research are published in [83].

Chapter 4 validates the discrete-time flocking control method by implementing the control on rotorcraft. We present several experimental demonstrations of flocking with and without a leader. We compare the experimental demonstrations with applicable results in Chapter 3. The results demonstrate that in every case, the rotorcraft tend to a flocking configuration and do not collide with one another. In addition, the velocity difference between rotorcraft is bounded, and the rotorcraft approximately follow the leader with delay.

## Chapter 2 Continuous-Time Flocking and Destination Seeking

We present a multi-agent control method that addresses the combined problem of flocking and destination seeking. The method is completely decentralized, that is, each agent's controller relies on local sensing to determine the relative positions and velocities of nearby agents but does not rely on a centralized flock leader. Each agent has double-integrator dynamics and a potentially unique destination (i.e., position) that the agent must reach. We demonstrate that the flocking-and-destination-seeking control method accomplishes 2 objectives: (i) if an agent is far from its destination, then that agent flocks with nearby agents, and (ii) if an agent is close to its destination, then that agent approaches its destination. The flocking-and-destination-seeking algorithm is demonstrated with several numerical examples.

### 2.1 Introduction

Multi-agent systems have many exciting applications such as distributed sensing, formation flying, cooperative surveillance, and point-to-point mail delivery. For example, autonomous aircraft or spacecraft can fly in formations for distributed sensing $[8,9]$. Coordinated aircraft could be used in a forest-fire scenario to measure wind velocities and thus, predict fire movement. In the agricultural industry, coordinated aircraft could conduct crop surveys. All of these applications require decentralized methods for coordinating and controlling groups of autonomous agents 11].

For coordinated control, each agent relies on sensing to determine the relative positions and velocities of nearby agents. Then, each agent uses these measurements combined with other information such as mission objectives to accomplish tasks, which can include: cohesion, collision avoidance, velocity matching, and guidance. Cohesion attracts an agent to nearby agents, whereas collision avoidance repels an agent from nearby agents (or obstacles). Velocity matching causes nearby agents to approach a consensus velocity, and guidance causes an agent or agents to follow a leader agent or approach a desired destination.

Cohesion and collision avoidance can be addressed using position-formation methods [18 20] or distance-formation methods [1,21,28]. Position-formation approaches force agents into a configuration using desired relative-position vectors between pairs of agents. In contrast, distance-formation methods induce a configuration using only a desired distance between adjacent agents. In this case, the agents autonomously determine their configuration based on the desired interagent distance and initial conditions. A common approach for distance formation is to use potential functions that create attractive forces when nearby agents are too far away and repulsive
forces when nearby agents are too close [1, 21, 27]. A survey of multi-agent formation methods is presented in [29]. Consensus algorithms 42, 67, 68, 71] are used to achieve velocity matching. Approaches that use distance-formation methods for cohesion and collision avoidance, and consensus for velocity matching lead to formations called flocks [1,24-28].

Agent guidance is often addressed using leader-follower methods [1, 9, 19, 21, 26] or destination-seeking methods $[20,63,65]$. Leader-follower approaches rely on a centralized leader, who can be an actual or virtual member of the formation and whose real-time position and velocity are known by all agents [1,22-26] or at least by some [9, 19,21]. Each agent uses knowledge of the centralized leader and measurements of nearby agents to induce a formation and follow the leader. In contrast, destinationseeking methods (e.g., $20,63,65]$ ) cause agents to approach desired destinations. The flocking algorithms with leader-follower guidance in [1, 19, 21, 26] do not address destination seeking, and the destination-seeking methods in 20.63 do not address flocking. In contrast to [1,9,18 $29,63 \sqrt{65]}$, this chapter addresses the combined problem of flocking and destination seeking.

The flocking-and-destination-seeking control objective is twofold-if an agent is far from its destination, then it flocks with nearby agents, but ultimately each agent approaches its destination. The flocking-and-destination-seeking algorithm in this paper uses a distance-formation approach for cohesion and collision avoidance, a consensus algorithm for velocity matching, and a destination-seeking method for guidance. The main analytic results in this chapter examine the formation properties of agents and provide sufficient conditions for agents to converge to their destinations. Flocking and destination seeking is also considered in 30] ; however, the analysis in 30] considers only a single destination and does not examine formation properties.

The flocking-and-destination-seeking algorithm that we present is completely decentralized, namely, each agent's controller does not incorporate a centralized leader and relies on only local sensing to determine the relative positions and velocities of nearby agents. Each agent has knowledge of its own destination but does not require knowledge of other agents' destinations. The controller in this chapter achieves multiple objectives, that is, flocking and destination seeking, and thus, extends the work of [1, 9, 18-30, 63,65$]$.

The combined flocking-and-destination-seeking problem has applications such as point-to-point passenger transport and point-to-point mail delivery. For example, consider a group of autonomous ground vehicles on a highway, where each vehicle has a unique destination that it needs to reach. While traveling to the destination, it is beneficial for a vehicle to reduce wind resistance and energy expenditure by drafting off neighboring vehicles. When a vehicle gets close to its destination, it leaves the flock and approaches the destination. The remaining vehicles then form a new flock and repeat the process until all vehicles reach their destinations. Example 5 in Section 2.7 applies the flocking-and-destination-seeking algorithm to a vehicles-on-a-highway problem.

### 2.2 Problem Formulation

Let the positive integer $n$ be the number of agents, and define $\mathcal{I} \triangleq\{1,2, \ldots, n\}$, which is the agent index set. For each $i \in \mathcal{I}$, consider the double-integrator dynamics

$$
\begin{align*}
\dot{q}_{i}(t) & =p_{i}(t),  \tag{2.1}\\
\dot{p}_{i}(t) & =u_{i}(t), \tag{2.2}
\end{align*}
$$

where $t \geq 0 ; q_{i}(0)$ and $p_{i}(0)$ are the initial conditions; and $q_{i}(t) \in \mathbb{R}^{m}, p_{i}(t) \in \mathbb{R}^{m}$, and $u_{i}(t) \in \mathbb{R}^{m}$ are the position, velocity, and control of the $i$ th agent, respectively. Define $\mathcal{P} \triangleq\{(i, j) \in \mathcal{I} \times \mathcal{I}: i \neq j\}$, which is the set of ordered pairs, and let $\|\cdot\|$ denote the Euclidean norm.

Let $\delta_{\mathrm{c}} \geq 0$ be the collision radius, which is the desired minimum separation distance between agents. The rules for flocking are that agents stay close to one another, avoid collisions, and match velocities [16]. We use these rules to define flocking. Let $T$ be a connected subset of $[0, \infty)$. Then, the agents in $\mathcal{I}$ flock with radius $d>\delta_{\mathrm{c}}$ over the interval $T$ if the following conditions hold:
(F1) For all $(i, j) \in \mathcal{P}$ and all $t \in T$,

$$
\left\|q_{i}(t)-q_{j}(t)\right\|>\delta_{\mathrm{c}} .
$$

(F2) For all $(i, j) \in \mathcal{P}$ and all $t \in T$,

$$
\left\|p_{j}(t)-p_{i}(t)\right\| \approx 0
$$

(F3) For all $i \in \mathcal{I}$ and all $t \in T$,

$$
\max _{j \in \mathcal{I} \backslash\{i\}}\left\|q_{j}(t)-q_{i}(t)\right\| \leq d(n-1)
$$

(F4) For all $i \in \mathcal{I}$ and all $t \in T$,

$$
\min _{j \in \mathcal{I} \backslash\{i\}}\left\|q_{j}(t)-q_{i}(t)\right\| \approx d
$$

Condition (F1) states that there are no collisions. Condition (F2) states that all agents have approximately the same velocity. Condition (F3) states that each agent is at most a distance $d(n-1)$ away from its farthest neighbor. Condition (F4) states that each agent maintains a distance of approximately $d$ from its nearest neighbor.

We address not only flocking but also destination seeking. For all $i \in \mathcal{I}$ let $\xi_{i} \in \mathbb{R}^{m}$ be the $i$ th agent's destination. Let $r_{\beta} \geq 0$, and for each $i \in \mathcal{I}$ and each $t \geq 0$ we say the $i$ th agent is far from its destination if $\left\|\xi_{i}-q_{i}(t)\right\|>r_{\beta}$. Assume there exists $t_{\mathrm{f}}>0$ such that for all $t \in\left[0, t_{\mathrm{f}}\right)$ the agents in $\mathcal{I}$ are far from their destinations. In this case, we consider 2 objectives:
(O1) Flocking: The agents in $\mathcal{I}$ flock with radius $d>0$ over a connected subset of $\left[0, t_{f}\right)$.
(O2) Destination seeking: For all $i \in \mathcal{I}, \lim _{t \rightarrow \infty} q_{i}(t)=\xi_{i}$ and $\lim _{t \rightarrow \infty} p_{i}(t)=0$.
Objective (O1) states that if agents are far from their destinations, then they flock. Objective (O2) states that each agent approaches its destination asymptotically. Unless otherwise stated, all statements in this chapter that involve the subscript $i$ are for all $i \in \mathcal{I}$.

### 2.3 Review of Algorithm 1 from |1]

We review Algorithm 1 from [1], which is a flocking method for agents with doubleintegrator dynamics. Let $\epsilon>0$, and consider $\|\cdot\|_{\epsilon}: \mathbb{R}^{m} \rightarrow[0, \infty)$ defined by

$$
\begin{equation*}
\|x\|_{\epsilon} \triangleq \frac{1}{\epsilon}\left(\sqrt{1+\epsilon\|x\|^{2}}-1\right) \tag{2.3}
\end{equation*}
$$

Note that $\|\cdot\|_{\epsilon}$ is continuously differentiable on $\mathbb{R}^{m}$, but $\|\cdot\|_{\epsilon}$ is not a norm on $\mathbb{R}^{m}$. Define $\sigma_{\epsilon}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ by

$$
\begin{equation*}
\sigma_{\epsilon}(x) \triangleq\left(\frac{\partial}{\partial x}\left[\|x\|_{\epsilon}\right]\right)^{\mathrm{T}}=\frac{x}{1+\epsilon\|x\|_{\epsilon}} \tag{2.4}
\end{equation*}
$$

Next, let $h \in(0,1)$, and define $\rho_{h}:[0, \infty) \rightarrow[0,1]$ by

$$
\rho_{h}(\eta) \triangleq \begin{cases}1, & \text { if } \eta \in[0, h)  \tag{2.5}\\ \frac{1}{2}+\frac{1}{2} \cos \pi \frac{\eta-h}{1-h}, & \text { if } \eta \in[h, 1] \\ 0, & \text { if } \eta \in(1, \infty)\end{cases}
$$

which decreases from 1 to 0 as $\eta$ increases from 0 to $\infty$, and the rate of change of $\rho_{h}$ depends on $h$. Let $b \geq a>0$, define $c \triangleq(b-a) / \sqrt{4 a b}$, and consider $\phi: \mathbb{R} \rightarrow(-b, a)$ defined by

$$
\begin{equation*}
\phi(\eta) \triangleq \frac{1}{2}\left[\frac{(a+b)(\eta+c)}{\sqrt{1+(\eta+c)^{2}}}+(a-b)\right] \tag{2.6}
\end{equation*}
$$

which is a sigmoidal function.
Next, let $r_{\mathrm{c}}>0$ be the communication radius, which is the maximum distance at which an agent can sense another agent's relative position and relative velocity. For all $t \geq 0$, define the neighbor set $\mathcal{N}_{i}(t) \triangleq\left\{j \in \mathcal{I} \backslash\{i\}:\left\|q_{j}(t)-q_{i}(t)\right\|<r_{\mathrm{c}}\right\}$, which is the set of agents whose distance to the $i$ th agent is no greater than the communication radius $r_{\mathrm{c}}$ at time $t$. Let $d \in\left(\delta_{\mathrm{c}}, r_{\mathrm{c}}\right]$ be the flock radius, which is the desired distance between agents in the flock.

For all $t \geq 0$, define

$$
q(t) \triangleq\left[\begin{array}{c}
q_{1}(t) \\
\vdots \\
q_{n}(t)
\end{array}\right], \quad p(t) \triangleq\left[\begin{array}{c}
p_{1}(t) \\
\vdots \\
p_{n}(t)
\end{array}\right]
$$

Then, [1, Algorithm 1] considers the control $u_{i}(t) \equiv v_{i}(q(t), p(t))$, where

$$
\begin{align*}
v_{i}(q, p) \triangleq & \underbrace{\sum_{j \in \mathcal{N}_{i}} \rho_{h}\left(\frac{\left\|q_{j}-q_{i}\right\|_{\epsilon}}{\left\|r_{\mathrm{c}}\right\|_{\epsilon}}\right) \phi\left(\left\|q_{j}-q_{i}\right\|_{\epsilon}-\|d\|_{\epsilon}\right) \sigma_{\epsilon}\left(q_{j}-q_{i}\right)}_{\text {Flock attraction and repulsion }} \\
& +\underbrace{\sum_{j \in \mathcal{N}_{i}} \rho_{h}\left(\frac{\left\|q_{j}-q_{i}\right\|_{\epsilon}}{\left\|r_{\mathrm{c}}\right\|_{\epsilon}}\right)\left[p_{j}-p_{i}\right]}_{\text {Velocity consensus }} .
\end{align*}
$$

For each $t \geq 0$ and each $j \in \mathcal{N}_{i}(t)$, the flock-attraction-and-repulsion term in 2.7) is such that the $i$ th agent is attracted to the $j$ th agent if $\left\|q_{j}(t)-q_{i}(t)\right\|>d$, and repelled from the $j$ th agent if $\left\|q_{j}(t)-q_{i}(t)\right\|<d$. The velocity-consensus term in (2.7) attempts to match the $i$ th agent's velocity with a weighted average of the velocities of all agents in the neighbor set.

The parameters in the control (2.7) are $\epsilon, h, a$, and $b$. Increasing $\epsilon$ decreases the strength of the flock-attraction-and-repulsion term relative to the strength of the velocity-consensus term. Increasing $h$ increases the rate of change of $\rho_{h}$. Increasing $a$ increases the strength of attraction relative to the strength of repulsion and velocity consensus. Increasing $b$ increases the strength of repulsion relative to the strength of attraction and velocity consensus.

Theorem 1 of [1] provides conditions such that the agents with dynamics (2.1], (2.2) and control $u_{i}=v_{i}$ form at least one flock. However, the control $u_{i}=v_{i}$ can cause fragmentation, that is, $u_{i}=v_{i}$ can result in multiple flocks rather than a single flock. Thus, the control $u_{i}=v_{i}$ may violate (F3), In contrast, [1, Algorithm 2] is shown to force the agents in $\mathcal{I}$ to flock without fragmentation. However, [1, Algorithm 2] relies on a centralized flock leader whose position and velocity are known by each agent and is used in each agent's control. Neither [1, Algorithm 1] nor [1, Algorithm 2] address destination seeking and thus cannot be used to achieve (O2).

### 2.4 Flocking and Destination Seeking

We present a control that combines flock-attraction-and-repulsion and velocityconsensus terms with additional terms to achieve (O1) and (O2). For all $t \geq 0$, define the attraction set

$$
\mathcal{A}_{i}(t) \triangleq\left\{j \in \mathcal{I} \backslash\{i\}: d \leq\left\|q_{j}(t)-q_{i}(t)\right\|<r_{\mathrm{c}}\right\} \subseteq \mathcal{N}_{i}(t),
$$

which is the set of agents whose distances from the $i$ th agent are between the flock and communication radii. Define

$$
\begin{equation*}
A_{i}(q) \triangleq \sum_{j \in \mathcal{A}_{i}} \rho_{h}\left(\frac{\left\|q_{j}-q_{i}\right\|_{\epsilon}}{\left\|r_{\mathrm{c}}\right\|_{\epsilon}}\right) \phi\left(\left\|q_{j}-q_{i}\right\|_{\epsilon}-\|d\|_{\epsilon}\right) \sigma_{\epsilon}\left(q_{j}-q_{i}\right), \tag{2.8}
\end{equation*}
$$

which has the same form as the flock-attraction-and-repulsion term in (2.7) except that the neighbor set $\mathcal{N}_{i}$ is replaced by the attraction set $\mathcal{A}_{i}$. Next, for all $t \geq 0$,
define the repulsion set

$$
\mathcal{R}_{i}(t) \triangleq\left\{j \in \mathcal{I} \backslash\{i\}:\left\|q_{j}(t)-q_{i}(t)\right\|<d\right\} \subseteq \mathcal{N}_{i}(t)
$$

which is the set of agents whose distances to the $i$ th agent are less than the flock radius. Define

$$
\begin{equation*}
R_{i}(q) \triangleq \sum_{j \in \mathcal{R}_{i}} \rho_{h}\left(\frac{\left\|q_{j}-q_{i}\right\|_{\epsilon}}{\left\|r_{\mathrm{c}}\right\|_{\epsilon}}\right) \phi\left(\left\|q_{j}-q_{i}\right\|_{\epsilon}-\|d\|_{\epsilon}\right) \sigma_{\epsilon}\left(q_{j}-q_{i}\right), \tag{2.9}
\end{equation*}
$$

which has the same form as the flock-attraction-and-repulsion term in (2.7) except that the neighbor set $\mathcal{N}_{i}$ is replaced by the repulsion set $\mathcal{R}_{i}$. For all $t \geq 0, \mathcal{A}_{i}(t) \cup \mathcal{R}_{i}(t)=$ $\mathcal{N}_{i}(t)$, and $A_{i}(q)+R_{i}(q)$ is equal to the flock-attraction-and-repulsion term in (2.7). Next, define

$$
\begin{equation*}
C_{i}(q, p) \triangleq \sum_{j \in \mathcal{N}_{i}} \rho_{h}\left(\frac{\left\|q_{j}-q_{i}\right\|_{\epsilon}}{\left\|r_{\mathrm{c}}\right\|_{\epsilon}}\right)\left[p_{j}-p_{i}\right] \tag{2.10}
\end{equation*}
$$

which is the velocity-consensus term in (2.7). Therefore, $v_{i}(q, p)=A_{i}(q)+R_{i}(q)+$ $C_{i}(q, p)$.

Let $r_{\alpha} \in\left[0, r_{\beta}\right]$, and for all $t \geq 0$, we say that the $i$ th agent is close to its destination if $\left\|\xi_{i}-q_{i}(t)\right\| \leq r_{\alpha}$. Let $\mu:[0, \infty) \rightarrow[0,1]$ be a continuous function that satisfies the following properties:
(M1) If $\eta \geq r_{\beta}$, then $\mu(\eta)=1$.
(M2) If $\eta<r_{\alpha}$, then $\mu(\eta)=0$.
(M3) $\partial \mu(\|x\|) / \partial x$ is continuous on $\mathbb{R}^{m}$.
If $r_{\beta}>r_{\alpha} \geq 0$, then an example $\mu$ that satisfies (M1)-(M3) is

$$
\mu(\eta)= \begin{cases}0, & \text { if } \eta \leq r_{\alpha}  \tag{2.11}\\ \frac{1}{2}+\frac{1}{2} \cos \pi \frac{r_{\beta}^{2}-\eta^{2}}{r_{\beta}^{2}-r_{\alpha}^{2}}, & \text { if } r_{\alpha}<\eta<r_{\beta} \\ 1, & \text { if } \eta \geq r_{\beta}\end{cases}
$$

which is shown in Figure 2.1. Note that if $r_{\alpha}=r_{\beta}=0$, then (M1) implies that $\mu=1$.
For all $t \geq 0$, define $z_{i}(t) \triangleq \xi_{i}-q_{i}(t)$, which is the vector from the $i$ th agent to its destination. If the $i$ th agent is far from its destination, then the $i$ th agent's objective is to flock with nearby agents. In contrast, if the $i$ th agent is close to its destination, then the $i$ th agent's objective is not to flock but rather to reach its destination.

The following result considers a control that consists of the flock attraction $\mu\left(\left\|z_{i}\right\|\right) A_{i}(q)$, flock repulsion $R_{i}(q)$, and velocity consensus $\mu\left(\left\|z_{i}\right\|\right) C_{i}(q, p)$. The result is confirmed by direct calculation.

Proposition 1. Consider (2.1) and (2.2), where for all $t \geq 0$,

$$
\begin{equation*}
u_{i}\left(q(t), p(t), z_{i}(t)\right)=\mu\left(\left\|z_{i}(t)\right\|\right) A_{i}(q(t))+R_{i}(q(t))+\mu\left(\left\|z_{i}(t)\right\|\right) C_{i}(q(t), p(t)) \tag{2.12}
\end{equation*}
$$

Then, the following statements hold:


Figure 2.1: An example $\mu:[0, \infty) \rightarrow[0,1]$ that satisfies (M1)-(M3).
(a) If $\left\|z_{i}(t)\right\| \geq r_{\beta}$, then $u_{i}\left(q(t), p(t), z_{i}(t)\right)=v_{i}(q(t), p(t))$.
(b) If $\left\|z_{i}(t)\right\|<r_{\alpha}$, then $u_{i}\left(q(t), p(t), z_{i}(t)\right)=R_{i}(q(t))$.
(c) $u_{i}\left(q, p, z_{i}\right)$ is continuously differentiable on $\mathbb{R}^{m n} \times \mathbb{R}^{m n} \times \mathbb{R}^{m}$.

Part (a) states that if the $i$ th agent is far from its destination, then (2.12) is equivalent to (2.7). Part (b) states that if the $i$ th agent is close to its destination, then (2.12) consists of only flock repulsion. Thus, if $\left\|z_{i}(t)\right\|<r_{\alpha}$, then the $i$ th agent is neither attracted to nor matches velocities with nearby agents.

We now describe two additional desired properties for the agents in $\mathcal{I}$. Let $r_{2}>r_{1}>$ 0 . If $\left\|z_{i}(t)\right\|>r_{2}$, then we want the $i$ th agent's speed $\left\|p_{i}(t)\right\|$ to tend to the flocking speed $p_{\mathrm{f}}>0$. In contrast, if $\left\|z_{i}(t)\right\| \leq r_{1}$, then we want the $i$ th agent to approach its destination. Specifically, if $\left\|z_{i}(t)\right\| \leq r_{1}$, then we want $q_{i}$ to satisfy the differential equation

$$
\begin{equation*}
\ddot{y}_{i}(t)+2 \zeta \omega_{\mathrm{n}} \dot{y}_{i}(t)+\omega_{\mathrm{n}}^{2} y_{i}(t)=\omega_{\mathrm{n}}^{2} \xi_{i}, \tag{2.13}
\end{equation*}
$$

where $y_{i}(t) \in \mathbb{R}^{m}, \omega_{\mathrm{n}}>0$, and $\zeta>0$.
To achieve these properties, we consider a control that includes destination-seeking and damping terms. Let $\gamma \in\left(0, \omega_{\mathrm{n}}^{2} r_{1}\right)$, and consider $\nu:[0, \infty) \rightarrow\left(0, \omega_{\mathrm{n}}^{2}\right]$ defined by

$$
\nu(\eta) \triangleq \begin{cases}\omega_{\mathrm{n}}^{2}, & \text { if } \eta \leq r_{1}  \tag{2.14}\\ \frac{1}{2}\left(\omega_{\mathrm{n}}^{2}+\frac{\gamma}{\eta}\right)-\frac{1}{2}\left(\omega_{\mathrm{n}}^{2}-\frac{\gamma}{\eta}\right) \cos \pi \frac{r_{2}^{2}-\eta^{2}}{r_{2}^{2}-r_{1}^{2}}, & \text { if } r_{1}<\eta<r_{2} \\ \frac{\gamma}{\eta}, & \text { if } \eta \geq r_{2}\end{cases}
$$

which is continuously differentiable on $[0, \infty)$ and shown in Figure 2.2. We use the destination-seeking control $\nu\left(\left\|z_{i}\right\|\right) z_{i}$ to attract the $i$ th agent to its destination.


Figure 2.2: A plot of $\nu:[0, \infty) \rightarrow\left(0, \omega_{\mathrm{n}}^{2}\right]$, which is continuously differentiable on $[0, \infty)$. For all $\eta \leq r_{1}, \nu(\eta)=\omega_{\mathrm{n}}^{2}$, and for all $\eta \geq r_{2}, \nu(\eta)=\gamma / \eta$.

Next, consider $\kappa:[0, \infty) \rightarrow(-\infty, 0)$ defined by

$$
\kappa(\eta) \triangleq \begin{cases}-2 \zeta \omega_{\mathrm{n}}, & \text { if } \eta \leq r_{1}  \tag{2.15}\\ -\frac{1}{2}\left(2 \zeta \omega_{\mathrm{n}}+\frac{\gamma}{p_{\mathrm{f}}}\right)-\frac{1}{2}\left(2 \zeta \omega_{\mathrm{n}}-\frac{\gamma}{p_{\mathrm{f}}}\right) \cos \pi \frac{r_{2}^{2}-\eta^{2}}{r_{2}^{2}-r_{1}^{2}}, & \text { if } r_{1}<\eta<r_{2} \\ -\frac{\gamma}{p_{\mathrm{f}}}, & \text { if } \eta \geq r_{2}\end{cases}
$$

which is continuously differentiable on $[0, \infty)$ and shown in Figure 2.3. We use the damping control $\kappa\left(\left\|z_{i}\right\|\right) p_{i}$ to oppose the velocity $p_{i}$.


Figure 2.3: A plot of $\kappa:[0, \infty) \rightarrow(-\infty, 0)$, which is continuously differentiable on $[0, \infty)$. For all $\eta \leq r_{1}, \kappa(\eta)=-2 \zeta \omega_{\mathrm{n}}$, and for all $\eta \geq r_{2}, \kappa(\eta)=-\gamma / p_{\mathrm{f}}$.

Define

$$
\xi \triangleq\left[\begin{array}{c}
\xi_{1} \\
\vdots \\
\xi_{n}
\end{array}\right]
$$

The following result demonstrates that a control composed of destination seeking $\nu\left(\left\|z_{i}\right\|\right) z_{i}$ and damping $\kappa\left(\left\|z_{i}\right\|\right) p_{i}$ forces the $i$ th agent's position $q_{i}$ to converge asymptotically to its destination $\xi_{i}$.

Proposition 2. Consider (2.1) and (2.2), where for all $t \geq 0$,

$$
\begin{equation*}
u_{i}\left(z_{i}(t), p_{i}(t)\right)=\nu\left(\left\|z_{i}(t)\right\|\right) z_{i}(t)+\kappa\left(\left\|z_{i}(t)\right\|\right) p_{i}(t) . \tag{2.16}
\end{equation*}
$$

Then, the following statements hold:
(a) $(q(t), p(t)) \equiv(\xi, 0)$ is a globally asymptotically stable equilibrium of (2.1), 2.2), and (2.16).
(b) There exists $t_{1}>0$ such that for all $t \geq t_{1},\left\|z_{i}(t)\right\| \leq r_{1}$ and $q_{i}(t)$ satisfies

$$
\ddot{q}_{i}(t)+2 \zeta \omega_{\mathrm{n}} \dot{q}_{i}(t)+\omega_{\mathrm{n}}^{2} q_{i}(t)=\omega_{\mathrm{n}}^{2} \xi_{i} .
$$

(c) Assume $\left\|z_{i}(0)\right\|>r_{2}$. Then, there exists $t_{0}>0$ such that for all $t \in\left[0, t_{0}\right)$,

$$
u_{i}\left(z_{i}(t), p_{i}(t)\right)=\frac{\gamma}{\left\|z_{i}(t)\right\|} z_{i}(t)-\frac{\gamma}{p_{\mathrm{f}}} p_{i}(t) .
$$

(d) $u_{i}\left(z_{i}, p_{i}\right)$ is continuously differentiable on $\mathbb{R}^{m} \times \mathbb{R}^{m}$.

Part (b) states that there exists a time after which an agent approaches its destination with the dynamics (2.13) of a damped oscillator. If an agent's initial position is greater than $r_{2}$ from its destination, then part (c) provides an expression for the destination-seeking-and-damping control.

If $\left\|z_{i}(t)\right\|>r_{2}$, then (2.14) and (2.15) imply that (2.16) is equivalent to $u_{i}\left(z_{i}(t), p_{i}(t)\right)=$ $\gamma z_{i}(t) /\left\|z_{i}(t)\right\|-\gamma p_{i}(t) / p_{\mathrm{f}}$. In this case, it follows from (2.2) that $p_{i}(t)$ satisfies

$$
\begin{equation*}
\dot{p}_{i}(t)=-\frac{\gamma}{p_{\mathrm{f}}} p_{i}(t)+\frac{\gamma}{\left\|z_{i}(t)\right\|} z_{i}(t), \tag{2.17}
\end{equation*}
$$

which can be viewed as a linear time-invariant differential equation with the bounded input $\gamma z_{i}(t) /\left\|z_{i}(t)\right\|$. If the destination $\xi_{i}$ is infinitely far from the position $q_{i}$ (i.e., $\left.\left\|z_{i}\right\|=\infty\right)$, then $z_{i} /\left\|z_{i}\right\|$ is a constant unit vector. In this case, (2.17) implies that $p_{i}(t)$ tends toward $p_{\mathrm{f}} z_{i}(t) /\left\|z_{i}(t)\right\|$, and the speed $\left\|p_{i}(t)\right\|$ tends toward $p_{\mathrm{f}}$. Thus, if $\left\|z_{i}(t)\right\|$ is sufficiently large, then the $i$ th agent has forces that drive its speed $\left\|p_{i}(t)\right\|$ toward $p_{\mathrm{f}}$.

We now combine the flock-attraction, flock-repulsion, velocity-consensus, destinationseeking, and damping terms to form the control

$$
u_{i}\left(q, p, z_{i}\right)=\underbrace{\mu\left(\left\|z_{i}\right\|\right) A_{i}(q)}_{\text {Flock attraction }}+\underbrace{R_{i}(q)}_{\begin{array}{c}
\text { Flock } \\
\text { repulsion }
\end{array}}+\underbrace{\mu\left(\left\|z_{i}\right\|\right) C_{i}(q, p)}_{\begin{array}{c}
\text { Velocity } \\
\text { consensus }
\end{array}}
$$

$$
+\underbrace{\nu\left(\left\|z_{i}\right\|\right) z_{i}}_{\begin{array}{c}
\text { Destination }  \tag{2.18}\\
\text { seeking }
\end{array}}+\underbrace{\kappa\left(\left\|z_{i}\right\|\right) p_{i}}_{\text {Damping }}
$$

Since (2.18) is the sum of the controllers in Propositions 1 and 2 , it follows that 2.18) is continuously differentiable on $\mathbb{R}^{m n} \times \mathbb{R}^{m n} \times \mathbb{R}^{m}$. In addition, we note that flock attraction, flock repulsion, and destination seeking are bounded.

The parameters of $u_{i}$ are $\epsilon, h, a, b, r_{\alpha}, r_{\beta}, \mu, r_{1}, r_{2}, \gamma, p_{\mathrm{f}}, \zeta$, and $\omega_{\mathrm{n}}$, where the first 6 parameters and the function $\mu$ apply to the flock-attraction, flock-repulsion, and velocity-consensus terms, and the latter 6 parameters apply to the destination-seeking and damping terms. Note that $\epsilon, h, a$, and $b$ are discussed in Section 2.3. We now discuss $r_{\alpha}, r_{\beta}, \mu, r_{1}, r_{2}, \gamma, p_{\mathrm{f}}, \zeta$, and $\omega_{\mathrm{n}}$.

The radii $r_{\alpha}, r_{\beta}, r_{1}$, and $r_{2}$ determine the $i$ th agent's control behavior for specific distances from its destination $\xi_{i}$. If $\left\|z_{i}(t)\right\|>r_{\beta}$, then the $i$ th agent and nearby agents attempt to flock. If $\left\|z_{i}(t)\right\| \leq r_{\alpha}$, then the $i$ th agent is repelled from nearby agents but does not attempt to flock. If $\left\|z_{i}(t)\right\|>r_{2}$, then the $i$ th agent has forces that drive its speed $\left\|p_{i}(t)\right\|$ toward $p_{\mathrm{f}}$. If $\left\|z_{i}(t)\right\| \leq r_{1}$, then the $i$ th agent has forces that make it behave like the damped oscillator. While $r_{1}=r_{\alpha}$ and $r_{2}=r_{\beta}$ is an intuitive choice, this is not required.

The function $\mu$ determines the strength of flock attraction and velocity consensus relative to flock repulsion, destination seeking, and damping. If $\mu\left(\left\|z_{i}(t)\right\|\right)=1$, then the combination of flock-attraction, flock-repulsion, and velocity-consensus terms in (2.18) is equal to the combination of flock-attraction-and-repulsion and velocityconsensus terms in (2.7). As $\mu\left(\left\|z_{i}(t)\right\|\right)$ decreases, the strength of flock attraction and velocity consensus decreases relative to flock repulsion, destination seeking, and damping. If $\mu\left(\left\|z_{i}(t)\right\|\right)=0$, then the flock-attraction and velocity-consensus terms are zero.

For $\left\|z_{i}(t)\right\| \geq r_{2}, \gamma$ is the magnitude of the destination-seeking term $\nu\left(\left\|z_{i}(t)\right\|\right) z_{i}(t)$. In this case, increasing $\gamma$ increases the $i$ th agent's attraction to its destination. For $\left\|z_{i}(t)\right\| \geq r_{2}$, increasing $\gamma$ also increases the rate at which the $i$ th agent's speed $\left\|p_{i}(t)\right\|$ tends to $p_{\mathrm{f}}$. The flocking speed $p_{\mathrm{f}}$, which is the desired speed of agents, can be chosen for a variety of reasons such as fuel or time constraints.

Finally, $\zeta$ and $\omega_{\mathrm{n}}$ are the damping ratio and natural frequency of the dynamics (2.13) that govern the desired behavior of an agent when it's near its destination.

### 2.5 Flocking Analysis

In this section, we analyze the flocking behavior of agents with control (2.18). Since (2.18) is designed to drive each agent to its destination, the agents flock over at most a finite time interval before approaching their destinations. To analyze flocking, we impose assumptions on the destinations so that we can use asymptotic analysis to examine flocking. In particular, we impose assumptions that preclude agents from reaching their destinations, and thus allow us to demonstrate flocking with asymptotic analysis.

To analyze asymptotic flocking, we could consider destinations $\xi_{1}, \ldots, \xi_{n}$ that are infinitely far from the initial positions $q_{1}(0), \ldots, q_{n}(0)$. However, in this case, $z_{i}=\xi_{i}-q_{i}$ is not well defined. Instead, we impose the following assumptions regarding the agents' destinations:
(A1) All agents have the same destination, and this destination moves with constant velocity $\chi \in \mathbb{R}^{m}$, where $\|\chi\|=p_{\mathrm{f}}$.
(A2) For all $t \geq 0,\left\|z_{i}(t)\right\|>\max \left\{r_{\beta}, r_{2}\right\}$.
These assumptions are used for flocking analysis only and apply only to this section of the chapter. We refer to (A1) as the moving-destination assumption. Assumption (A2) combined with (M1), (2.14), and 2.15) implies that $\mu\left(\left\|z_{i}(t)\right\|\right)=1$, $\nu\left(\left\|z_{i}(t)\right\|\right) z_{i}(t)=\gamma z_{i}(t) /\left\|z_{i}(t)\right\|$, and $\kappa\left(\left\|z_{i}(t)\right\|\right)=-\gamma / p_{\mathrm{f}}$. Thus, (A2) implies that the control (2.18) depends on the direction $z_{i}(t) /\left\|z_{i}(t)\right\|$ but not the distance $\left\|z_{i}(t)\right\|$. Therefore, the control (2.18) with the moving-destination assumption (A1) is equivalent to the control (2.18) with a non-moving destination that is infinitely far from the initial positions. Thus, (A1) and (A2) are in some sense equivalent to an infinitely far non-moving destination. Asymptotic flocking under (A1) and (A2) suggests that if the initial positions $q_{1}(0), \ldots, q_{n}(0)$ are sufficiently far from the destinations $\xi_{1}, \ldots, \xi_{n}$, and the destinations are sufficiently close together relative to the distances $\left\|z_{1}\right\|, \ldots,\left\|z_{n}\right\|$, then the agents flock over a finite time interval.

It follows from (A1) that the destination dynamics are $\dot{\xi}_{i}(t)=\chi$, where $\xi_{i}(t) \in \mathbb{R}^{m}$ is the $i$ th agent's destination, $\xi_{i}(0) \in \mathbb{R}^{m}$ is the initial position, and $\xi_{1}(0)=\cdots=\xi_{n}(0)$. For all $t \geq 0$, define $w_{i}(t) \triangleq \dot{z}_{i}(t)=\chi-p_{i}(t)$. Thus, 2.1) and (2.2) imply that for all $t \geq 0$,

$$
\begin{align*}
\dot{z}_{i}(t) & =w_{i}(t)  \tag{2.19}\\
\dot{w}_{i}(t) & =-u_{i}(t) . \tag{2.20}
\end{align*}
$$

For all $t \geq 0$, define

$$
z(t) \triangleq\left[\begin{array}{c}
z_{1}(t) \\
\vdots \\
z_{n}(t)
\end{array}\right], \quad w(t) \triangleq\left[\begin{array}{c}
w_{1}(t) \\
\vdots \\
w_{n}(t)
\end{array}\right] .
$$

We use Lyapunov-like analysis to examine the asymptotic properties of (2.1), (2.2), and (2.18) under (A1) and (A2). Consider $\psi:[0, \infty) \rightarrow[0, \infty)$ defined by

$$
\begin{equation*}
\psi(\eta) \triangleq \int_{\|d\|_{\epsilon}}^{\eta} \rho_{h}\left(\frac{s}{\left\|r_{\mathrm{c}}\right\|_{\epsilon}}\right) \phi\left(s-\|d\|_{\epsilon}\right) \mathrm{d} s . \tag{2.21}
\end{equation*}
$$

If $\eta=\|d\|_{\epsilon}$, then $\psi(\eta)=0$; otherwise, $\psi(\eta)>0$. Furthermore, consider $\psi_{\mathbf{s}}: \mathbb{R}^{m n} \rightarrow$ $[0, \infty)$ defined by

$$
\begin{equation*}
\psi_{\mathbf{s}}(q) \triangleq \frac{1}{2} \sum_{(i, j) \in \mathcal{P}} \psi\left(\left\|q_{j}-q_{i}\right\|_{\epsilon}\right) \tag{2.22}
\end{equation*}
$$

If for all $(i, j) \in \mathcal{P},\left\|q_{j}-q_{i}\right\|=d$, then $\psi_{\mathbf{s}}(q)=0$; otherwise, $\psi_{\mathbf{s}}(q)>0$. Consider the Lyapunov-like function $W: \mathbb{R}^{m n} \times \mathbb{R}^{m n} \rightarrow[0, \infty)$ defined by

$$
\begin{equation*}
W(z, w) \triangleq \psi_{\mathbf{s}}(z)+\left[\sum_{i \in \mathcal{I}} \gamma\left\|z_{i}\right\|-\frac{\gamma}{p_{\mathrm{f}}} \chi^{\mathrm{T}} z_{i}\right]+\frac{1}{2}\|w\|^{2} . \tag{2.23}
\end{equation*}
$$

Since $\|\chi\|=p_{\mathrm{f}}$, it follows that

$$
\sum_{i \in \mathcal{I}} \gamma\left\|z_{i}\right\|-\frac{\gamma}{p_{\mathrm{f}}} \chi^{\mathrm{T}} z_{i} \geq \sum_{i \in \mathcal{I}} \gamma\left\|z_{i}\right\|-\frac{\gamma}{p_{\mathrm{f}}}\|\chi\|\left\|z_{i}\right\|=0 .
$$

Since, in addition, $\psi_{\mathrm{s}} \geq 0$, it follows that for all $(z, w) \in \mathbb{R}^{m n} \times \mathbb{R}^{m n}, W(z, w) \geq 0$. If for all $(i, j) \in \mathcal{P},\left\|z_{j}-z_{i}\right\|=d, \chi^{\mathrm{T}} z_{i}=p_{\mathrm{f}}\left\|z_{i}\right\|$, and $w_{i}=0$, then $W(z, w)=0$; otherwise, $W(z, w)>0$.

The following result provides sufficient conditions such that the agents do not collide; all agents match velocity; the maximum distance between any 2 agents is asymptotically bounded by $d(n-1)$; and the derivative of $\psi_{\mathrm{s}}$ along the trajectories of (2.18) - 2.20 ) tends to 0 . The proof is in Section 2.10 .

Theorem 1. Consider the closed-loop system (2.18)-(2.20), where the initial conditions are $z_{i}(0) \in \mathbb{R}^{m}$ and $w_{i}(0) \in \mathbb{R}^{m}$. Assume (A1) and (A2) hold. Then, the following statements hold:
(a) If $W(z(0), w(0))<\psi\left(\left\|\delta_{\mathrm{c}}\right\|_{\epsilon}\right)$, then for all $(i, j) \in \mathcal{P}$ and all $t \geq 0,\left\|q_{j}(t)-q_{i}(t)\right\|>$ $\delta_{\mathrm{c}}$.
(b) $\lim _{t \rightarrow \infty} p_{i}(t)=\chi$.
(c) Assume $r_{\mathrm{c}}$ is such that for all $(i, j) \in \mathcal{P}$ and all $t \geq 0,\left\|r_{\mathrm{c}}\right\|_{\epsilon}>\left\|q_{j}(t)-q_{i}(t)\right\|_{\epsilon} / h$. Then, for all $\delta>0$ there exists $t_{1} \geq 0$ such that for all $t \geq t_{1}, \max _{(i, j) \in \mathcal{P}} \| q_{j}(t)-$ $q_{i}(t) \| \leq d(n-1)+\delta$.
(d) $\left.\lim _{t \rightarrow \infty} \frac{\partial \psi_{\mathrm{s}}(z)}{\partial z}\right|_{z=z(t)}=0$.
(e) $\lim _{t \rightarrow \infty} u_{i}\left(q(t), p(t), z_{i}(t)\right)=0$.
(f) $\lim _{t \rightarrow \infty}\left[A_{i}(q(t))+R_{i}(q(t))\right]=0$.
(g) $\lim _{t \rightarrow \infty} \frac{z_{i}(t)}{\left\|z_{i}(t)\right\|}=\frac{\chi}{p_{\mathrm{f}}}$.

Part (a) states that if $W(z(0), w(0))<\psi\left(\left\|\delta_{\mathrm{c}}\right\|_{\epsilon}\right)$, then there are no collisions, which implies (F1). Part (b) states that every agent's velocity tends to $\chi$. Therefore, the difference in velocity between any 2 agents tends to zero, which implies (F2). Part (c) states that if the communication radius $r_{\mathrm{c}}$ is sufficiently large, then the maximum distance between any 2 agents is asymptotically bounded by $d(n-1)$, which implies (F3). Part (d) states that the derivative of $\psi_{\mathrm{s}}$ along the trajectories of 2.18)-2.20)
tends to 0 . Thus, the asymptotic configuration of agents is a critical point of $\psi_{\mathrm{s}}$. Furthermore, [1, Lemma 3] shows that if $r_{\mathrm{c}} / d$ is sufficiently small and the asymptotic configuration of the agents in $\mathcal{I}$ minimizes $\psi_{\mathrm{s}}$, then that configuration satisfies (F4), Part (e) states that the control tends to 0. Part (f) states that the sum of flock attraction and flock repulsion of each agent tends to 0 . Part (g) states that the direction of $z_{i}(t)$ tends to the direction of the destination velocity $\chi$.

Part (a) of Theorem 1 provides a sufficient condition on $z(0)$ and $w(0)$ such that there are no collisions. If $q(0)$ is close to a flocking formation (i.e., a minimum of $\left.\psi_{\mathrm{s}}\right), p(0)$ is close to the destination velocity $\chi$ (i.e., $w(0) \approx 0$ ), and $\chi^{\mathrm{T}} z_{i} \approx p_{\mathrm{f}}\left\|z_{i}\right\|$, then $W(z(0), w(0))$ is close to its minimum. In this case, $W(z(0), w(0))$ tends to satisfy $W(z(0), w(0))<\psi\left(\left\|\delta_{\mathrm{c}}\right\|_{\epsilon}\right)$, and part (a) of Theorem 1 implies that there are no collisions. We note that the upper bound $\psi\left(\left\|\delta_{c}\right\|_{\epsilon}\right)$ in part (a) tends to increase as the repulsion parameter $b$ increases. Numerical testing suggests that for initial conditions $z(0)$ and $w(0)$, where $W(z(0), w(0))$ is not near its minimum, selecting the repulsion parameter $b$ sufficiently large tends to result in $W(z(0), w(0))$ and $\psi\left(\left\|\delta_{\mathrm{c}}\right\|_{\epsilon}\right)$ that satisfy $W(z(0), w(0))<\psi\left(\left\|\delta_{c}\right\|_{\epsilon}\right)$; in this case, part (a) implies that there are no collisions. We also note that $W(z(0), w(0))<\psi\left(\left\|\delta_{\mathrm{c}}\right\|_{\epsilon}\right)$ is a sufficient-but-not-necessary condition such that there are no collisions. In fact, numerical testing suggests that for many initial conditions $z(0)$ and $w(0)$, where $W(z(0), w(0)) \geq \psi\left(\left\|\delta_{\mathrm{c}}\right\|_{\epsilon}\right)$, there are no collisions.

### 2.6 Destination-Seeking Analysis

In this section, we analyze the asymptotic properties of (2.1), (2.2), and (2.18) without (A1) and (A2). We provide a sufficient condition such that agents approach a subset of the closed-loop equilibria of (2.1), (2.2), and (2.18). We also provide a sufficient condition such that agents approach their destinations asymptotically. Define

$$
u(q, p) \triangleq\left[\begin{array}{c}
u_{1}\left(q, p, \xi_{1}-q_{1}\right) \\
\vdots \\
u_{n}\left(q, p, \xi_{n}-q_{i}\right)
\end{array}\right]
$$

where $u_{i}$ is given by (2.18).
The set of closed-loop equilibria of (2.1), (2.2), and (2.18) is

$$
\mathcal{E} \triangleq\left\{\left(q_{\mathrm{e}}, p_{\mathrm{e}}\right) \in \mathbb{R}^{m n} \times \mathbb{R}^{m n}: p_{\mathrm{e}}=0 \text { and } u\left(q_{\mathrm{e}}, 0\right)=0\right\} .
$$

Figure 2.4 shows 4 types of equilibria for $n=2$. In Figure $2.4(\mathrm{a}), q(t) \equiv \xi$, and all terms in $u$ are zero. In Figure 2.4(b), the sum of flock attraction and destination seeking is zero, that is, $\mu\left(\left\|z_{i}\right\|\right) A_{i}(q)+\nu\left(\left\|z_{i}\right\|\right) z_{i}=0$, and all other terms in $u$ are zero. In Figure 2.4(c) and 2.4(d), the sum of flock repulsion and destination seeking is zero, that is, $R_{i}(q)+\nu\left(\left\|z_{i}\right\|\right) z_{i}=0$, and all other terms in $u$ are zero. For $n \geq 2$, the closed-loop system (2.1), (2.2), and (2.18) has equilibria that consist of combinations of the 4 types shown in Figure 2.4.


Figure 2.4: Four types of equilibria for $n=2$. Agents are shown by $\bigcirc s$, and destinations are shown by $\times \mathrm{s}$. In $(\mathrm{a}), q(t) \equiv \xi$, and all terms in $u$ are zero. In (b), the sum of flock attraction and destination seeking is zero, and all other terms in $u$ are zero. In (c) and (d), the sum of flock repulsion and destination seeking is zero, and all other terms in $u$ are zero.

Figure 2.4 shows that $(\xi, 0)$ is not the only closed-loop equilibria of (2.1), (2.2), and (2.18). In fact, $(\xi, 0)$ may not be in $\mathcal{E}$. Define

$$
r_{\gamma} \triangleq \begin{cases}d, & \text { if } r_{\alpha} \in(0, d]  \tag{2.24}\\ r_{\alpha}, & \text { if } r_{\alpha} \in\left(d, r_{\mathrm{c}}\right) \\ r_{\mathrm{c}}, & \text { if } r_{\alpha} \in\{0\} \cup\left[r_{\mathrm{c}}, \infty\right)\end{cases}
$$

The radius $r_{\gamma}$ is such that if all agents are at their destinations and the destinations are at least $r_{\gamma}$ apart, then flock attraction, flock repulsion, and velocity consensus are 0 . The following result provides a sufficient condition such that $(\xi, 0) \in \mathcal{E}$. The proof is in Section 2.11.

Lemma 1. If for all $(i, j) \in \mathcal{P},\left\|\xi_{j}-\xi_{i}\right\| \in\{d\} \cup\left[r_{\gamma}, \infty\right)$, then $(\xi, 0) \in \mathcal{E}$.
The following result provides a sufficient condition such that all agents asymptotically approach their destinations. This result is a consequence of Proposition 2, and the proof is in Section 2.12.

Theorem 2. Consider the closed-loop system (2.1), (2.2), and (2.18), where for all $(i, j) \in \mathcal{P},\left\|\xi_{j}-\xi_{i}\right\| \geq r_{\gamma}$, and define $r_{\delta} \triangleq \frac{1}{2}\left(\min _{(i, j) \in \mathcal{P}}\left\|\xi_{j}-\xi_{i}\right\|-d\right) \geq 0$. Assume there exists $t_{0} \geq 0$ such that for all $t \geq t_{0}$ and all $i \in \mathcal{I}$, at least one of the following conditions holds:
(a) For all $j \in \mathcal{I} \backslash\{i\},\left\|q_{j}(t)-q_{i}(t)\right\|>r_{\mathrm{c}}$.
(b) $\left\|z_{i}(t)\right\|<\min \left\{r_{\alpha}, r_{\delta}\right\}$.

Then, $\lim _{t \rightarrow \infty} q(t)=\xi$ and $\lim _{t \rightarrow \infty} p(t)=0$.
Theorem 2 states that if there exists a time after which all agents are greater than $r_{\mathrm{c}}$ apart from other agents or less than $\min \left\{r_{\alpha}, r_{\delta}\right\}$ from their destinations, then all agents asymptotically approach their destinations. The assumption that there exists a time such that all agents are sufficiently far from other agents or sufficiently close to their destinations precludes agents from converging to equilibria, where nonzero flock attraction or repulsion cancel nonzero destination seeking. Examples of these types of equilibria are shown in Figure 2.4(b)-(d). If flock attraction is sufficiently small relative to destination seeking, then numerical simulations suggest that the assumption of Theorem 2 holds. To decrease flock attraction relative to destination seeking, we decrease $a$ or increase $\gamma$ and $\omega_{\mathrm{n}}$.

We now use Lyapunov-like analysis to examine the asymptotic properties of (2.1), (2.2), and (2.18) without the assumption that for sufficiently large $t \geq 0$ all agents are greater than $r_{\mathrm{c}}$ apart from other agents or less than $\min \left\{r_{\alpha}, r_{\beta}\right\}$ from their destinations. Consider the Lyapunov-like function $V: \mathbb{R}^{m n} \times \mathbb{R}^{m n} \rightarrow[0, \infty)$ defined by

$$
\begin{equation*}
V(q, p) \triangleq \psi_{\mathrm{s}}(q)+\sum_{i \in \mathcal{I}} \int_{0}^{\left\|\xi_{i}-q_{i}\right\|} \lambda \nu(\lambda) \mathrm{d} \lambda+\frac{1}{2}\|p\|^{2} . \tag{2.25}
\end{equation*}
$$

If for all $(i, j) \in \mathcal{P},\left\|\xi_{j}-\xi_{i}\right\|=d, q_{i}=\xi_{i}$, and $p_{i}=0$, then $V(q, p)=0$; otherwise, $V(q, p)>0$. Note that $V(q, p)$ has multiple minimizers.

The following result provides a sufficient condition such that $(q(t), p(t)) \equiv(\xi, 0)$ is a locally asymptotically equilibrium of (2.1), (2.2), and (2.18), and the agents do not collide. This result also shows that $(q(t), p(t))$ converges to a subset of $\mathcal{E}$. The proof is in Section 2.12.

Theorem 3. Consider the closed-loop system (2.1), (2.2), and (2.18), and let $r_{\alpha}=r_{\beta}=0$. Then, the following statements hold:
(a) Assume that for all $(i, j) \in \mathcal{P},\left\|\xi_{j}-\xi_{i}\right\|>r_{\mathrm{c}}$. Then, $(q(t), p(t)) \equiv(\xi, 0)$ is a locally asymptotically stable equilibrium of (2.1), 2.2), and (2.18).
(b) For all $q(0) \in \mathbb{R}^{m n}$ and all $p(0) \in \mathbb{R}^{m n},(q(t), p(t))$ converges to the set $\mathcal{M} \triangleq$ $\{(q, p) \in \mathcal{E}: V(q, p) \leq V(q(0), p(0))\}$.
(c) If $V(q(0), p(0))<\psi\left(\left\|\delta_{\mathrm{c}}\right\|_{\epsilon}\right)$, then for all $(i, j) \in \mathcal{P}$ and all $t \geq 0,\left\|q_{j}(t)-q_{i}(t)\right\|>$ $\delta_{\mathrm{c}}$.

Part (a) states that if all destinations are at least $r_{\mathrm{c}}$ apart from one another, then $(q(t), p(t)) \equiv(\xi, 0)$ is a locally asymptotically stable equilibrium of (2.1), (2.2), and (2.18). Part (b) states that, for all initial conditions, $(q, p)$ converges to $\mathcal{M}$, which is a subset of $\mathcal{E}$. Therefore, all agents tend to zero velocity and zero control. Part (c) states that if $V(q(0), p(0))<\psi\left(\left\|\delta_{\mathrm{c}}\right\|_{\epsilon}\right)$, then there are no collisions. Part (c) provides a sufficient condition such that there are no collisions. The condition in part (c) is not necessary.

### 2.7 Numerical Examples

In this section, we present examples that demonstrate the control 2.18). Unless otherwise stated, $\delta_{\mathrm{c}}=0.5 \mathrm{~m}, d=15 \mathrm{~m}, r_{\mathrm{c}}=30 \mathrm{~m}, r_{\alpha}=r_{1}=25 \mathrm{~m}, r_{\beta}=r_{2}=50 \mathrm{~m}$, $a=0.33, b=3.5, h=0.2, \epsilon=0.1, \omega_{\mathrm{n}}=0.5 \mathrm{rad} / \mathrm{s}, p_{\mathrm{f}}=20 \mathrm{~m} / \mathrm{s}, \gamma=5 \mathrm{~m} / \mathrm{s}^{2}$, and $\mu$ is given by (2.11). Let $\hat{e}_{k} \in \mathbb{R}^{1 \times m}$ be the $k$ th row of the $m \times m$ identity matrix.

Example 4. This example shows the effect of $\gamma$. Consider $n=3$ agents, where $m=$ $2, q_{1}(0)=\left[\begin{array}{ll}0 & 8\end{array}\right]^{\mathrm{T}} \mathrm{m}, \xi_{1}=\left[\begin{array}{ll}1500 & 50\end{array}\right]^{\mathrm{T}} \mathrm{m}, q_{2}(0)=\left[\begin{array}{ll}0 & 0\end{array}\right]^{\mathrm{T}} \mathrm{m}, \xi_{2}=\left[\begin{array}{ll}2600 & 20\end{array}\right]^{\mathrm{T}}$ $\mathrm{m}, q_{3}(0)=\left[\begin{array}{ll}0 & -24\end{array}\right]^{\mathrm{T}} \mathrm{m}, \xi_{3}=\left[\begin{array}{ll}2700 & -55\end{array}\right]^{\mathrm{T}} \mathrm{m}$, and $p_{1}(0)=p_{2}(0)=p_{3}(0)=$ [ $\left.\begin{array}{ll}0 & 0\end{array}\right]^{\mathrm{T}} \mathrm{m} / \mathrm{s}$. We consider 2 cases: $\gamma=2 \mathrm{~m} / \mathrm{s}^{2}$ and $\gamma=9 \mathrm{~m} / \mathrm{s}^{2}$. Figures 2.5 and 2.6 show that as $\gamma$ decreases from $9 \mathrm{~m} / \mathrm{s}^{2}$ to $2 \mathrm{~m} / \mathrm{s}^{2}$, the agents are close together over a longer distance, take longer to approach their destinations, and tend to $p_{\mathrm{f}}=20 \mathrm{~m} / \mathrm{s}$ more slowly. In both cases, for all time the minimum interagent distance is above the collision threshold, that is, for all $t \geq 0, \min _{(i, j) \in \mathcal{P}}\left\|q_{j}(t)-q_{i}(t)\right\|>\delta_{\mathrm{c}}=0.5 \mathrm{~m}$. Thus, the agents achieve (O1) and (O2).

Example 5. This example considers a group of autonomous vehicles on a highway. Consider $n=6$ agents, where $m=2, r_{\mathrm{c}}=70 \mathrm{~m}$, and $a=0.8$. Each agent starts with 0 velocity, and the control 2.18 is turned on once another agent is less than $0.75 r_{\mathrm{c}}$ away. Figure 2.7 shows the trajectories of each agent, where the time next to each agent's initial position indicates the time at which it starts moving. While agents are far from their destinations, they flock with neighboring agents. As agents approach their destinations, they leave the flock, and the remaining agents form a new flock. Figure 2.8 shows the minimum interagent distance $\min _{(i, j) \in \mathcal{P}}\left\|q_{j}-q_{i}\right\|$ and the maximum control magnitude $\max _{i \in \mathcal{I}}\left\|u_{i}\right\|$. The minimum interagent distance is always greater than the collision radius $\delta_{c}$ and reaches a minimum of approximately $d=15 \mathrm{~m}$. The maximum control magnitude reaches a maximum of approximately $6 \mathrm{~m} / \mathrm{s}^{2}$ at $t=40 \mathrm{~s}$.

Example 6. Consider $n=20$ agents, where $m=2$, the initial velocities are all 0 , and 10 agents are distributed near $\left[\begin{array}{ll}0 & 300\end{array}\right]^{\mathrm{T}} \mathrm{m}$, while the other 10 agents are distributed near $\left[\begin{array}{cc}0 & -300\end{array}\right]^{\mathrm{T}} \mathrm{m}$. Figure 2.9 shows that initially 2 flocks are formed. Then, each flock splits into 2 flocks based on agents' destinations. Next, 2 of the flocks cross without collisions or fragmentation. Finally, all agents exit the flocks and approach their destinations. Figure 2.10 shows that the minimum interagent distance


Figure 2.5: Trajectories of $n=3$ agents for $\gamma=2 \mathrm{~m} / \mathrm{s}^{2}$ and $9 \mathrm{~m} / \mathrm{s}^{2}$. As $\gamma$ decreases from $9 \mathrm{~m} / \mathrm{s}^{2}$ to $2 \mathrm{~m} / \mathrm{s}^{2}$, agents are close together over a longer distance. The agents achieve (O1) and (O2).


Figure 2.6: Speed and magnitude of control of $n=3$ agents for $\gamma=2 \mathrm{~m} / \mathrm{s}^{2}$ and 9 $\mathrm{m} / \mathrm{s}^{2}$. As $\gamma$ decreases from $9 \mathrm{~m} / \mathrm{s}^{2}$ to $2 \mathrm{~m} / \mathrm{s}^{2}$, agents takes longer to approach their destinations and tend to $p_{\mathrm{f}}=20 \mathrm{~m} / \mathrm{s}$ more slowly. The agents achieve (O1) and (O2).


Figure 2.7: A group of $n=6$ agents that flock before they reach their destinations. Each agent starts with 0 velocity, and the control (2.18) is applied once another agent is less than $0.75 r_{\mathrm{c}}$ away. The time next to each agent's initial position indicates the time at which it starts moving. While agents are far from their destinations, they flock with neighboring agents. As agents approach their destinations, they leave the flock, and the remaining agents form a new flock.


Figure 2.8: For the trajectory shown in Figure 2.7, the minimum interagent distance $\min _{(i, j) \in \mathcal{P}}\left\|q_{j}-q_{i}\right\|$ is always greater than the collision radius $\delta_{\mathrm{c}}$ and reaches a minimum of approximately $d=15 \mathrm{~m}$, and the maximum control magnitude $\max _{i \in \mathcal{I}}\left\|u_{i}\right\|$ reaches a maximum of approximately $6 \mathrm{~m} / \mathrm{s}^{2}$ at $t=40 \mathrm{~s}$.
is always greater than the collision radius $\delta_{\mathrm{c}}$ and is at a minimum of approximately 1 m at $t=0 \mathrm{~s}$, and the maximium control magnitude is at a maximum of approximately of $44 \mathrm{~m} / \mathrm{s}^{2}$ at $t=0 \mathrm{~s}$. Thus, the agents achieve (O1) and (O2).


Figure 2.9: A group of $n=20$ agents that flock before they reach their destinations. Initially 2 flocks are formed. Then, each of those flocks splits into 2 flocks based on the agents' destinations. Next, 2 of the flocks cross without collisions or fragmentation. Finally, all agents exit the flocks and approach their destinations. Thus, the agents achieve (O1) and (O2).

Example 7. Consider $n=20$ agents, where $m=3$, all agents are distributed near $\left[\begin{array}{lll}0 & 0 & 200\end{array}\right]^{\mathrm{T}} \mathrm{m}$, and the initial velocities are distributed near $0 \mathrm{~m} / \mathrm{s}$. Figure 2.11 shows that the agents flock by $t=26 \mathrm{~s}$. Then, the agents exit the flock and approach their destinations. Figure 2.12 shows that the minimum interagent distance is always greater than the collision radius $\delta_{\mathrm{c}}$ and is at a minimum of approximately 4.4 m at $t=0 \mathrm{~s}$, and the maximum control magnitude reaches a maximum of approximately $46 \mathrm{~m} / \mathrm{s}^{2}$ at $t=0.6 \mathrm{~s}$. Thus, the agents achieve (O1) and (O2).

### 2.8 Conclusions

We presented the flocking-and-destination-seeking control (2.18) for a set of $n$ agents with double-integrator dynamics and potentially unique destinations. The control


Figure 2.10: For the trajectory shown in Figure 2.9, the minimum interagent distance is always greater than the collision radius $\delta_{\mathrm{c}}$ and is at a minimum of approximately 1 m at $t=0 \mathrm{~s}$, and the maximium control magnitude is at a maximum of approximately $44 \mathrm{~m} / \mathrm{s}^{2}$ at $t=0 \mathrm{~s}$.


Figure 2.11: A group of $n=20$ agents that flock before they reach their destinations. The agents flock by $t=26 \mathrm{~s}$. Then, the agents exit the flock and approach their destinations. The agents achieve (O1) and (O2). The dots indicate agent positions, while the lines connecting dots indicate that the 2 agents are approximately $d=15 \mathrm{~m}$ apart.


Figure 2.12: For the trajectory shown in Figure 2.11, the minimum interagent distance is always greater than the collision radius $\delta_{\mathrm{c}}$ and is at a minimum of approximately 4.4 m at $t=0 \mathrm{~s}$, and the maximium control magnitude reaches a maximum of approximately $46 \mathrm{~m} / \mathrm{s}^{2}$ at $t=0.6 \mathrm{~s}$.
(2.18) includes terms that induce flocking as well as terms that drive each agent towards its destination. The control is decentralized and does not require a centralized flock leader. The control accomplishes 2 objectives: (i) if an agent is far from its destination, then that agent flocks with nearby agents, and (ii) if an agent is close to its destination, then that agent approaches its destination.

### 2.9 Proof of Proposition 2

Proof of Proposition 2. To show (a), consider the Lyapunov function $V_{1}: \mathbb{R}^{m n} \times$ $\mathbb{R}^{m n} \rightarrow[0, \infty)$ defined by

$$
V_{1}(q, p) \triangleq \sum_{i \in \mathcal{I}} \int_{0}^{\left\|\xi_{i}-q_{i}\right\|} \lambda \nu(\lambda) \mathrm{d} \lambda+\frac{1}{2}\|p\|^{2}
$$

which is radially unbounded in $q$ and $p$. If $q=\xi$ and $p=0$, then $V_{1}(q, p)=0$; otherwise, $V_{1}(q, p)>0$. The derivative of $V_{1}(q, p)$ along the trajectories of (2.1), (2.2), and 2.16 is

$$
\begin{aligned}
\dot{V}_{1}(q, p) & \triangleq \sum_{i \in \mathcal{I}} \frac{\partial V_{1}(q, p)}{\partial q_{i}} p_{i}+\frac{\partial V_{1}(q, p)}{\partial p_{i}} u_{i}\left(z_{i}, p_{i}\right) \\
& =\sum_{i \in \mathcal{I}}\left(\frac{\partial}{\partial q_{i}}\left[\int_{0}^{\left\|\xi_{i}-q_{i}\right\|} \lambda \nu(\lambda) \mathrm{d} \lambda\right]+\nu\left(\left\|z_{i}\right\|\right) z_{i}^{\mathrm{T}}+\kappa\left(\left\|z_{i}\right\|\right) p_{i}^{\mathrm{T}}\right) p_{i} .
\end{aligned}
$$

Define $\nu^{\prime}(\eta) \triangleq \nu(\sqrt{\eta})$, and it follows that

$$
\int_{0}^{\left\|\xi_{i}-q_{i}\right\|} \lambda \nu(\lambda) \mathrm{d} \lambda=\frac{1}{2} \int_{0}^{\left\|\xi_{i}-q_{i}\right\|^{2}} \nu^{\prime}(\tau) \mathrm{d} \tau
$$

where $\tau=\lambda^{2}$ and $\mathrm{d} \tau=2 \lambda \mathrm{~d} \lambda$. Thus,

$$
\begin{aligned}
\frac{\partial}{\partial q_{i}}\left[\int_{0}^{\left\|\xi_{i}-q_{i}\right\|} \lambda \nu(\lambda) \mathrm{d} \lambda\right] & =\frac{\partial}{\partial q_{i}}\left[\frac{1}{2} \int_{0}^{\left\|\xi_{i}-q_{i}\right\|^{2}} \nu^{\prime}(\tau) \mathrm{d} \tau\right] \\
& =-\nu\left(\left\|\xi_{i}-q_{i}\right\|\right)\left[\xi_{i}-q_{i}\right]^{\mathrm{T}} \\
& =-\nu\left(\left\|z_{i}\right\|\right) z_{i}^{\mathrm{T}}
\end{aligned}
$$

Therefore, $\dot{V}_{1}(q, p)=\sum_{i \in \mathcal{I}} \kappa\left(\left\|z_{i}\right\|\right) p_{i}^{\mathrm{T}} p_{i}$, which is nonpositive because $\kappa<0$.
Define $\mathcal{S} \triangleq\left\{\left(q_{\mathrm{s}}, p_{\mathrm{s}}\right) \in \mathbb{R}^{m n} \times \mathbb{R}^{m n}: \dot{V}_{1}\left(q_{\mathrm{s}}, p_{\mathrm{s}}\right)=0\right\}$. Since $\dot{V}_{1}(q, p)=0$ implies that $p=0$, it follows that $\mathcal{S}=\left\{\left(q_{\mathrm{s}}, p_{\mathrm{s}}\right) \in \mathbb{R}^{m n} \times \mathbb{R}^{m n}: p_{\mathrm{s}}=0\right\}$. Define $E_{i} \triangleq$ $\left[\begin{array}{ccc}0_{m \times m(i-1)} & I_{m} & 0_{m \times m(n-i)}\end{array}\right] \in \mathbb{R}^{m \times m n}$, where $0_{l_{1} \times l_{2}}$ is the $l_{1} \times l_{2}$ matrix of zeros, and $I_{m}$ is the $m \times m$ identity matrix. Let $\tilde{q}:[0, \infty) \rightarrow \mathbb{R}^{m n}$ and $\tilde{p}:[0, \infty) \rightarrow \mathbb{R}^{m n}$ be such that for all $t \geq 0,(\tilde{q}(t), \tilde{p}(t)) \in \mathcal{S}$, and $\tilde{q}_{i}(t) \triangleq E_{i} \tilde{q}(t)$ and $\tilde{p}_{i}(t) \triangleq E_{i} \tilde{p}(t)$ satisfy (2.1), (2.2), and (2.16). Since for all $t \geq 0,(\tilde{q}(t), \tilde{p}(t)) \in \mathcal{S}$, it follows that $\tilde{p}(t) \equiv 0$. Furthermore, since $z_{i}=\xi_{i}-q_{i}$, it follows from (2.2) and (2.16) that

$$
0 \equiv \dot{\tilde{p}}_{i}(t) \equiv \tilde{p}_{i}(t)+u_{i}\left(\xi_{i}-\tilde{q}_{i}(t), \tilde{p}_{i}(t)\right) \equiv \nu\left(\left\|\xi_{i}-\tilde{q}_{i}(t)\right\|\right)\left[\xi_{i}-\tilde{q}_{i}(t)\right]
$$

which implies that $\tilde{q}_{i}(t) \equiv \xi_{i}$ because $\nu>0$. Thus, $(\tilde{q}(t), \tilde{p}(t)) \equiv(\xi, 0)$ is the only solution of (2.1), 2.2), and (2.16) such that for all $t \geq 0,(\tilde{q}(t), \tilde{p}(t)) \in \mathcal{S}$. Therefore, [84, Corollary 4.2] implies that $(q(t), p(t)) \equiv(\xi, 0)$ is a globally asymptotically stable equilibrium of (2.1), (2.2), and (2.16), which confirms (a),

To show (b), since $(q(t), p(t)) \equiv(\xi, 0)$ is a globally asymptotically stable equilibrium of (2.1), (2.2), and (2.16), it follows that there exists $t_{1}>0$ such that for all $t \geq t_{1}$, $\left\|z_{i}(t)\right\| \leq r_{1}$. Thus, (2.1), (2.2), and (2.14)-(2.16) imply that for all $t \geq t_{1}, q_{i}(t)$ satisfies $\ddot{q}_{i}(t)+2 \zeta \omega_{\mathrm{n}} \dot{q}_{i}(t)+\omega_{\mathrm{n}}^{2} q_{i}(t)=\omega_{\mathrm{n}}^{2} \xi_{i}$, which confirms (b).

To show (c), assume $\left\|z_{i}(0)\right\|>r_{2}$. Therefore, there exists $t_{0}>0$ such that for all $t \in\left[0, t_{0}\right),\left\|z_{i}(t)\right\|>r_{2}$, and it follows from (2.14)-(2.16) that for all $t \in\left[0, t_{0}\right)$, $u_{i}\left(q_{i}(t), p_{i}(t)\right)=\gamma z_{i}(t) /\left\|z_{i}(t)\right\|-\gamma p_{i}(t) / p_{\mathrm{f}}$, which confirms (c).

Part (d) follows from direct calculation.

### 2.10 Proof of Theorem 1

Proof of Theorem 1. Since (A2) holds, it follows from (M1) that for all $t \geq 0$, $\mu\left(\left\|z_{i}(t)\right\|\right)=1$, which implies that the derivative of $W(z, w)$ along the trajectories of (2.18-2.20) is

$$
\begin{aligned}
\dot{W}(z, w) & \triangleq \frac{\partial W(z, w)}{\partial z} w-\frac{\partial W(z, w)}{\partial w} g(q, p, z) \\
& =\sum_{i \in \mathcal{I}}\left(\frac{\partial}{\partial z_{i}}\left[\sum_{k \in \mathcal{I}} \gamma\left\|z_{k}\right\|-\frac{\gamma}{p_{\mathrm{f}}} \chi^{\mathrm{T}} z_{k}\right]+\frac{\partial \psi_{\mathrm{s}}(z)}{\partial z_{i}}-A_{i}^{\mathrm{T}}(q)-R_{i}^{\mathrm{T}}(q)\right.
\end{aligned}
$$

$$
\begin{equation*}
\left.-C_{i}^{\mathrm{T}}(q, p)-\nu\left(\left\|z_{i}\right\|\right) z_{i}^{\mathrm{T}}-\kappa\left(\left\|z_{i}\right\|\right) p_{i}^{\mathrm{T}}\right) w_{i} \tag{2.26}
\end{equation*}
$$

where $g(q, p, z) \triangleq\left[u_{1}^{\mathrm{T}}\left(q, p, z_{1}\right) \cdots u_{n}^{\mathrm{T}}\left(q, p, z_{n}\right)\right]^{\mathrm{T}}$, where $u_{i}$ is given by (2.18).
Since (A1) holds, it follows that for all $(i, j) \in \mathcal{P}, q_{j}-q_{i}=z_{i}-z_{j}$, which implies that $\psi\left(\left\|q_{j}-q_{i}\right\|_{\epsilon}\right)=\psi\left(\left\|z_{i}-z_{j}\right\|_{\epsilon}\right)$ and hence, $\psi_{\mathrm{s}}(q)=\psi_{\mathrm{s}}(z)$. Thus, using (2.4), (2.8), (2.9), 2.21), and (2.22), we obtain that for all $i \in \mathcal{I}$,

$$
\begin{align*}
\frac{\partial \psi_{\mathrm{s}}(z)}{\partial z_{i}}=-\frac{\partial \psi_{\mathbf{s}}(q)}{\partial q_{i}} & =-\frac{\partial}{\partial q_{i}}\left[\sum_{k=1}^{n-1} \sum_{j=k+1}^{n} \psi\left(\left\|q_{j}-q_{k}\right\|_{\epsilon}\right)\right] \\
& =-\sum_{j \in \mathcal{I} \backslash\{i\}} \frac{\partial \psi\left(\left\|q_{j}-q_{i}\right\|_{\epsilon}\right)}{\partial q_{i}} \\
& =\sum_{j \in \mathcal{I} \backslash\{i\}} \rho_{h}\left(\frac{\left\|q_{j}-q_{i}\right\|_{\epsilon}}{\left\|r_{\mathrm{c}}\right\|_{\epsilon}}\right) \phi\left(\left\|q_{j}-q_{i}\right\|_{\epsilon}-\|d\|_{\epsilon}\right) \sigma_{\epsilon}\left(q_{j}-q_{i}\right) \\
& =A_{i}^{\mathrm{T}}(q)+R_{i}^{\mathrm{T}}(q) \tag{2.27}
\end{align*}
$$

Define
$\mathcal{D} \triangleq\left\{(z, w) \in \mathbb{R}^{m n} \times \mathbb{R}^{m n}\right.$ : for all $i \in \mathcal{I},\left\|z_{i}\right\|>r_{2}$, where $\left.z=\left[\begin{array}{lll}z_{1}^{\mathrm{T}} & \cdots & z_{n}^{\mathrm{T}}\end{array}\right]^{\mathrm{T}}\right\}$, and it follows from (2.14) and (2.15) that for all $(z, w) \in \mathcal{D}$ and all $i \in \mathcal{I}$,

$$
\begin{align*}
& \left(\frac{\partial}{\partial z_{i}}\left[\sum_{k \in \mathcal{I}} \gamma\left\|z_{k}\right\|-\frac{\gamma}{p_{\mathrm{f}}} \chi^{\mathrm{T}} z_{k}\right]-\nu\left(\left\|z_{i}\right\|\right) z_{i}^{\mathrm{T}}-\kappa\left(\left\|z_{i}\right\|\right) p_{i}^{\mathrm{T}}\right) w_{i} \\
& \quad=\left[\frac{\gamma}{\left\|z_{i}\right\|} z_{i}-\frac{\gamma}{p_{\mathrm{f}}} \chi\right]^{\mathrm{T}} w_{i}-\frac{\gamma}{\left\|z_{i}\right\|} z_{i}^{\mathrm{T}} w_{i}+\frac{\gamma}{p_{\mathrm{f}}} p_{i}^{\mathrm{T}} w_{i} \\
& \quad=-\frac{\gamma}{p_{\mathrm{f}}}\left\|w_{i}\right\|^{2} . \tag{2.28}
\end{align*}
$$

Since for all $(i, j) \in \mathcal{P}, z_{i}-z_{j}=q_{j}-q_{i}$ and $w_{i}-w_{j}=p_{j}-p_{i}$, it follows from 2.10) that for all $(z, w) \in \mathcal{D}$,

$$
\begin{align*}
\sum_{i \in \mathcal{I}} C_{i}^{\mathrm{T}}(q, p) w_{i} & =\sum_{i \in \mathcal{I}} \sum_{j \in \mathcal{I} \backslash\{i\}} \rho_{h}\left(\frac{\left\|q_{j}-q_{i}\right\|_{\epsilon}}{\left\|r_{\mathrm{c}}\right\|_{\epsilon}}\right)\left[w_{i}^{\mathrm{T}} w_{i}-w_{j}^{\mathrm{T}} w_{i}\right] \\
& =\sum_{i \in \mathcal{I}} \sum_{j=i+1}^{n} \rho_{h}\left(\frac{\left\|q_{j}-q_{i}\right\|_{\epsilon}}{\left\|r_{\mathrm{c}}\right\|_{\epsilon}}\right)\left[w_{i}^{\mathrm{T}} w_{i}-w_{j}^{\mathrm{T}} w_{i}+w_{j}^{\mathrm{T}} w_{j}-w_{i}^{\mathrm{T}} w_{j}\right] \\
& =\frac{1}{2} \sum_{(i, j) \in \mathcal{P}} \rho_{h}\left(\frac{\left\|z_{i}-z_{j}\right\|_{\epsilon}}{\left\|r_{\mathrm{c}}\right\|_{\epsilon}}\right)\left\|w_{j}-w_{i}\right\|^{2} \tag{2.29}
\end{align*}
$$

Substituting (2.27)-2.29) into 2.26 yields that for all $(z, w) \in \mathcal{D}$,

$$
\begin{equation*}
\dot{W}(z, w)=-\frac{\gamma}{p_{\mathrm{f}}}\|w\|^{2}-\frac{1}{2} \sum_{(i, j) \in \mathcal{P}} \rho_{h}\left(\frac{\left\|z_{i}-z_{j}\right\|_{\epsilon}}{\left\|r_{\mathrm{c}}\right\|_{\epsilon}}\right)\left\|w_{j}-w_{i}\right\|^{2} \tag{2.30}
\end{equation*}
$$

which is nonpositive.
To show (b), note that for all $t \geq 0,(z(t), w(t)) \in \mathcal{D}$. Therefore, (2.23) and 2.30) imply that for all $t \geq 0, W(z(t), w(t)) \geq 0$ and $\dot{W}(z(t), w(t)) \leq 0$. Thus, $\lim _{t \rightarrow \infty} W(z(t), w(t))$ exists. Since for all $(i, j) \in \mathcal{P}, \psi\left(\left\|z_{j}-z_{i}\right\|_{\epsilon}\right) \leq \psi_{\mathrm{s}}(z)$, it follows from (2.23) that for all $(z, w) \in \mathcal{D}$ and all $(i, j) \in \mathcal{P}, W(z, w) \geq \psi\left(\left\|z_{j}-z_{i}\right\|_{\epsilon}\right)+$ $\|w\|^{2} / 2 \geq 0$. Since for all $t \geq 0, W(z(t), w(t))$ is bounded, it follows that for all $(i, j) \in \mathcal{P}$ and all $t \geq 0, z_{j}(t)-z_{i}(t)$ and $w(t)$ are bounded, which implies that $q_{j}(t)-q_{i}(t)$ and $p_{i}(t)$ are bounded. Therefore, (2.8)-2.10, (2.14), 2.15), and 2.18) imply that for all $t \geq 0, g(q(t), p(t), z(t))$ is bounded. Note that for all $(z, w) \in \mathcal{D}$,

$$
\begin{aligned}
\ddot{W}(z, w) \triangleq & \frac{\partial \dot{W}(z, w)}{\partial z} w-\frac{\partial \dot{W}(z, w)}{\partial w} g(q, p, z) \\
= & -\left.\frac{1}{4\left\|r_{\mathrm{c}}\right\|_{\epsilon}} \sum_{(i, j) \in \mathcal{P}} \frac{\mathrm{d} \rho_{h}(\eta)}{\mathrm{d} \eta}\right|_{\eta=\left\|z_{j}-z_{i}\right\|_{\epsilon} /\left\|r_{\mathrm{c}}\right\|_{\epsilon}}\left\|w_{j}-w_{i}\right\|^{2} \sigma_{\epsilon}^{\mathrm{T}}\left(z_{i}-z_{j}\right)\left[w_{i}-w_{j}\right] \\
& +\sum_{(i, j) \in \mathcal{P}}\left[u_{j}\left(q, p, z_{j}\right)-u_{i}\left(q, p, z_{i}\right)\right]^{\mathrm{T}}\left[w_{j}-w_{i}\right]+\frac{2 \gamma}{p_{\mathrm{f}}} g^{\mathrm{T}}(q, p, z) w .
\end{aligned}
$$

Since $\mathrm{d} \rho_{h}(\eta) / \mathrm{d} \eta$ and $\sigma_{\epsilon}$ are bounded and for all $t \geq 0, g(q(t), p(t), z(t))$ and $w(t)$ are bounded, it follows that for all $t \geq 0, \ddot{W}(z(t), w(t))$ is bounded, which implies that $\dot{W}(z(t), w(t))$ is uniformly continuous. Since $\lim _{t \rightarrow \infty} W(z(t), w(t))$ exists and $\dot{W}(z(t), w(t))$ is uniformly continuous, Barbalat's lemma 84, Lemma 8.2] implies that $\lim _{t \rightarrow \infty} \dot{W}(z(t), w(t))=0$. Thus, (2.30) implies that $\lim _{t \rightarrow \infty} w(t)=0$, or equivalently, $\lim _{t \rightarrow \infty} p_{i}(t)=\chi$, which confirms (b).

To show (e), note that for all $(z, w) \in \mathcal{D}$ and all $(i, j) \in \mathcal{P}, \rho_{h}\left(\left\|z_{j}-z_{i}\right\|_{\epsilon} /\left\|r_{\mathrm{c}}\right\|_{\epsilon}\right)=1$ and $\mathrm{d} \rho_{h}(\eta) /\left.\mathrm{d} \eta\right|_{\left\|z_{j}-z_{i}\right\|_{\epsilon}\left\|r_{c}\right\|_{\epsilon}}=0$. Since, in addition, $\mu=1$, it follows from (2.18) that for all $(z, w) \in \mathcal{D}$,

$$
\begin{align*}
\dot{u}_{i}\left(q, p, z_{i}\right) \triangleq & \frac{\partial u_{i}\left(q, p, z_{i}\right)}{\partial q} p+\frac{\partial u_{i}\left(q, p, z_{i}\right)}{\partial p} g(q, p, z)+\frac{\partial u_{i}\left(q, p, z_{i}\right)}{\partial z_{i}} w_{i} \\
= & \sum_{j \in \mathcal{I} \backslash\{i\}}\left(\left.\frac{\mathrm{d} \phi(\eta)}{\mathrm{d} \eta}\right|_{\eta=\left\|q_{j}-q_{i}\right\|_{\epsilon}-\|d\| \|_{\epsilon}} \sigma_{\epsilon}\left(q_{j}-q_{i}\right) \sigma_{\epsilon}^{\mathrm{T}}\left(q_{j}-q_{i}\right)+\frac{\phi\left(\left\|q_{j}-q_{i}\right\|_{\epsilon}-\|d\|_{\epsilon}\right)}{1+\epsilon\left\|q_{j}-q_{i}\right\|_{\epsilon}} I_{m}\right. \\
& \left.-\frac{\epsilon \phi\left(\left\|q_{j}-q_{i}\right\|_{\epsilon}-\|d\|_{\epsilon}\right)}{\left(1+\epsilon\left\|q_{j}-q_{i}\right\|_{\epsilon}\right)^{3}}\left[q_{j}-q_{i}\right]\left[q_{j}-q_{i}\right]^{\mathrm{T}}\right)\left[p_{j}-p_{i}\right]+u_{j}\left(q, p, z_{j}\right) \\
& -\frac{\gamma}{\left\|z_{i}\right\|^{3}}\left(z_{i} z_{i}^{\mathrm{T}}\right) w_{i}+\frac{\gamma}{\left\|z_{i}\right\|} w_{i}-\left(n-1+\frac{\gamma}{p_{\mathrm{f}}}\right) u_{i}\left(q, p, z_{i}\right) . \tag{2.31}
\end{align*}
$$

Since for all $t \geq 0,\left\|z_{i}(t)\right\|>r_{2}$; and $p_{i}(t), u_{i}(t), w_{i}(t)$, and $q_{j}(t)-q_{i}(t)$ are bounded, it follows from (2.3) and (2.4) that for all $t \geq 0,\left\|q_{j}(t)-q_{i}(t)\right\|_{\epsilon}, \sigma_{\epsilon}\left(q_{j}(t)-q_{i}(t)\right.$ ), and $-\left(\gamma /\left\|z_{i}(t)\right\|^{3}\right)\left[\left(z_{i}(t) z_{i}^{\mathrm{T}}(t)\right) w_{i}(t)\right]+\left(\gamma /\left\|z_{i}(t)\right\|\right) w_{i}(t)$ are bounded. Since, in addition, $\phi$ and $\mathrm{d} \phi(\eta) / \mathrm{d} \eta$ are bounded, (2.31) implies that for all $t \geq 0, \dot{u}_{i}\left(q(t), p(t), z_{i}(t)\right)$ is bounded. Therefore, $u_{i}\left(q(t), p(t), z_{i}(t)\right)$ is uniformly continuous. Since $\lim _{t \rightarrow \infty} p_{i}(t)$ exists and $\dot{p}_{i}(t)=u_{i}\left(q(t), p(t), z_{i}(t)\right)$ is uniformly continuous, [84, Lemma 8.2] implies that $\lim _{t \rightarrow \infty} u_{i}\left(q(t), p(t), z_{i}(t)\right)=0$, which confirms (e).

To show (g), note that for all $(i, j) \in \mathcal{P},\left\|q_{j}-q_{i}\right\|_{\epsilon}=\left\|q_{i}-q_{j}\right\|_{\epsilon}$ and $\sigma_{\epsilon}\left(q_{j}-q_{i}\right)=$ $-\sigma_{\epsilon}\left(q_{i}-q_{j}\right)$; and (2.8)-2.10) imply that for all $(q, p) \in \mathbb{R}^{m n} \times \mathbb{R}^{m n}, \sum_{i \in \mathcal{I}} A_{i}(q)+R_{i}(q)+$ $C_{i}(q, p)=0$. Since, in addition, for all $t \geq 0,\left\|z_{i}(t)\right\|>r_{2}, \lim _{t \rightarrow \infty} u_{i}\left(q(t), p(t), z_{i}(t)\right)=$ 0 , and $\lim _{t \rightarrow \infty} p_{i}(t)=\chi$, it follows from (2.14), (2.15), and (2.18) that

$$
\begin{aligned}
0 & =\lim _{t \rightarrow \infty}\left(\sum_{i \in \mathcal{I}} u_{i}\left(q(t), p(t), z_{i}(t)\right)+\kappa\left(\left\|z_{i}(t)\right\|\right)\left[\chi-p_{i}(t)\right]\right) \\
& =\lim _{t \rightarrow \infty} \sum_{i \in \mathcal{I}}\left[\frac{\gamma}{\left\|z_{i}(t)\right\|} z_{i}(t)-\frac{\gamma}{p_{\mathrm{f}}} \chi\right],
\end{aligned}
$$

which implies that $\lim _{t \rightarrow \infty} \sum_{i \in \mathcal{I}} z_{i}(t) /\left\|z_{i}(t)\right\|=n \chi / p_{\mathrm{f}}$. Since $\|\chi\|=p_{\mathrm{f}}$, it follows that $\lim _{t \rightarrow \infty} \sum_{i \in \mathcal{I}} z_{i}^{\mathrm{T}}(t) \chi /\left(\left\|z_{i}(t)\right\| p_{\mathrm{f}}\right)=n$. Assume for contradiction that there exists $k \in \mathcal{I}$ such that $\lim _{t \rightarrow \infty} z_{k}^{\mathrm{T}}(t) \chi /\left(\left\|z_{k}(t)\right\| p_{\mathrm{f}}\right) \neq 1$. Let $\delta_{1}>0$ be such that for all $t \geq 0$, there exists $t_{1} \geq t$ such that $\left|z_{k}^{\mathrm{T}}\left(t_{1}\right) \chi /\left(\| z_{k}\left(t_{1}\right)| | p_{\mathrm{f}}\right)-1\right|>\delta_{1}$. Since $\lim _{t \rightarrow \infty} \sum_{i \in \mathcal{I}} z_{i}^{\mathrm{T}}(t) \chi /\left(\left\|z_{i}(t)\right\| p_{\mathrm{f}}\right)=n$, it follows that there exists $t_{2} \geq 0$ such that for all $t \geq t_{2},\left|\sum_{i \in \mathcal{I}} z_{i}^{\mathrm{T}}(t) \chi /\left(\left\|z_{i}(t)\right\| p_{\mathrm{f}}\right)-n\right|<\delta_{1}$. Since $\lim _{t \rightarrow \infty} z_{k}^{\mathrm{T}}(t) \chi /\left(\left\|z_{k}(t)\right\| p_{\mathrm{f}}\right) \neq 1$, it follows that there exists $t_{3} \geq t_{2}$ such that $\left|z_{k}^{\mathrm{T}}\left(t_{3}\right) \chi /\left(\left\|z_{k}\left(t_{3}\right)\right\| p_{\mathrm{f}}\right)-1\right|>\delta_{1}$, which implies that $z_{k}^{\mathrm{T}}\left(t_{3}\right) \chi /\left(\left\|z_{k}\left(t_{3}\right)\right\| p_{\mathrm{f}}\right)<1-\delta_{1}$ because $z_{k}^{\mathrm{T}} \chi /\left(\left\|z_{k}\right\| p_{\mathrm{f}}\right) \leq 1$. Since for all $i \in \mathcal{I} \backslash\{k\}, z_{i}^{\mathrm{T}}\left(t_{3}\right) \chi /\left(\left\|z_{i}\left(t_{3}\right)\right\| p_{\mathrm{f}}\right) \leq 1$ and $z_{k}^{\mathrm{T}}\left(t_{3}\right) \chi /\left(\left\|z_{k}\left(t_{3}\right)\right\| p_{\mathrm{f}}\right)<1-\delta_{1}$, it follows that

$$
\sum_{i \in \mathcal{I}} \frac{z_{i}^{\mathrm{T}}\left(t_{3}\right) \chi}{\left\|z_{i}\left(t_{3}\right)\right\| p_{\mathrm{f}}}=\frac{z_{k}^{\mathrm{T}}\left(t_{3}\right) \chi}{\left\|z_{k}\left(t_{3}\right)\right\| p_{\mathrm{f}}}+\sum_{i \in \mathcal{I} \backslash\{k\}} \frac{z_{i}^{\mathrm{T}}\left(t_{3}\right) \chi}{\left\|z_{i}\left(t_{3}\right)\right\| p_{\mathrm{f}}}<1-\delta_{1}+n-1=n-\delta_{1}
$$

or equivalently, $\left|\sum_{i \in \mathcal{I}} z_{i}^{\mathrm{T}}\left(t_{3}\right) \chi /\left(\left|\left|z_{i}\left(t_{3}\right)\right|\right| p_{\mathrm{f}}\right)-n\right|>\delta_{1}$, which is a contradiction. Thus, for all $i \in \mathcal{I}, \lim _{t \rightarrow \infty} z_{i}^{\mathrm{T}}(t) \chi /\left(\left\|z_{i}(t)\right\| p_{\mathrm{f}}\right)=1$, which implies that

$$
\lim _{t \rightarrow \infty}\left\|\frac{1}{\left\|z_{i}(t)\right\|} z_{i}(t)-\frac{1}{p_{\mathrm{f}}} \chi\right\|^{2}=2-2 \lim _{t \rightarrow \infty} \frac{z_{i}^{\mathrm{T}}(t) \chi}{\left\|z_{i}(t)\right\| p_{\mathrm{f}}}=0
$$

Therefore, $\lim _{t \rightarrow \infty} z_{i}(t) /\left\|z_{i}(t)\right\|=\chi / p_{\mathrm{f}}$, which confirms (g).
To show (f), since for all $t \geq 0,\left\|z_{i}(t)\right\|>r_{2}, \lim _{t \rightarrow \infty} p_{i}(t)=\chi$, and $\lim _{t \rightarrow \infty} z_{i}(t) /\left\|z_{i}(t)\right\|$ $=\chi / p_{\mathrm{f}}$, it follows from (2.10), (2.14), and (2.15) that $\lim _{t \rightarrow \infty} C_{i}(q(t), p(t))=0$ and $\lim _{t \rightarrow \infty}\left[\nu\left(\left\|z_{i}(t)\right\|\right) z_{i}(t)+\kappa\left(\left\|z_{i}(t)\right\|\right) p_{i}(t)\right]=0$. Since, in addition, $\lim _{t \rightarrow \infty} u_{i}\left(q(t), p(t), z_{i}(t)\right)=$ 0 , it follows from (2.18) that

$$
\begin{aligned}
0 & =\lim _{t \rightarrow \infty}\left[u_{i}(q(t), p(t), z(t))-C_{i}(q(t), p(t))-\nu\left(\left\|z_{i}(t)\right\|\right) z_{i}(t)-\kappa\left(\left\|z_{i}(t)\right\|\right) p_{i}(t)\right] \\
& =\lim _{t \rightarrow \infty}\left[A_{i}(q(t))+R_{i}(q(t))\right],
\end{aligned}
$$

which confirms (f).
To show (d), it follows from (2.27) that $\partial \psi_{\mathrm{s}}(z) / \partial z_{i}=A_{i}^{\mathrm{T}}(q)+R_{i}^{\mathrm{T}}(q)$, which implies $\lim _{t \rightarrow \infty} \partial \psi_{\mathrm{s}}(z) /\left.\partial z_{i}\right|_{z=z(t)}=\lim _{t \rightarrow \infty}\left[A_{i}^{\mathrm{T}}(q(t))+R_{i}^{\mathrm{T}}(q(t))\right]=0$, which confirms (d).

To show (c), assume $r_{\mathrm{c}}$ is such that for all $(i, j) \in \mathcal{P}$ and all $t \geq 0,\left\|r_{\mathrm{c}}\right\|_{\epsilon}>$ $\left\|q_{j}(t)-q_{i}(t)\right\|_{\epsilon} / h$. Define $f:(d, \infty) \rightarrow(0, \infty)$ by $f(\eta) \triangleq \phi\left(\|\eta\|_{\epsilon}-\|d\|_{\epsilon}\right) \sigma_{\epsilon}(\eta)=$
$\phi\left(\|\eta\|_{\epsilon}-\|d\|_{\epsilon}\right) \eta /\left(1+\epsilon\|\eta\|_{\epsilon}\right)$. For all $\eta \in(d, \infty), \phi\left(\|\eta\|_{\epsilon}-\|d\|_{\epsilon}\right)>0$, which implies that for all $\eta \in(d, \infty)$,

$$
\begin{aligned}
\frac{\mathrm{d} f(\eta)}{\mathrm{d} \eta} & =\left.\frac{\mathrm{d} \phi\left(\eta_{1}\right)}{\mathrm{d} \eta_{1}}\right|_{\eta_{1}=\|\eta\|_{\epsilon}-\|d\|_{\epsilon}} \frac{\mathrm{d}\|\eta\|_{\epsilon}}{\mathrm{d} \eta} \frac{\eta}{1+\epsilon\|\eta\|_{\epsilon}}+\phi\left(\|\eta\|_{\epsilon}-\|d\|_{\epsilon}\right) \frac{\mathrm{d}}{\mathrm{~d} \eta}\left(\frac{\eta}{1+\epsilon\|\eta\|_{\epsilon}}\right) \\
& =\frac{a+b}{2\left(1+\left(\|\eta\|_{\epsilon}-\|d\|_{\epsilon}+c\right)^{2}\right)^{3 / 2}}\left(\frac{\eta}{1+\epsilon\|\eta\|_{\epsilon}}\right)^{2}+\frac{\phi\left(\|\eta\|_{\epsilon}-\|d\|_{\epsilon}\right)}{\left(1+\epsilon\|\eta\|_{\epsilon}\right)^{3}} \\
& >0 .
\end{aligned}
$$

Let $\delta>0$, and define $v_{\delta} \triangleq f(d(n-1)+\delta)$. Let $t_{1} \geq 0$ be such that for all $t \geq t_{1}$, $\left\|A_{i}(q(t))+R_{i}(q(t))\right\| \leq v_{\delta} / n$, which exists because $\lim _{t \rightarrow \infty}\left[A_{i}(q(t))+R_{i}(q(t))\right]=0$. Let $t_{2} \geq t_{1}$, and it follows that

$$
\begin{equation*}
\left\|A_{i}\left(q\left(t_{2}\right)\right)+R_{i}\left(q\left(t_{2}\right)\right)\right\| \leq \frac{v_{\delta}}{n} \tag{2.32}
\end{equation*}
$$

For all $(i, j) \in \mathcal{P}$, define $Q(i, j) \triangleq q_{j}\left(t_{2}\right)-q_{i}\left(t_{2}\right)$. Assume for contradiction that there exists $(i, j) \in \mathcal{P}$ such that $\|Q(i, j)\|>d(n-1)+\delta$. Let $(\alpha, \beta) \in \mathcal{P}$ be such that $\|Q(\alpha, \beta)\|=\max _{(i, j) \in \mathcal{P}}\|Q(i, j)\|$. Since $\|Q(\alpha, \beta)\|>d(n-1)+\delta$ and for all $\eta \in(d, \infty), \mathrm{d} f(\eta) / \mathrm{d} \eta>0$, it follows that

$$
\begin{equation*}
v_{\delta}=f(d(n-1)+\delta)<f(\|Q(\alpha, \beta)\|) . \tag{2.33}
\end{equation*}
$$

Let $l_{1}, l_{2}, \ldots, l_{n} \in \mathcal{I}$ be such that: (i) $l_{1}=\alpha$ and $l_{n}=\beta$; (ii) for all $(i, j) \in \mathcal{P}, l_{i} \neq l_{j}$; and (iii) for all $i \in \mathcal{I} \backslash\{n\}, Q^{\mathrm{T}}\left(l_{i}, l_{i+1}\right) Q(\alpha, \beta) \geq 0$. Since $\|Q(\alpha, \beta)\|>d(n-1)+\delta$, it follows from (iii) that

$$
\begin{aligned}
(d(n-1)+\delta)\|Q(\alpha, \beta)\| & <\|Q(\alpha, \beta)\|^{2} \\
& =\sum_{i=1}^{n-1} Q^{\mathrm{T}}\left(l_{i}, l_{i+1}\right) Q(\alpha, \beta) \\
& \leq(n-1) \max _{i \in \mathcal{I} \backslash\{n\}} Q^{\mathrm{T}}\left(l_{i}, l_{i+1}\right) Q(\alpha, \beta),
\end{aligned}
$$

which implies that there exists $\omega \in \mathcal{I} \backslash\{n\}$ such that

$$
\begin{equation*}
\left(d+\frac{\delta}{n-1}\right)\|Q(\alpha, \beta)\|<Q^{\mathrm{T}}\left(l_{\omega}, l_{\omega+1}\right) Q(\alpha, \beta) \tag{2.34}
\end{equation*}
$$

Define $\mathcal{I}_{1} \triangleq\left\{l_{1}, \ldots, l_{\omega}\right\}$ and $\mathcal{I}_{2} \triangleq\left\{l_{\omega+1}, \ldots, l_{n}\right\}$, which are nonempty. It follows from (iii) that for all $(i, j) \in \mathcal{P}$ such that $i<j$,

$$
Q^{\mathrm{T}}\left(l_{i}, l_{j}\right) Q(\alpha, \beta)=\sum_{k=i}^{j-1} Q^{\mathrm{T}}\left(l_{k}, l_{k+1}\right) Q(\alpha, \beta) \geq 0
$$

Thus, for all $i \in \mathcal{I}_{1}, Q^{\mathrm{T}}\left(i, l_{\omega}\right) Q(\alpha, \beta) \geq 0$, and for all $j \in \mathcal{I}_{2}, Q^{\mathrm{T}}\left(l_{\omega+1}, j\right) Q(\alpha, \beta) \geq 0$. Therefore, for all $(i, j) \in \mathcal{I}_{1} \times \mathcal{I}_{2}$,

$$
0 \leq Q^{\mathrm{T}}\left(i, l_{\omega}\right) Q(\alpha, \beta)+Q^{\mathrm{T}}\left(l_{\omega+1}, j\right) Q(\alpha, \beta)=Q^{\mathrm{T}}(i, j) Q(\alpha, \beta)-Q^{\mathrm{T}}\left(l_{\omega}, l_{\omega+1}\right) Q(\alpha, \beta)
$$

which implies that $Q^{\mathrm{T}}\left(l_{\omega}, l_{\omega+1}\right) Q(\alpha, \beta) \leq Q^{\mathrm{T}}(i, j) Q(\alpha, \beta)$. Thus, it follows from 2.34) that for all $(i, j) \in \mathcal{I}_{1} \times \mathcal{I}_{2}$,

$$
\left(d+\frac{\delta}{n-1}\right)\|Q(\alpha, \beta)\|<Q^{\mathrm{T}}(i, j) Q(\alpha, \beta) \leq\|Q(i, j)\|\|Q(\alpha, \beta)\|,
$$

which implies that $Q^{\mathrm{T}}(i, j) Q(\alpha, \beta)>0$ and $\|Q(i, j)\|>d$. Therefore, (2.4) and (2.6) imply that for all $(i, j) \in \mathcal{I}_{1} \times \mathcal{I}_{2}, \phi\left(\|Q(i, j)\|_{\epsilon}-\|d\|_{\epsilon}\right)>0$ and $\sigma_{\epsilon}^{\mathrm{T}}(Q(i, j)) Q(\alpha, \beta)>0$, which implies that

$$
\begin{equation*}
\phi\left(\|Q(i, j)\|_{\epsilon}-\|d\|_{\delta}\right) \sigma_{\epsilon}^{\mathrm{T}}(Q(i, j)) Q(\alpha, \beta)>0 \tag{2.35}
\end{equation*}
$$

Since for all $(i, j) \in \mathcal{P}$ and all $t \geq 0,\left\|r_{c}\right\|_{\epsilon}>\left\|q_{j}(t)-q_{i}(t)\right\|_{\epsilon} / h$, or equivalently, $\left\|q_{j}(t)-q_{i}(t)\right\|_{\epsilon} /\left\|r_{\mathrm{c}}\right\|_{\epsilon}<h$, it follows from (2.5) that for all $\left(z\left(t_{2}\right), w\left(t_{2}\right)\right) \in \mathcal{D}$ and all $(i, j) \in \mathcal{P}, \rho_{h}\left(\|Q(i, j)\|_{\epsilon} /\left\|r_{\mathrm{c}}\right\|_{\epsilon}\right)=1$. Since, in addition, for all $(i, j) \in \mathcal{P},\|Q(i, j)\|_{\epsilon}=$ $\|Q(j, i)\|_{\epsilon}$ and $\sigma_{\epsilon}(Q(i, j))=-\sigma_{\epsilon}(Q(j, i))$, it follows from (2.8) and 2.9) that

$$
\begin{aligned}
\sum_{i \in \mathcal{I}_{1}} A_{i}\left(q\left(t_{2}\right)\right)+R_{i}\left(q\left(t_{2}\right)\right) & =\sum_{i \in \mathcal{I}_{1}} \sum_{j \in \mathcal{I} \backslash\{i\}} \phi\left(\|Q(i, j)\|_{\epsilon}-\|d\|_{\delta}\right) \sigma_{\epsilon}(Q(i, j)) \\
& =\sum_{i \in \mathcal{I}_{1}} \sum_{j \in \mathcal{I}_{2}} \phi\left(\|Q(i, j)\|_{\epsilon}-\|d\|_{\delta}\right) \sigma_{\epsilon}(Q(i, j)) .
\end{aligned}
$$

Furthermore, since $\alpha=l_{1} \in \mathcal{I}_{1}$ and $\beta=l_{n} \in \mathcal{I}_{2}$, it follows from (2.32), (2.33), and (2.35) that

$$
\begin{aligned}
v_{\delta}\|Q(\alpha, \beta)\| & <f(\|Q(\alpha, \beta \|)\| Q(\alpha, \beta) \| \\
& =\phi\left(\|Q(i, j)\|_{\epsilon}-\|d\|_{\delta}\right) \sigma_{\epsilon}^{\mathrm{T}}(Q(i, j)) Q(\alpha, \beta) \\
& \leq \sum_{i \in \mathcal{I}_{1}} \sum_{j \in \mathcal{I}_{2}} \phi\left(\|Q(i, j)\|_{\epsilon}-\|d\|_{\delta}\right) \sigma_{\epsilon}^{\mathrm{T}}(Q(i, j)) Q(\alpha, \beta) \\
& =\sum_{i \in \mathcal{I}_{1}}\left[A_{i}\left(q\left(t_{2}\right)\right)+R_{i}\left(q\left(t_{2}\right)\right)\right]^{\mathrm{T}} Q(\alpha, \beta) \\
& \leq \sum_{i \in \mathcal{I}_{1}}\left\|A_{i}\left(q\left(t_{2}\right)\right)+R_{i}\left(q\left(t_{2}\right)\right)\right\|\|Q(\alpha, \beta)\| \\
& \leq \sum_{i \in \mathcal{I}_{1}} \frac{v_{\delta}}{n}\|Q(\alpha, \beta)\| \\
& <v_{\delta}\|Q(\alpha, \beta)\|
\end{aligned}
$$

which is a contradiction. Thus, for all $t \geq t_{1}, \max _{(i, j) \in \mathcal{P}}\left\|q_{j}(t)-q_{i}(t)\right\| \leq d(n-1)+\delta$, which confirms (c).

To show (a), assume $W(z(0), w(0))<\psi\left(\left\|\delta_{c}\right\|_{\epsilon}\right)$. Let $(i, j) \in \mathcal{P}$. Since for all $t \geq 0$, $\psi\left(\left\|z_{j}(t)-z_{i}(t)\right\|_{\epsilon}\right) \leq \psi_{\mathbf{s}}(z(t)) \leq W(z(t), w(t))$ and $\dot{W}(z(t), w(t)) \leq 0$, it follows that for all $t \geq 0$,

$$
\psi\left(\left\|z_{j}(t)-z_{i}(t)\right\|_{\epsilon}\right) \leq W(z(t), w(t)) \leq W(z(0), w(0))<\psi\left(\left\|\delta_{\mathrm{c}}\right\|_{\epsilon}\right)
$$

Therefore, for all $t \geq 0,\left\|z_{i}(t)-z_{j}(t)\right\|_{\epsilon}>\delta_{\mathrm{c}}$, which implies $\left\|q_{j}(t)-q_{i}(t)\right\|_{\epsilon}>\delta_{\mathrm{c}}$, which confirms (a).

### 2.11 Proof of Lemma 1

Proof of Lemma 1. Assume that for all $(i, j) \in \mathcal{P},\left\|\xi_{j}-\xi_{i}\right\| \in\{d\} \cup\left[r_{\gamma}, \infty\right)$. Let $t_{0} \geq 0$, and assume $q\left(t_{0}\right)=\xi$ and $p\left(t_{0}\right)=0$. Since $q_{i}\left(t_{0}\right)=\xi_{i}$, it follows that for all $(i, j) \in \mathcal{P},\left\|q_{j}\left(t_{0}\right)-q_{i}\left(t_{0}\right)\right\| \in\{d\} \cup\left[r_{\gamma}, \infty\right)$. We consider 2 cases: $r_{\alpha}=0$ and $r_{\alpha}>0$. First, assume $r_{\alpha}=0$, and it follows from (2.24) that $r_{\gamma}=r_{\mathrm{c}}$. Thus, for all $(i, j) \in \mathcal{P},\left\|q_{j}\left(t_{0}\right)-q_{i}\left(t_{0}\right)\right\| \in\{d\} \cup\left[r_{\mathrm{c}}, \infty\right)$, which implies that $\mathcal{A}_{i}\left(t_{0}\right)=\{j \in$ $\left.\mathcal{I} \backslash\{i\}:\left\|q_{j}\left(t_{0}\right)-q_{i}\left(t_{0}\right)\right\|=d\right\}$. Therefore, (2.6) and (2.8) imply that $A_{i}\left(q\left(t_{0}\right)\right)=0$. Next, assume $r_{\alpha}>0$, and since $z_{i}\left(t_{0}\right)=0$, (M2) implies that $\mu\left(\left\|z_{i}\left(t_{0}\right)\right\|\right)=0$. Thus, for $r_{\alpha} \geq 0$, it follows that $\mu\left(\left\|z_{i}\left(t_{0}\right)\right\|\right) A_{i}\left(q\left(t_{0}\right)\right)=0$. Since for all $(i, j) \in \mathcal{P}$, $\left\|q_{j}\left(t_{0}\right)-q_{i}\left(t_{0}\right)\right\| \geq \min \left\{d, r_{\gamma}\right\}=d$, it follows that $\mathcal{R}_{i}\left(t_{0}\right)=\emptyset$, which implies from (2.9) that $R_{i}\left(q\left(t_{0}\right)\right)=0$. In addition, since $q\left(t_{0}\right)=\xi$ and $p\left(t_{0}\right)=0$, it follows that $C_{i}\left(q\left(t_{0}\right), p\left(t_{0}\right)\right)=0, \nu\left(\left\|z_{i}\left(t_{0}\right)\right\|\right) z_{i}\left(t_{0}\right)=0$, and $\kappa\left(\left\|z_{i}\left(t_{0}\right)\right\|\right) p_{i}\left(t_{0}\right)=0$. Therefore, $u\left(q\left(t_{0}\right), 0\right)=0$, which implies that $(\xi, 0)=\left(q\left(t_{0}\right), p\left(t_{0}\right)\right) \in \mathcal{E}$.

### 2.12 Proof of Theorems 2 and 3

Proof of Theorem 2. Let $i \in \mathcal{I}$, and assume that for all $t \geq t_{0}$ (a) or (b) hold. Let $t_{1} \geq t_{0}$, and it follows that for $t=t_{1}$, (a) or (b) hold.

First, assume that for $t=t_{1}$ (a) holds, and it follows that $\mathcal{A}_{i}\left(t_{1}\right)=\mathcal{R}_{i}\left(t_{1}\right)=\mathcal{N}_{i}\left(t_{1}\right)=$ $\emptyset$, which implies from (2.8)-2.10) that $A_{i}\left(q\left(t_{1}\right)\right)=R_{i}\left(q\left(t_{1}\right)\right)=C_{i}\left(q\left(t_{1}\right), p\left(t_{1}\right)\right)=0$.

Next, assume that for $t=t_{1}$, (b) holds and (a) does not hold. Thus, $\left\|z_{i}\left(t_{1}\right)\right\|<$ $\min \left\{r_{\alpha}, r_{\delta}\right\} \leq r_{\delta}$. Let $j \in \mathcal{N}_{i}\left(t_{1}\right)$, which exists because (a) does not hold. Since $\left\|q_{j}\left(t_{1}\right)-q_{i}\left(t_{1}\right)\right\|<r_{\mathrm{c}}$, it follows from the assumption of Theorem 2 that $\left\|z_{j}\left(t_{1}\right)\right\|<$ $\min \left\{r_{\alpha}, r_{\delta}\right\} \leq r_{\delta}$. Since $\left\|z_{i}\left(t_{1}\right)\right\|<r_{\delta}$ and $\left\|z_{j}\left(t_{1}\right)\right\|<r_{\delta}$, it follows that

$$
\begin{aligned}
d & =\min _{(k, l) \in \mathcal{P}}\left\|\xi_{l}-\xi_{k}\right\|-2 r_{\delta} \\
& \leq\left\|\xi_{j}-\xi_{i}\right\|-2 r_{\delta} \\
& =\left\|z_{j}\left(t_{1}\right)-z_{i}\left(t_{1}\right)+q_{j}\left(t_{1}\right)-q_{i}\left(t_{1}\right)\right\|-2 r_{\delta} \\
& \leq\left\|z_{j}\left(t_{1}\right)\right\|+\left\|z_{i}\left(t_{1}\right)\right\|+\left\|q_{j}\left(t_{1}\right)-q_{i}\left(t_{1}\right)\right\|-2 r_{\delta} \\
& <\left\|q_{j}\left(t_{1}\right)-q_{i}\left(t_{1}\right)\right\| .
\end{aligned}
$$

Therefore, $\mathcal{R}_{i}\left(t_{1}\right)=\emptyset$, which implies from (2.9) that $R_{i}\left(q\left(t_{1}\right)\right)=0$. Since, in addition, $\left\|z_{i}\left(t_{1}\right)\right\|<\min \left\{r_{\alpha}, r_{\delta}\right\} \leq r_{\alpha}$, it follows from (M2) that $\mu\left(\left\|z_{i}\left(t_{1}\right)\right\|\right)=0$, which implies that $\mu\left(\left\|z_{i}\left(t_{1}\right)\right\|\right) A_{i}\left(q\left(t_{1}\right)\right)=\mu\left(\left\|z_{i}\left(t_{1}\right)\right\|\right) C_{i}\left(q\left(t_{1}\right), p\left(t_{1}\right)\right)=0$.

Thus, combining cases yields that

$$
\mu\left(\left\|z_{i}\left(t_{1}\right)\right\|\right) A_{i}\left(q\left(t_{1}\right)\right)+R_{i}\left(q\left(t_{1}\right)\right)+\mu\left(\left\|z_{i}\left(t_{1}\right)\right\|\right) C_{i}\left(q\left(t_{1}\right), p\left(t_{1}\right)\right)=0 .
$$

Therefore, for all $t \geq t_{0}, u_{i}\left(q(t), p(t), z_{i}(t)\right)=\nu\left(\left\|z_{i}(t)\right\|\right) z_{i}(t)+\kappa\left(\left\|z_{i}(t)\right\|\right) p_{i}(t)$. Thus, part (b) of Proposition 2 implies that there exists $t_{2} \geq t_{0}$ such that for all $t \geq$ $t_{2}, \ddot{q}_{i}(t)+2 \zeta \omega_{\mathrm{n}} \dot{q}_{i}(t)+\omega_{\mathrm{n}}^{2} q_{i}(t)=\omega_{\mathrm{n}}^{2} \xi_{i}$, which implies that $\lim _{t \rightarrow \infty} q_{i}(t)=\xi_{i}$ and $\lim _{t \rightarrow \infty} p_{i}(t)=0$.

Proof of Theorem [3. Since $r_{\alpha}=r_{\beta}=0$, it follows from (M1) that $\mu=1$, which implies that the derivative of $V(q, p)$ along the trajectories of (2.1), (2.2), and (2.18)
is

$$
\begin{align*}
& \dot{V}(q, p) \triangleq \frac{\partial V(q, p)}{\partial q} p+\frac{\partial V(q, p)}{\partial p} u(q, p) \\
& =\sum_{i \in \mathcal{I}}\left(\frac{\partial \psi_{\mathbf{s}}(q)}{\partial q_{i}}+\frac{\partial}{\partial q_{i}}\left[\int_{0}^{\left\|\xi_{i}-q_{i}\right\|} \lambda \nu(\lambda) \mathrm{d} \lambda\right]+A_{i}^{\mathrm{T}}(q)\right. \\
&  \tag{2.36}\\
& \left.\quad+R_{i}^{\mathrm{T}}(q)+C_{i}^{\mathrm{T}}(q, p)+\nu\left(\left\|z_{i}\right\|\right) z_{i}^{\mathrm{T}}+\kappa\left(\left\|z_{i}\right\|\right) p_{i}^{\mathrm{T}}\right) p_{i}
\end{align*}
$$

Since for all $(k, j) \in \mathcal{P},\left\|q_{j}-q_{k}\right\|_{\epsilon}=\left\|q_{k}-q_{j}\right\|_{\epsilon}$, it follows that $\psi\left(\left\|q_{j}-q_{k}\right\|_{\epsilon}\right)=$ $\psi\left(\left\|q_{k}-q_{j}\right\|_{\epsilon}\right)$. Therefore, (2.4), (2.8), (2.9), (2.21), and (2.22) imply that for all $i \in \mathcal{I}$,

$$
\begin{align*}
\frac{\partial \psi_{\mathbf{s}}(q)}{\partial q_{i}} & =\frac{\partial}{\partial q_{i}}\left[\sum_{k=1}^{n-1} \sum_{j=k+1}^{n} \psi\left(\left\|q_{j}-q_{k}\right\|_{\epsilon}\right)\right] \\
& =\sum_{j \in \mathcal{I} \backslash\{i\}} \frac{\partial \psi\left(\left\|q_{j}-q_{i}\right\|_{\epsilon}\right)}{\partial q_{i}} \\
& =-\sum_{j \in \mathcal{I} \backslash\{i\}} \rho_{h}\left(\frac{\left\|q_{j}-q_{i}\right\|_{\epsilon}}{\left\|r_{\mathrm{c}}\right\|_{\epsilon}}\right) \phi\left(\left\|q_{j}-q_{i}\right\|_{\epsilon}-\|d\|_{\epsilon}\right) \sigma_{\epsilon}^{\mathrm{T}}\left(q_{j}-q_{i}\right) \\
& =-A_{i}^{\mathrm{T}}(q)-R_{i}^{\mathrm{T}}(q) \tag{2.37}
\end{align*}
$$

Define $\nu^{\prime}(\eta) \triangleq \nu(\sqrt{\eta})$, and it follows that

$$
\int_{0}^{\left\|\xi_{i}-q_{i}\right\|} \lambda \nu(\lambda) \mathrm{d} \lambda=\frac{1}{2} \int_{0}^{\left\|\xi_{i}-q_{i}\right\|^{2}} \nu^{\prime}(\tau) \mathrm{d} \tau
$$

where $\tau=\lambda^{2}$ and $\mathrm{d} \tau=2 \lambda \mathrm{~d} \lambda$. Thus,

$$
\begin{align*}
\frac{\partial}{\partial q_{i}}\left[\int_{0}^{\left\|\xi_{i}-q_{i}\right\|} \lambda \nu(\lambda) \mathrm{d} \lambda\right] & =\frac{\partial}{\partial q_{i}}\left[\frac{1}{2} \int_{0}^{\left\|\xi_{i}-q_{i}\right\|^{2}} \nu^{\prime}(\tau) \mathrm{d} \tau\right] \\
& =-\nu\left(\left\|\xi_{i}-q_{i}\right\|\right)\left[\xi_{i}-q_{i}\right]^{\mathrm{T}} \\
& =-\nu\left(\left\|z_{i}\right\|\right) z_{i}^{\mathrm{T}} \tag{2.38}
\end{align*}
$$

For all $(i, j) \in \mathcal{P}$ such that $\left\|q_{j}-q_{i}\right\|<r_{\mathrm{c}}$, it follows that $j \in \mathcal{N}_{i}$. Furthermore, it follows from (2.5) that for all $(i, j) \in \mathcal{P}$ such that $\left\|q_{j}-q_{i}\right\| \geq r_{\mathrm{c}}, \rho_{h}\left(\left\|q_{j}-q_{i}\right\|_{\epsilon} /\left\|r_{\mathrm{c}}\right\|_{\epsilon}\right)=$ 0 . Therefore, (2.10) implies that

$$
\begin{align*}
\sum_{i \in \mathcal{I}} C_{i}^{\mathrm{T}}(q, p) p_{i} & =\frac{1}{2} \sum_{i \in \mathcal{I}} \sum_{j \in \mathcal{I} \backslash\{i\}} \rho_{h}\left(\frac{\left\|q_{j}-q_{i}\right\|_{\epsilon}}{\left\|r_{\mathrm{c}}\right\|_{\epsilon}}\right)\left[-p_{i}^{\mathrm{T}} p_{i}+p_{j}^{\mathrm{T}} p_{i}\right] \\
& =-\frac{1}{2} \sum_{(i, j) \in \mathcal{P}} \rho_{h}\left(\frac{\left\|q_{j}-q_{i}\right\|_{\epsilon}}{\left\|r_{\mathrm{c}}\right\|_{\epsilon}}\right)\left\|p_{j}-p_{i}\right\|^{2} \tag{2.39}
\end{align*}
$$

Substituting (2.37)-(2.39) into (2.36) yields

$$
\begin{equation*}
\dot{V}(q, p)=-\frac{1}{2} \sum_{(i, j) \in \mathcal{P}} \rho_{h}\left(\frac{\left\|q_{j}-q_{i}\right\|_{\epsilon}}{\left\|r_{\mathrm{c}}\right\|_{\epsilon}}\right)\left\|p_{j}-p_{i}\right\|^{2}+\sum_{i \in \mathcal{I}} \kappa\left(\left\|z_{i}\right\|\right)\left\|p_{i}\right\|^{2} \tag{2.40}
\end{equation*}
$$

and since $\kappa<0$, it follows that $\dot{V}(q, p) \leq 0$.
To show (b), it can be shown that $\int_{0}^{\left\|\xi_{i}-q_{i}\right\|} \lambda \nu(\lambda) \mathrm{d} \lambda$ is radially unbounded in $q_{i}$, which implies that $V(q, p)$ is radially unbounded. Since for all $(q, p) \in \mathbb{R}^{m} \times \mathbb{R}^{m}$, $\dot{V}(q, p) \leq 0$, it follows that for all $t \geq 0, \dot{V}(q(t), p(t)) \leq 0$, which implies that

$$
V(q(t), p(t))=V(q(0), p(0))+\int_{0}^{t} \dot{V}(q(\tau), p(\tau)) \mathrm{d} \tau \leq V(q(0), p(0))
$$

Since $V(q, p)$ is positive semidefinite, radially unbounded, and for all $t \geq 0, V(q(t), p(t)) \leq$ $V(q(0), p(0))$, it follows that $q$ and $p$ are bounded.

Define

$$
\Omega \triangleq\left\{(q, p) \in \mathbb{R}^{m n} \times \mathbb{R}^{m n}: V(q, p) \leq V(q(0), p(0))\right\}
$$

which is compact and positively invariant with respect to (2.1), (2.2), and (2.18). Furthermore, define

$$
\Omega_{1} \triangleq\{(q, p) \in \Omega: \dot{V}(q, p)=0\}=\{(q, p) \in \Omega: p=0\}
$$

Since $p=0$ implies that $\dot{p}=u(q, p)=0$, it follows that $\mathcal{M}$ is the largest set contained in $\Omega_{1}$ that is invariant with respect to (2.1), (2.2), and (2.18). Thus, LaSalle's invariance theorem [84, Theorem 4.4] implies that, for all $q(0) \in \mathbb{R}^{m n}$ and $p(0) \in \mathbb{R}^{m n},(q(t), p(t))$ converges to $\mathcal{M}$, which confirms (b).

To show (a), assume that for all $(i, j) \in \mathcal{P},\left\|\xi_{j}-\xi_{i}\right\|>r_{\mathrm{c}}$. Therefore, there exists $\delta>0$ such that for all $(i, j) \in \mathcal{P},\left\|\xi_{j}-\xi_{i}\right\|>r_{\mathrm{c}}+\delta$. Define

$$
\mathcal{D} \triangleq\left\{(q, p) \in \mathbb{R}^{m n} \times \mathbb{R}^{m n}:\|\xi-q\|<\frac{\delta}{2}\right\}
$$

which implies that for all $(q, p) \in \mathcal{D}$,

$$
\left\|z_{i}\right\| \leq\left(\sum_{i \in \mathcal{I}}\left\|z_{i}\right\|^{2}\right)^{1 / 2}=\|\xi-q\|<\frac{\delta}{2}
$$

Thus, for all $(q, p) \in \mathcal{D}$ and all $(i, j) \in \mathcal{P}$,

$$
\begin{aligned}
r_{\mathrm{c}} & <\left\|\xi_{j}-\xi_{i}\right\|-\delta \\
& =\left\|z_{j}-z_{i}+q_{j}-q_{i}\right\|-\delta \\
& \leq\left\|z_{j}\right\|+\left\|z_{i}\right\|+\left\|q_{j}-q_{i}\right\|-\delta \\
& <\frac{\delta}{2}+\frac{\delta}{2}+\left\|q_{j}-q_{i}\right\|-\delta \\
& =\left\|q_{j}-q_{i}\right\|,
\end{aligned}
$$

which implies that $\left\|q_{j}-q_{i}\right\|_{\epsilon} /\left\|r_{\mathrm{c}}\right\|_{\epsilon}>1$. Hence, it follows from (2.5) and (2.21) that

$$
\psi\left(\left\|q_{j}-q_{i}\right\|_{\epsilon}\right)=\int_{\|d\|_{\epsilon}}^{\left\|r_{c}\right\|_{\epsilon}} \rho_{h}\left(\frac{s}{\left\|r_{\mathrm{c}}\right\|_{\epsilon}}\right) \phi\left(s-\|d\|_{\epsilon}\right) \mathrm{d} s
$$

which combined with 2.22 implies that

$$
\psi_{\mathbf{s}}(q)=\frac{n(n-1)}{2} \int_{\|d\|_{\epsilon}}^{\left\|r_{r_{\mathrm{c}}}\right\|_{\epsilon}} \rho_{h}\left(\frac{s}{\left\|r_{\mathrm{c}}\right\|_{\epsilon}}\right) \phi\left(s-\|d\|_{\epsilon}\right) \mathrm{d} s .
$$

Consider the candidate Lyapunov function $V_{1}: \mathcal{D} \rightarrow \mathbb{R}$ defined by

$$
V_{1}(q, p) \triangleq V(q, p)-\frac{n(n-1)}{2} \int_{\|d\|_{\epsilon}}^{\left\|r_{\mathrm{c}}\right\|_{\epsilon}} \rho_{h}\left(\frac{s}{\left\|r_{\mathrm{c}}\right\|_{\epsilon}}\right) \phi\left(s-\|d\|_{\epsilon}\right) \mathrm{d} s .
$$

It follows from (2.25) that $V_{1}(\xi, 0)=0$. Since $\nu>0$, it follows that for all $q_{i} \in \mathbb{R}^{m} \backslash\left\{\xi_{i}\right\}$, $\int_{0}^{\left\|\xi_{i}-q_{i}\right\|} \lambda \nu(\lambda) \mathrm{d} \lambda>0$. Therefore, 2.25) implies that for all $(q, p) \in \mathcal{D} \backslash\{(\xi, 0)\}$, $V_{1}(q, p)>0$.

The derivative of $V_{1}(q, p)$ along the trajectories of $(2.1),(2.2)$, and $(2.18)$ is

$$
\dot{V}_{1}(q, p) \triangleq \frac{\partial V_{1}(q, p)}{\partial q} p+\frac{\partial V_{1}(q, p)}{\partial p} u(q, p)=\dot{V}(q, p) .
$$

Define

$$
\begin{aligned}
\mathcal{S} \triangleq & \left\{(q, p) \in \mathcal{D}: \dot{V}_{1}(q, p)=0\right\}=\{(q, p) \in \mathcal{D}: p=0\} \\
& E_{i} \triangleq\left[\begin{array}{lll}
0_{m \times m(i-1)} & I_{m} & 0_{m \times m(n-i)}
\end{array}\right] \in \mathbb{R}^{m \times m n}
\end{aligned}
$$

where $0_{l_{1} \times l_{2}}$ is the $l_{1} \times l_{2}$ matrix of zeros, and $I_{m}$ is the $m \times m$ identity matrix. Let $\tilde{q}:[0, \infty) \rightarrow \mathbb{R}^{m n}$ and $\tilde{p}:[0, \infty) \rightarrow \mathbb{R}^{m n}$ be such that for all $t \geq 0,(\tilde{q}(t), \tilde{p}(t)) \in \mathcal{S}$ and for all $i \in \mathcal{I}, \tilde{q}_{i}(t) \triangleq E_{i} \tilde{q}(t)$ and $\tilde{p}_{i}(t) \triangleq E_{i} \tilde{p}(t)$ satisfy 2.1), 2.2, and 2.18). Thus, $\tilde{p}(t) \equiv 0$. Since $\mathcal{S} \subset \mathcal{D}$, it follows that for all $(i, j) \in \mathcal{P}$ and all $t \geq 0$, $\left\|\tilde{q}_{j}(t)-\tilde{q}_{i}(t)\right\|>r_{\mathrm{c}}$, which implies that $\rho_{h}\left(\left\|\tilde{q}_{j}(t)-\tilde{q}_{i}(t)\right\|_{\epsilon} /\left\|r_{\mathrm{c}}\right\|_{\epsilon}\right) \equiv 0$. Therefore, (2.8)-2.10) imply that $A_{i}(\tilde{q}(t)) \equiv R_{i}(\tilde{q}(t)) \equiv C_{i}(\tilde{q}(t), \tilde{p}(t)) \equiv 0$. Since, in addition, $\tilde{p}(t) \equiv 0$, it follows from (2.2) and (2.18) that

$$
0 \equiv \dot{\tilde{p}}_{i}(t) \equiv u_{i}\left(\tilde{q}(t), \tilde{p}(t), \xi_{i}-\tilde{q}_{i}(t)\right) \equiv \nu\left(\left\|\xi_{i}-\tilde{q}_{i}(t)\right\|\right)\left[\xi_{i}-\tilde{q}_{i}(t)\right]
$$

which implies that $\tilde{q}_{i}(t) \equiv \xi_{i}$ because $\nu>0$. Thus, $(\tilde{q}(t), \tilde{p}(t)) \equiv(\xi, 0)$ is the only solution to (2.1), (2.2), and (2.18) such that for all $t \geq 0,(\tilde{q}(t), \tilde{p}(t)) \in \mathcal{S}$. Therefore, [84, Corollary 4.1] implies that $(q(t), p(t)) \equiv(\xi, 0)$ is a locally asymptotically equilibrium of (2.1), (2.2), and (2.18), which confirms (a).

Finally, to show (c) , assume $V(q(0), p(0))<\psi\left(\left\|\delta_{\mathrm{c}}\right\|_{\epsilon}\right)$. Since for all $(i, j) \in \mathcal{P}$, $\psi\left(\left\|q_{j}-q_{i}\right\|_{\epsilon}\right) \leq \psi_{\mathrm{s}}(q) \leq V(q, p)$ and $\dot{V}(q, p) \leq 0$, it follows that for all $t \geq 0$, $\psi\left(\left\|q_{j}(t)-q_{i}(t)\right\|_{\epsilon}\right) \leq V(q(t), p(t)) \leq V(q(0), p(0))<\psi\left(\left\|\delta_{c}\right\|_{\epsilon}\right)$. Thus, for all $(i, j) \in \mathcal{P}$ and all $t \geq 0,\left\|q_{i}(t)-q_{j}(t)\right\|_{\epsilon}>\left\|\delta_{\mathrm{c}}\right\|_{\epsilon}$, which implies $\left\|q_{j}(t)-q_{i}(t)\right\|>\delta_{\mathrm{c}}$, which confirms (c).

## Chapter 3 Discrete-Time Flocking

We present a multi-agent control method that addresses flocking in discrete time. The method is decentralized, that is, each agent's controller relies on local sensing to determine the relative positions and velocities of nearby agents. Each agent has the discrete-time double-integrator dynamics obtained by sampling the continuous-time double integrator and applying a zero-order hold on the control input. The method can use a centralized flock leader for guidance. We use a novel flock-correction-to-guidance term that prevents formations from collapsing around the leader. We demonstrate with analysis that agents using the discrete-time flocking method converge to a set of flocking formations. Notably, the flocking analysis relies on logarithmic potential functions. We also provide simulations demonstrating that agents using the discretetime flocking method converge to a set of flocking formations and follow the centralized leader (if applicable).

### 3.1 Introduction

Multi-agent systems have many exciting applications such as distributed sensing, formation flying, and cooperative surveillance. For example, autonomous aircraft or spacecraft can fly in formations for distributed sensing [8, 9]. These applications require decentralized methods for coordinating and controlling groups of autonomous agents 11 .

For coordinated control, each agent relies on sensing to determine the relative positions and velocities of nearby agents. Then, each agent uses these measurements combined with other information such as mission objectives to accomplish tasks, which can include: guidance, velocity matching, collision avoidance, and cohesion. Guidance causes an agent or agents to follow a leader agent or leader trajectory, or approach a desired destination. Velocity matching causes nearby agents to approach a consensus velocity; collision avoidance repels an agent from nearby agents (or obstacles); and cohesion attracts an agent to nearby agents.

Agent guidance is often achieved using leader-follower methods [1, 9, 19, 21, 26, 58, 60, 62, which rely on a centralized leader, who can be an actual or virtual member of the formation and whose real-time relative position and relative velocity are known by all agents $[1,22,26]$ or at least by some $[9,19,21]$. Consensus algorithms [17, $34,53,53,56,85$ are used to achieve velocity matching.

Some consensus algorithms can be extended to address formation control $46 \mid 48$, [57, 58, 60]. These approaches are position-formation methods that force agents into a configuration using desired relative-position vectors between pairs of agents. In
contrast, distance-formation methods induce a configuration using only a desired relative distance between adjacent agents. In this case, the agents autonomously determine their configuration based on the desired interagent distance and initial conditions. One approach for distance formation is to use potential functions that create attractive forces when nearby agents are too far away and repulsive forces when nearby agents are too close [1, 21, 27, 61]. Flocking methods such as [1, 21, 27, 61 use distance-formation algorithms for cohesion and collision avoidance, and consensus algorithms for velocity matching. A survey of multi-agent formation methods is presented in [29]. In addition, many flocking methods include a centralized leader for flock guidance.

The majority of the formation-control literature focuses on algorithms for agents with continuous-time dynamics (e.g., [1, 8, 9, 11, 19, 21, 27, 61]). However, a controller that stabilizes a continuous-time dynamic system may not stabilize the discrete-time dynamic system obtained from sampling and holding the continuous system because of sampled-data effects 77]. To address sampled-data effects, formation-control approaches for agents with discrete-time dynamics are given in $46,47,57,58,60,83]$. These methods include velocity consensus as well as cohesion and collision avoidance, but only 83 is a distance-formation algorithm.

In this chapter, we present a discrete-time distance-formation flocking algorithm. This distance-formation algorithm is decentralized, but it can also incorporate a centralized leader. We use a discrete-time flocking algorithm, where the parameters of the algorithm depend on the number of agents and the sample time. The algorithm contains a novel flock-correction-to-guidance term that prevents formations from collapsing around the leader. The objective of this flocking algorithm is to induce a formation of agents, where all agents have the same velocity, do not collide with one another, and form a single group of agents, that is, the flock is not fragmented. Our analysis uses a logarithmic potential function, which is similar to a logarithmic Lyapunov-like function 86 91.

This chapter has several contributions that extend the current literature. In contrast to [83], we provide sufficient conditions such that the agent-averaged position and velocity converge to the leader's position and velocity. In addition, we demonstrate with an example that if agents follow a leader and use flock correction to guidance, then the agents converge to the same flocking configuration as without flock correction to guidance; and if agents follow a leader and do not use flock correction to guidance, then the flocking configuration collapses around the leader.

The discrete-time distance-formation algorithm has applications in distributed sensing, formation flying, and cooperative surveillance. This discrete-time algorithm is beneficial for applications with slow sampling rates. As shown in Sections 3.3 and 3.6, the discrete-time flocking algorithm can yield improved performance relative to continuous-time algorithms when implemented with sampled-data systems.

### 3.2 Problem Formulation

Let the positive integer $n$ be the number of agents, and define $\mathcal{I} \triangleq\{1,2, \ldots, n\}$, which is the agent index set. For each $i \in \mathcal{I}$, consider the discrete-time dynamics

$$
\begin{align*}
& q_{i}(k+1)=q_{i}(k)+T_{\mathrm{s}} p_{i}(k)+\frac{1}{2} T_{\mathrm{s}}^{2} u_{i}(k),  \tag{3.1}\\
& p_{i}(k+1)=p_{i}(k)+T_{\mathrm{s}} u_{i}(k), \tag{3.2}
\end{align*}
$$

where $k \in \mathbb{N} \triangleq\{0,1,2, \ldots\} ; T_{\mathrm{s}}>0$ is the sample time; $q_{i}(k) \in \mathbb{R}^{m}, p_{i}(k) \in \mathbb{R}^{m}$, and $u_{i}(k) \in \mathbb{R}^{m}$ are the position, velocity, and control of the $i$ th agent; and $q_{i}(0)$ and $p_{i}(0)$ are the initial conditions. Note that (3.1) and (3.2) are the discrete-time doubleintegrator dynamics obtained by sampling the continuous-time double integrator with sample time $T_{\mathrm{s}}$ and applying a zero-order hold on the control input. Define $\mathcal{P} \triangleq\{(i, j) \in \mathcal{I} \times \mathcal{I}: i \neq j\}$, which is the set of ordered pairs, and let $\|\cdot\|$ denote the Euclidean norm.

Let $\delta_{\mathrm{c}} \geq 0$ be the collision radius, which is the minimum acceptable distance between agents. The rules for flocking are that agents stay close to one another, avoid collisions, and match velocities [16]. We use these rules to define asymptotic flocking. The agents in $\mathcal{I}$ flock with interagent distance $d>0$ if the following conditions hold:
(F1) For all $(i, j) \in \mathcal{P}$ and all $k \in \mathbb{N},\left\|q_{j}(k)-q_{i}(k)\right\|>\delta_{\mathrm{c}}$.
(F2) For all $(i, j) \in \mathcal{P}, \lim _{k \rightarrow \infty}\left[p_{j}(k)-p_{i}(k)\right]=0$.
(F3) There exists $k_{0} \in \mathbb{N}$ such that for all $k \geq k_{0}, \max _{(i, j) \in \mathcal{P}}\left\|q_{j}(k)-q_{i}(k)\right\| \leq d(n-1)$.
Condition (F1) states that there are no collisions. Condition (F2) states that all agents approach the same velocity. Condition (F3) states that asymptotically each agent is at most a distance $d(n-1)$ away from its farthest neighbor; this condition is flock cohesion.

We present a discrete-time flocking algorithm that accomplishes (F1) (F3). In addition, this algorithm can force the flock to follow a virtual leader, whose dynamics are

$$
\begin{align*}
& q_{\mathrm{g}}(k+1)=q_{\mathrm{g}}(k)+T_{\mathrm{s}} p_{\mathrm{g}}(k)+\frac{1}{2} T_{\mathrm{s}}^{2} u_{\mathrm{g}}(k),  \tag{3.3}\\
& p_{\mathrm{g}}(k+1)=p_{\mathrm{g}}(k)+T_{\mathrm{s}} u_{\mathrm{g}}(k), \tag{3.4}
\end{align*}
$$

where $q_{\mathrm{g}}(k) \in \mathbb{R}^{m}$ and $p_{\mathrm{g}}(k) \in \mathbb{R}^{m}$ are the position and velocity of the leader; $q_{\mathrm{g}}(0)$ and $p_{\mathrm{g}}(0)$ are the initial conditions; and $u_{\mathrm{g}}: \mathbb{N} \rightarrow \mathbb{R}^{m}$ is an external forcing signal. The leader dynamics (3.3) and (3.4) take the form of a discrete-time double integrator and thus match the agent dynamics $(3.1)$ and (3.2).

Unless otherwise stated, all statements in this chapter that involve the subscript $i$ are for all $i \in \mathcal{I}$, and all statements that involve the subscripts $i$ and $j$ are for all $(i, j) \in \mathcal{P}$. Also, for $\ell=1, \ldots, m$, we let $e_{\ell} \in \mathbb{R}^{1 \times m}$ denote the $\ell$ th row of $I_{m}$.

### 3.3 Motivation

To motivate discrete-time flocking, we examine the effect of discretization (i.e., sample and zero-order hold) on a continuous-time flocking controller, specifically, [1, Alg. 1]. We consider the discrete-time double-integrator dynamics (3.1) and (3.2), where $u_{i}$ is determined by discretizing the continuous-time controller [1, Alg. 1] with sample time $T_{\mathrm{s}}$ and applying a zero-order hold. In this section, we adopt the notation of [1]. Unless otherwise stated, the notation from this section is not used in other sections of this chapter. In this section, we focus on flocking without a leader.

Let $d>0$ be the desired distance between agents. The attraction parameter is $a>0$, and the repulsion parameter is $b \geq a$. Let $\epsilon>0$, and define $\|\cdot\|_{\sigma}: \mathbb{R}^{m} \rightarrow[0, \infty)$ and $\sigma_{\epsilon}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ by $\|x\|_{\sigma} \triangleq\left(\sqrt{1+\epsilon\|x\|^{2}}-1\right) / \epsilon$ and $\sigma_{\epsilon}(x) \triangleq\left(1 /\left(1+\epsilon\|x\|_{\sigma}\right)\right) x$.

In this section, we assume that the communication radius $r>d$ is sufficiently large such that for all $\left.k \in \mathbb{N}, \rho_{h}\left(\| q_{j}(k)-q_{i}(k)\right)\left\|_{\sigma} /\right\| r \|_{\sigma}\right)=1$, where $\rho_{h}:[0, \infty) \rightarrow[0,1]$ be given by [1, Eq. (9)]. We also assume $a=b$. Then, [1, Algorithm 1] is

$$
\begin{equation*}
u_{i}(k) \triangleq \sum_{j \in \mathcal{I} \backslash\{i\}} \phi\left(\left\|q_{j}(k)-q_{i}(k)\right\|_{\sigma}-\|d\|_{\sigma}\right) \sigma_{\epsilon}\left(q_{j}(k)-q_{i}(k)\right)+p_{j}(k)-p_{i}(k), \tag{3.5}
\end{equation*}
$$

where $\phi: \mathbb{R} \rightarrow \mathbb{R}$ is given by $\phi(\eta)=a \eta / \sqrt{1+\eta^{2}}$.
First, we consider the case with $n=2$ agents. In this case, it follows from (3.1), (3.2), and (3.5) that for all $k \in \mathbb{N}$,

$$
\begin{align*}
& \delta q(k+1) \triangleq q_{2}(k+1)-q_{1}(k+1)=f_{1}(\delta q(k), \delta p(k)),  \tag{3.6}\\
& \delta p(k+1) \triangleq p_{2}(k+1)-p_{1}(k+1)=f_{2}(\delta q(k), \delta p(k)), \tag{3.7}
\end{align*}
$$

where

$$
\begin{gather*}
f_{1}(\delta q, \delta p) \triangleq\left(1-\frac{T_{\mathrm{s}}^{2} \phi\left(\|\delta q\|_{\sigma}-\|d\|_{\sigma}\right)}{1+\epsilon\|\delta q\|_{\sigma}}\right) \delta q+T_{\mathrm{s}}\left(1-T_{\mathrm{s}}\right) \delta p,  \tag{3.8}\\
f_{2}(\delta q, \delta p) \triangleq \frac{-2 T_{\mathrm{s}} \phi\left(\|\delta q\|_{\sigma}-\|d\|_{\sigma}\right)}{1+\epsilon\|\delta q\|_{\sigma}} \delta q+\left(1-2 T_{\mathrm{s}}\right) \delta p . \tag{3.9}
\end{gather*}
$$

Define

$$
\delta \mathcal{E} \triangleq\left\{\left(\delta q_{\mathrm{e}}, \delta p_{\mathrm{e}}\right) \in \mathbb{R}^{m} \times \mathbb{R}^{m}:\left\|\delta q_{\mathrm{e}}\right\|=d \text { and } \delta p_{\mathrm{e}}=0\right\}
$$

which is the set of equilibria of the closed-loop system $(3.6)-(3.9)$ such that the agents are $d$ apart and have the same velocity. Note that $(\delta q(k), \delta p(k)) \equiv(0,0)$ is an equilibrium of $(3.6)-(3.9)$, but $(0,0) \notin \delta \mathcal{E}$.

Let $\left(\delta q_{\mathrm{e}}, \delta p_{\mathrm{e}}\right) \in \delta \mathcal{E}$, and it follows from (3.8) and (3.9) that

$$
A \triangleq\left[\begin{array}{cc}
\frac{\partial f_{1}(\delta q, \delta p)}{\delta q} & \frac{\partial f_{1}(\delta q, \delta p)}{\delta p}  \tag{3.10}\\
\frac{\partial f_{2}(\delta q, \delta p)}{\delta q} & \frac{\partial f_{2}(\delta q, \delta p)}{\delta p}
\end{array}\right]_{(\delta q, \delta p)=\left(\delta q_{\mathrm{e}}, \delta p_{\mathrm{e}}\right)}=\left[\begin{array}{cc}
I_{m}-\frac{T_{\mathrm{s}}^{2} a}{1+d^{2}} \delta q_{\mathrm{e}} \delta q_{\mathrm{e}}^{\mathrm{T}} & T_{\mathrm{s}}\left(1-T_{\mathrm{s}}\right) I_{m} \\
-\frac{2 T_{\mathrm{s}} a}{1+\epsilon d^{2}} \delta q_{\mathrm{e}} \delta q_{\mathrm{e}}^{\mathrm{T}} & \left(1-2 T_{\mathrm{s}}\right) I_{m}
\end{array}\right] .
$$

The following result describes the locations of the eigenvalues of $A$. The proof is in Section 3.9.

Proposition 3. The matrix $A$ given by (3.10) has $m-1$ eigenvalues at 1 and $m-1$ eigenvalues at $1-2 T_{\mathrm{s}}$. Furthermore, the following statements hold:
(a) Both of the remaining eigenvalues are inside the open unit disk if and only if $T_{\mathrm{s}}<\min \left\{1,2\left(1+\epsilon d^{2}\right) /\left(a d^{2}\right)\right\}$.
(b) At least one of the remaining eigenvalues is outside the closed unit disk if and only if $T_{\mathrm{s}}>\min \left\{1,2\left(1+\epsilon d^{2}\right) /\left(a d^{2}\right)\right\}$.

The following results describe the stability properties of the equilibria of (3.6)-(3.9). These results are an immediate consequence of Proposition 3 and Lyapunov's indirect method.

Corollary 1. If $m=1$ and $T_{\mathrm{s}}<\min \left\{1,2\left(1+\epsilon d^{2}\right) /\left(a d^{2}\right)\right\}$, then every element of $\delta \mathcal{E}$ is a locally asymptotically stable equilibrium of (3.6)-3.9).

Corollary 2. If $T_{\mathrm{s}}>\min \left\{1,2\left(1+\epsilon d^{2}\right) /\left(a d^{2}\right)\right\}$, then every element of $\delta \mathcal{E}$ is an unstable equilibrium of (3.6)-(3.9).

Corollary 2 implies that if the continuous-time flocking controller [1, Alg. 1] is discretized with a sample time $T_{\mathrm{s}}$ that is not sufficiently small, then the closed-loop system (3.6)-(3.9) is unstable. The following example demonstrates that the instability described in Corollary 2 is such that the agents approach a limit cycle, where they oscillate about the desired flocking distance $d$.

Example 8. Let $m=2, a=b=5, \epsilon=0.1, d=12$, and $T_{\mathrm{s}}=0.05 \mathrm{~s}$. Thus, $T_{\mathrm{s}}=0.05 \mathrm{~s}>0.04 \mathrm{~s}=\min \left\{1,2\left(1+\epsilon d^{2}\right) /\left(a d^{2}\right)\right\}$, and Corollary 2 implies that every element of $\delta \mathcal{E}$ is an unstable equilibrium of (3.6)-(3.9). The initial positions $q_{1}(0)$ and $q_{2}(0)$ are randomly distributed about 0 . The initial velocity $p_{1}(0)$ is randomly distributed about 0 , and $p_{2}(0)=\left[\begin{array}{lll}20 & 0\end{array}\right]^{\mathrm{T}}-p_{1}(0)$, which makes the average initial velocity $[100]^{\mathrm{T}}$. Figure 3.1 shows the trajectory of the closed-loop dynamics (3.1), (3.2), and (3.5), and Figure 3.2 shows the time histories of $\left\|q_{2}-q_{1}\right\|$ and $\left\|p_{2}-p_{1}\right\|$. The agents asymptotically oscillate towards and away from one another. The relative distance asymptotically oscillates about $d$, and the relative velocity asymptotically oscillates. Thus, neither (F2) nor (F3) are satisfied.

Corollary 1 states that if $m=1$ and $T_{\mathrm{s}}$ is sufficiently small, then every element of $\delta \mathcal{E}$ is a locally asymptotically stable equilibrium of (3.6)-(3.9). For $m>1$ and $T_{\mathrm{s}}$ sufficiently small, Proposition 3 implies that $A$ has at least one eigenvalue at 1. In this case, Lyapunov's indirect method cannot be applied to determine local stability. Numerical simulations suggest that for $n=2$ and $m>1$, the condition $T_{\mathrm{s}}<\min \left\{1,2\left(1+\epsilon d^{2}\right) /\left(a d^{2}\right)\right\}$ may be sufficient to ensure that every element of $\delta \mathcal{E}$ is a locally semistable equilibrium. However, a proof of this conjecture is open. See 92, pp. 194-195] for the definition of discrete-time local semistability.

The above analysis and example are for $n=2$ agents. For $n>2$ agents, the condition $T_{\mathrm{s}}<\min \left\{1,2\left(1+\epsilon d^{2}\right) /\left(a d^{2}\right)\right\}$ is not sufficient to achieve (F1) (F3). For $n>2$, numerical testing suggests that the bound on $T_{\mathrm{s}}$ depends not only on $a, b, \epsilon$, and $d$, but also $n$. The following example for $n=3$ agents shows a trajectory of (3.1),


Figure 3.1: A trajectory of the closed-loop dynamics (3.1), (3.2), and (3.5). The agents asymptotically oscillate towards and away from each other.
(3.2), and (3.5), where $T_{\mathrm{s}}<\min \left\{1,2\left(1+\epsilon d^{2}\right) /\left(a d^{2}\right)\right\}$. In this example, the agents start near a flocking configuration but diverge from this configuration.

Example 9. Let $n=3, m=2, a=b=0.2, \epsilon=0.1, d=12$, and $T_{\mathrm{s}}=0.7 \mathrm{~s}$. Thus, $T_{\mathrm{s}}=0.7 \mathrm{~s}<1 \mathrm{~s}=\min \left\{1,2\left(1+\epsilon d^{2}\right) /\left(a d^{2}\right)\right\}$. The initial positions are $q_{1}(0)=\left[\begin{array}{ll}0 & 0\end{array}\right]^{\mathrm{T}}$, $q_{2}(0)=[d 0]^{\mathrm{T}}$, and $q_{3}(0)=[0.5 d 0.865 d]^{\mathrm{T}}$, which implies that all pairs of agents are approximately $d$ apart. The initial velocities are $p_{i}(0)=0$. Thus, the agents start near a flocking configuration. Figure 3.3 shows the distance $\left\|q_{2}-q_{1}\right\|$ between agents and the magnitude of the relative velocity $\left\|p_{2}-p_{1}\right\|$. The agents do not stay in a flocking configuration. In fact, $\left\|q_{2}-q_{1}\right\|$ and $\left\|p_{2}-p_{1}\right\|$ grow without bound. Neither (F2) nor (F3) are satisfied.

The analysis and examples in this section demonstrate that continuous-time flocking algorithms may not perform well in sampled-data settings particularly for large sample times or for a large number of agents. Discretizing these algorithms with sufficiently small sample times may yield the desired flocking formations. However, for $n>2$ agents, it is unclear how to determine an upper bound on the sample time required to obtain stable formations. In this chapter, we present a new discrete-time flocking algorithm that is designed to guarantee stability properties for arbitrary sample time $T_{\mathrm{s}}$, number of agents $n$, and spatial dimension $m$.


Figure 3.2: The distance $\left\|q_{2}-q_{1}\right\|$ between agents and the magnitude of the relative velocity $\left\|p_{2}-p_{1}\right\|$ for a trajectory of the closed-loop dynamics (3.1), (3.2), and (3.5). The distance between agents oscillates about $d$ asymptotically, and the relative velocity oscillates asymptotically.

### 3.4 Discrete-Time Flocking

Let $r_{\mathrm{c}}>\delta_{\mathrm{c}}$ be the communication radius, which is the maximum distance at which an agent can sense another agent's relative position and relative velocity. For all $k \in \mathbb{N}$, define the neighbor set $\mathcal{N}_{i}(k) \triangleq\left\{j \in \mathcal{I} \backslash\{i\}:\left\|q_{j}(k)-q_{i}(k)\right\|<r_{\mathrm{c}}\right\}$, which is the set of agents whose distance to the $i$ th agent is less than the communication radius $r_{\mathrm{c}}$. Let $d \in\left(\delta_{\mathrm{c}}, r_{\mathrm{c}}\right)$ be the flock radius, which is the desired distance between adjacent agents in the flock. For all $k \in \mathbb{N}$, define the attraction set $\mathcal{A}_{i}(k) \triangleq\{j \in$ $\left.\mathcal{I} \backslash\{i\}: d \leq\left\|q_{j}(k)-q_{i}(k)\right\|<r_{\mathrm{c}}\right\} \subseteq \mathcal{N}_{i}(k)$, which is the set of agents whose distances from the $i$ th agent are between the flock and communication radii, and define the repulsion set $\mathcal{R}_{i}(k) \triangleq\left\{j \in \mathcal{I} \backslash\{i\}:\left\|q_{j}(k)-q_{i}(k)\right\|<d\right\} \subseteq \mathcal{N}_{i}(k)$, which is is the set of agents whose distances to the $i$ th agent are less than the flock radius. Note that for all $k \in \mathbb{N}, \mathcal{N}_{i}(k)=\mathcal{A}_{i}(k) \cup \mathcal{R}_{i}(k)$.

For each $k \in \mathbb{N}$, let $\hat{q}_{i}(k) \in \mathbb{R}^{m}$ be an estimate of $q_{i}(k+1)$, that is, $\hat{q}_{i}(k)$ is an estimate of the $i$ th agent's position at step $k+1$. We discuss how to design $\hat{q}_{i}(k)$ later in this section. Let $\bar{n} \geq n$ and $\bar{T}_{\mathrm{s}} \geq T_{\mathrm{s}}$. We assume $\bar{n}$ and $\bar{T}_{\mathrm{s}}$ are known; however, $n$ and $T_{\mathrm{s}}$ need not be known. If $n$ and $T_{\mathrm{s}}$ are known, then $\bar{n}=n$ and $\bar{T}_{\mathrm{s}}=T_{\mathrm{s}}$ are appropriate choices.



Figure 3.3: The distance $\left\|q_{2}-q_{1}\right\|$ between agents and the magnitude of the relative velocity $\left\|p_{2}-p_{1}\right\|$ for a trajectory of the closed-loop dynamics (3.1), (3.2), and (3.5). The agents start near a flocking configuration; however, the agents do not stay in a flocking configuration.

To develop the flocking controller, let

$$
\begin{equation*}
\alpha_{1} \in(0, \infty), \quad \alpha_{2} \in\left(0, \frac{4\left(\alpha_{1}+1\right)}{\bar{n} \bar{T}_{\mathrm{s}}^{2}}\right) \tag{3.11}
\end{equation*}
$$

and consider $\phi:[0, \infty) \rightarrow\left[\alpha_{2} /\left(\alpha_{1}+1\right)-\alpha_{2} / \alpha_{1}, \alpha_{2} /\left(\alpha_{1}+1\right)\right)$ defined by

$$
\begin{equation*}
\phi(\eta) \triangleq \frac{\alpha_{2}}{\alpha_{1}+1}-\frac{\alpha_{2}}{\alpha_{1}+\eta^{2} / d^{2}} . \tag{3.12}
\end{equation*}
$$

Note that $\phi(d)=0$; for all $\eta \in[0, d), \phi(\eta)<0$; and, for all $\eta \in(d, \infty), \phi(\eta)>0$. Next, let

$$
\begin{equation*}
\beta \in\left[\frac{\alpha_{2} \bar{T}_{\mathrm{s}}}{2\left(\alpha_{1}+1\right)}, \frac{2}{\bar{n} \bar{T}_{\mathrm{s}}}\right), \tag{3.13}
\end{equation*}
$$

where this interval exists because $\alpha_{2}<4\left(\alpha_{1}+1\right) /\left(\bar{n} \bar{T}_{\mathrm{s}}^{2}\right)$.
Let

$$
\begin{equation*}
\gamma_{1} \in\left[0, \frac{2}{\bar{T}_{\mathrm{s}}^{2}}\right), \quad \gamma_{2} \in\left[\frac{\bar{T}_{\mathrm{s}} \gamma_{1}}{2}, \frac{1}{\bar{T}_{\mathrm{s}}}\right) \tag{3.14}
\end{equation*}
$$

where the interval for $\gamma_{2}$ exists because $\gamma_{1}<2 / \bar{T}_{\mathrm{s}}^{2}$. For all $k \in \mathbb{N}$, define

$$
q(k) \triangleq\left[\begin{array}{c}
q_{1}(k) \\
\vdots \\
q_{n}(k)
\end{array}\right], \quad p(k) \triangleq\left[\begin{array}{c}
p_{1}(k) \\
\vdots \\
p_{n}(k)
\end{array}\right], \quad \hat{q}(k) \triangleq\left[\begin{array}{c}
\hat{q}_{1}(k) \\
\vdots \\
\hat{q}_{n}(k)
\end{array}\right] .
$$

Thus, we consider the discrete-time flocking control $u_{i}: \mathbb{R}^{m n} \times \mathbb{R}^{m n} \times \mathbb{R}^{m n} \times \mathbb{R}^{m} \times \mathbb{R}^{m} \rightarrow$ $\mathbb{R}^{m}$ defined by

$$
\begin{align*}
u_{i}\left(q, p, \hat{q}, q_{\mathrm{g}}, p_{\mathrm{g}}\right)= & \underbrace{\sum_{j \in \mathcal{A}_{i}} \phi\left(\left\|\hat{q}_{j}-\hat{q}_{i}\right\|\right)\left[q_{j}-q_{i}\right]}_{\text {Flock attraction }} \\
& +\underbrace{\sum_{j \in \mathcal{R}_{i}} \phi\left(\left\|\hat{q}_{j}-\hat{q}_{i}\right\|\right)\left[q_{j}-q_{i}\right]}_{\text {Flock repulsion }} \\
& +\underbrace{\sum_{j \in \mathcal{N}_{i}} \beta\left[p_{j}-p_{i}\right]}_{\text {Velocity consensus }} \\
& +\underbrace{\gamma_{1}\left[q_{\mathrm{g}}-q_{i}\right]+\gamma_{2}\left[p_{\mathrm{g}}-p_{i}\right]}_{\text {Guidance }} \\
& -\underbrace{}_{\left.\lim _{j \in \mathcal{N}_{i}} \frac{\gamma_{1}}{\operatorname{card}\left(\mathcal{N}_{i}\right)+1}\left[q_{j}-q_{i}\right]+\frac{\gamma_{2}}{\operatorname{card}\left(\mathcal{N}_{i}\right)+1}\left[p_{j}-p_{i}\right]\right)}
\end{align*}
$$

Flock correction to guidance
where $\operatorname{card}\left(\mathcal{N}_{i}\right)$ is the cardinality of $\mathcal{N}_{i}$.
The flock-attraction term in (3.15) is such that for all $j \in \mathcal{A}_{i}$, the $i$ th agent is attracted to the $j$ th agent. The flock-repulsion term is such that for all $j \in \mathcal{R}_{i}$, the $i$ th agent is repelled from the $j$ th agent. The velocity-consensus term attempts to match the $i$ th agent's velocity with the average velocity of all agents in the neighbor set $\mathcal{N}_{i}$. The guidance terms cause the $i$ th agent to be attracted to the leader's position and attempt to match its velocity. The flock-correction-to-guidance term is such that for all $j \in \mathcal{N}_{i}$, the $i$ th agent experiences corrective forces that repel it from the $j$ th agent and prevents configurations from collapsing around the leader for a large number $n$ of agents. This collapsing effect has been noted as an issue in [29].

The parameters in the control (3.15) are $\alpha_{1}, \alpha_{2}, \beta, \gamma_{1}$, and $\gamma_{2}$. Decreasing $\alpha_{1}$ increases flock repulsion relative to flock attraction, which helps prevent collisions. Increasing $\alpha_{2}$ increases the magnitude of $\phi$ and thus, the flock-attraction and flockrepulsion forces. Increasing $\beta$ increases the magnitude of the velocity-consensus force. Numerical simulations suggest that choosing $\beta$ closer to its upper bound $2 /\left(\bar{n} \bar{T}_{\mathrm{s}}\right)$ tends to yield better performance. Positive $\gamma_{1}$ causes the $i$ th agent to be attracted to the leader's position, whereas positive $\gamma_{2}$ causes the $i$ th agent to attempt to match the leader's velocity.

The estimate $\hat{q}_{i}$ can be chosen in multiple ways. The analysis in the next section uses the estimate $\hat{q}_{i}(k) \equiv q_{i}(k)+T_{\mathrm{s}} p_{i}(k)+\left(T_{\mathrm{s}}^{2} / 2\right) u_{i}(k) \equiv q_{i}(k+1)$. This choice of the
estimate $\hat{q}_{i}(k)$ depends on $u_{i}(k)$, which can make this estimate difficult to implement. However, we present an iterative algorithm for implementing $\hat{q}_{i}(k) \equiv q_{i}(k+1)$ at the end of the next section. In contrast, the estimate $\hat{q}_{i}(k) \equiv q_{i}(k)+T_{\mathrm{s}} p_{i}(k)$ is easy to implement. In addition, for bounded $u_{i}$ and sufficiently small $T_{\mathrm{s}}$, the estimate $\hat{q}_{i}(k) \equiv q_{i}(k)+T_{\mathrm{s}} p_{i}(k)$ is approximately equal to $q_{i}(k+1)$. The simulations in Section 3.7 use the estimate $\hat{q}_{i}(k) \equiv q_{i}(k)+T_{\mathrm{s}} p_{i}(k)$.

### 3.5 Flocking Analysis

In this section, we analyze the closed-loop dynamics (3.1)-(3.4) and (3.15). Let

$$
E_{i} \triangleq\left[\begin{array}{lll}
0_{m \times m(i-1)} & I_{m} & 0_{m \times m(n-i)}
\end{array}\right] \in \mathbb{R}^{m \times m n}
$$

and define $\mathcal{Q} \triangleq\left\{q \in \mathbb{R}^{m n}\right.$ : for all $\left.(i, j) \in \mathcal{P},\left\|\left[E_{j}-E_{i}\right] q\right\|<r_{\mathrm{c}}\right\}$, which is the set of agent positions such that all agents can communicate with one another. The flocking analysis in this section relies on the following assumptions:
(A1) $\hat{q}(k) \equiv q(k+1)$.
(A2) $r_{\mathrm{c}}$ is sufficiently large such that for all $k \in \mathbb{N}, q(k) \in \mathcal{Q}$.
At the end of this section, we present an iterative numerical approach for implementing $\hat{q}(k) \equiv q(k+1)$ and thus satisfying (A1). Assumption (A2) states that the communication radius is sufficiently large such that all agents communicate with one another. Theorem 5 in this section provides a sufficient condition such that (A2) is satisfied.

Define $q_{\mathrm{a}} \triangleq-q_{\mathrm{g}}+\sum_{i \in \mathcal{I}} q_{i} / n$ and $p_{\mathrm{a}} \triangleq-p_{\mathrm{g}}+\sum_{i \in \mathcal{I}} p_{i} / n$, which are the agent-averaged position and velocity relative to the leader's position and velocity. Then, it follows from (3.1)-(3.4) and (3.15) that for all $k \in \mathbb{N}$,

$$
\begin{align*}
& q_{\mathrm{a}}(k+1)=q_{\mathrm{a}}(k)+T_{\mathrm{s}} p_{\mathrm{a}}(k)+\frac{1}{2} T_{\mathrm{s}}^{2} u_{\mathrm{a}}\left(q(k), p(k), q_{\mathrm{g}}(k), p_{\mathrm{g}}(k), u_{\mathrm{g}}(k)\right),  \tag{3.16}\\
& p_{\mathrm{a}}(k+1)=p_{\mathrm{a}}(k)+T_{\mathrm{s}} u_{\mathrm{a}}\left(q(k), p(k), q_{\mathrm{g}}(k), p_{\mathrm{g}}(k), u_{\mathrm{g}}(k)\right), \tag{3.17}
\end{align*}
$$

where $u_{\mathrm{a}}: \mathbb{R}^{m n} \times \mathbb{R}^{m n} \times \mathbb{R}^{m} \times \mathbb{R}^{m} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ is defined by

$$
\begin{equation*}
u_{\mathrm{a}}\left(q, p, q_{\mathrm{g}}, p_{\mathrm{g}}, u_{\mathrm{g}}\right) \triangleq-u_{\mathrm{g}}+\frac{1}{n} \sum_{i \in \mathcal{I}} u_{i}\left(q, p, \hat{q}, q_{\mathrm{g}}, p_{\mathrm{g}}\right) \tag{3.18}
\end{equation*}
$$

which is the agent-averaged control relative to $u_{\mathrm{g}}$. We call (3.16)-(3.18) the agentaveraged dynamics.

Next, define $q_{j i} \triangleq q_{j}-q_{i}$ and $p_{j i} \triangleq p_{j}-p_{i}$. Then, it follows from (3.1), (3.2), and (3.15) that for all $k \in \mathbb{N}$,

$$
\begin{align*}
& q_{j i}(k+1)=q_{j i}(k)+T_{\mathrm{s}} p_{j i}(k)+\frac{1}{2} T_{\mathrm{s}}^{2} u_{j i}(q(k), p(k), \hat{q}(k)),  \tag{3.19}\\
& p_{j i}(k+1)=p_{j i}(k)+T_{\mathrm{s}} u_{j i}(q(k), p(k), \hat{q}(k)), \tag{3.20}
\end{align*}
$$

where $u_{j i}: \mathbb{R}^{m n} \times \mathbb{R}^{m n} \times \mathbb{R}^{m n} \rightarrow \mathbb{R}^{m}$ is defined by

$$
\begin{equation*}
u_{j i}(q, p, \hat{q}) \triangleq u_{j}\left(q, p, \hat{q}, q_{\mathrm{g}}, p_{\mathrm{g}}\right)-u_{i}\left(q, p, \hat{q}, q_{\mathrm{g}}, p_{\mathrm{g}}\right) . \tag{3.21}
\end{equation*}
$$

We call (3.19)-(3.21) the interagent dynamics. Note that the interagent dynamics do not depend on the leader's position $q_{\mathrm{g}}$ or velocity $p_{\mathrm{g}}$. Thus, (3.1) -(3.4) and (3.15) can be decomposed into 2 parts: the agent-averaged dynamics (3.16) -(3.18) and the interagent dynamics (3.19)-(3.21).

The following result provides sufficient conditions such that the agent-averaged position and velocity converge to the leader's position and velocity. The proof is in Section 3.10. We let $\otimes$ denote the Kronecker product.

Lemma 2. Consider the closed-loop dynamics (3.1)-(3.4) and (3.15), and the associated agent-averaged dynamics (3.16)-(3.18), where (A1) and (A2) are satisfied and $u_{\mathrm{g}}(k) \equiv 0$. Then, for all $q(0) \in \mathcal{Q}, p(0) \in \mathbb{R}^{m n}, q_{\mathrm{g}}(0) \in \mathbb{R}^{m}$, and $p_{\mathrm{g}}(0) \in \mathbb{R}^{m}$, the following statements hold:
(a) If $\gamma_{1}=0$ and $\gamma_{2} \in\left(0,1 / \bar{T}_{\mathrm{s}}\right)$, then $p_{\mathrm{a}}$ satisfies

$$
\begin{equation*}
p_{\mathrm{a}}(k+1)=\left(1-T_{\mathrm{s}} \gamma_{2}\right) p_{\mathrm{a}}(k), \tag{3.22}
\end{equation*}
$$

and $\lim _{k \rightarrow \infty} p_{\mathrm{a}}(k)=0$.
(b) If $\gamma_{1} \in\left(0,2 / \bar{T}_{\mathrm{s}}^{2}\right)$ and $\gamma_{2} \in\left(\bar{T}_{\mathrm{s}} \gamma_{1} / 2,1 / \bar{T}_{\mathrm{s}}\right)$, then $q_{\mathrm{a}}$ and $p_{\mathrm{a}}$ satisfy

$$
\left[\begin{array}{c}
q_{\mathrm{a}}(k+1)  \tag{3.23}\\
p_{\mathrm{a}}(k+1)
\end{array}\right]=\left(\left[\begin{array}{cc}
1-\frac{1}{2} T_{\mathrm{s}}^{2} \gamma_{1} & T_{\mathrm{s}}\left(1-\frac{1}{2} T_{\mathrm{s}} \gamma_{2}\right) \\
-T_{\mathrm{s}} \gamma_{1} & 1-T_{\mathrm{s}} \gamma_{2} .
\end{array}\right] \otimes I_{m}\right)\left[\begin{array}{c}
q_{\mathrm{a}}(k) \\
p_{\mathrm{a}}(k)
\end{array}\right],
$$

and $\lim _{k \rightarrow \infty} q_{\mathrm{a}}(k)=0$ and $\lim _{k \rightarrow \infty} p_{\mathrm{a}}(k)=0$.
To analyze the combined agent-averaged dynamics (3.16)-(3.18) and the interagent dynamics (3.19)-(3.21), consider $\psi:[0, \infty) \rightarrow[0, \infty)$ defined by

$$
\begin{align*}
\psi(\eta) & \triangleq 2 \alpha_{2} \int_{d}^{\eta} \frac{\sigma}{\alpha_{1}+1}-\frac{\sigma}{\alpha_{1}+\sigma^{2} / d^{2}} \mathrm{~d} \sigma \\
& =\alpha_{2}\left[\frac{\eta^{2}-d^{2}}{\alpha_{1}+1}+d^{2} \ln \frac{\alpha_{1}+1}{\alpha_{1}+\eta^{2} / d^{2}}\right] . \tag{3.24}
\end{align*}
$$

Note that $\psi(d)=0$ and for all $\eta \in[0, \infty) \backslash\{d\}, \psi(\eta)>0$. Consider the logarithmic potential function $V: \mathcal{Q} \times \mathbb{R}^{m n} \rightarrow[0, \infty)$ defined by

$$
\begin{equation*}
V(q, p) \triangleq \sum_{(i, j) \in \mathcal{P}} \psi\left(\left\|\left[E_{j}-E_{i}\right] q\right\|\right)+\lambda\left\|\left[E_{j}-E_{i}\right] p\right\|^{2} \tag{3.25}
\end{equation*}
$$

where $\lambda \triangleq 1 / n-T_{\mathrm{s}} \beta / 2$, which is positive because $\beta<2 /\left(\bar{n} \bar{T}_{\mathrm{s}}\right) \leq 2 /\left(n T_{\mathrm{s}}\right)$. If $\left\|\left[E_{j}-E_{i}\right] q\right\|=d$ and $\left[E_{j}-E_{i}\right] p=0$, then $V(q, p)=0$; otherwise, $V(q, p)>0$.

Define the Lyapunov-like difference $\Delta V(k) \triangleq V(q(k+1), p(k+1))-V(q(k), p(k))$. The following result shows that $V(q(k), p(k))$ is nonincreasing along the trajectories of (3.1), (3.2), and (3.15). The proof is in Section 3.10.

Lemma 3. Consider the closed-loop dynamics (3.1)-(3.4), and (3.15), where (A1) is satisfied. Let $k_{0} \in \mathbb{N}$, and assume $q\left(k_{0}\right) \in \mathcal{Q}$. Then, $\Delta V\left(k_{0}\right) \leq 0$. Furthermore, $\Delta V\left(k_{0}\right)=0$ if and only if $q_{j i}\left(k_{0}+1\right)=q_{j i}\left(k_{0}\right)$.

Define

$$
\begin{align*}
\mathcal{E} & \triangleq\left\{\left(q_{\mathrm{e}}, p_{\mathrm{e}}\right) \in \mathcal{Q} \times \mathbb{R}^{m n}: \text { for all }(i, j) \in \mathcal{P}, u_{j i}\left(q_{\mathrm{e}}, p_{\mathrm{e}}, q_{\mathrm{e}}\right)=0 \text { and }\left[E_{j}-E_{i}\right] p_{\mathrm{e}}=0\right\} \\
& =\left\{\left(q_{\mathrm{e}}, p_{\mathrm{e}}\right) \in \mathcal{Q} \times \mathbb{R}^{m n}: \text { for all }(i, j) \in \mathcal{P}, u_{j i}\left(q_{\mathrm{e}}, 0, q_{\mathrm{e}}\right)=0 \text { and }\left[E_{j}-E_{i}\right] p_{\mathrm{e}}=0\right\}, \tag{3.26}
\end{align*}
$$

which is the set of agent positions and velocities such that all agents communicate with one another and have the same velocity and control.

The following result provides sufficient conditions for flocking and is the main result of this chapter. The proof is in Section 3.11.

Theorem 4. Consider the closed-loop dynamics (3.1)-(3.4) and (3.15), where (A1) and (A2) are satisfied. Then, for all $q(0) \in \mathcal{Q}, p(0) \in \mathbb{R}^{m n}, q_{\mathrm{g}}(0) \in \mathbb{R}^{m}$, and $p_{\mathrm{g}}(0) \in \mathbb{R}^{m}$, the following statements hold:
(a) If $V(q(0), p(0))<2 \psi\left(\delta_{\mathrm{c}}\right)$, then for all $k \in \mathbb{N},\left\|q_{j i}(k)\right\|>\delta_{\mathrm{c}}$.
(b) $\lim _{k \rightarrow \infty} p_{j i}(k)=0$.
(c) For all $\delta>0$ there exists $k_{\delta} \in \mathbb{N}$ such that for all $k \geq k_{\delta}, \max _{(i, j) \in \mathcal{P}}\left\|q_{j i}(k)\right\| \leq$ $d(n-1)+\delta$.
(d) $(q(k), p(k))$ converges to the set $\left\{\left(q_{\mathrm{e}}, p_{\mathrm{e}}\right) \in \mathcal{E}: V\left(q_{\mathrm{e}}, p_{\mathrm{e}}\right) \leq V(q(0), p(0))\right\}$.
(e) For all $i \in \mathcal{I}, \lim _{k \rightarrow \infty} \sum_{j \in \mathcal{N}_{i}(k)} \phi\left(\left\|\hat{q}_{j}(k)-\hat{q}_{i}(k)\right\|\right) q_{j i}(k)=0$.
(f) If $\gamma_{1}=\gamma_{2}=0$, then $\sum_{j \in \mathcal{I}} p_{j}(k) \equiv \sum_{j \in \mathcal{I}} p_{j}(0)$ and $\lim _{k \rightarrow \infty} p_{i}(k)=\sum_{j \in \mathcal{I}} p_{j}(0) / n$.
(g) If $\gamma_{1} \in\left[0,2 / \bar{T}_{\mathrm{s}}^{2}\right), \gamma_{2} \in\left(\bar{T}_{\mathrm{s}} \gamma_{1} / 2,1 / \bar{T}_{\mathrm{s}}\right)$, and $u_{\mathrm{g}}(k) \equiv 0$, then $\lim _{k \rightarrow \infty} p_{i}(k)=p_{\mathrm{g}}(0)$.
(h) If $\gamma_{1} \in\left(0,2 / \bar{T}_{\mathrm{s}}^{2}\right), \gamma_{2} \in\left(\bar{T}_{\mathrm{s}} \gamma_{1} / 2,1 / \bar{T}_{\mathrm{s}}\right)$, and $u_{\mathrm{g}}(k) \equiv 0$, then $\lim _{k \rightarrow \infty} q_{\mathrm{a}}(k)=0$.

Part (a) states that if $V(q(0), p(0))<2 \psi\left(\delta_{\mathrm{c}}\right)$, then there are no collisions, which implies (F1). Part (b) states that all agents converge to the same velocity, which implies (F2). Part (c) states that the relative position between agents is asymptotically bounded by $d(n-1)$, which implies (F3). Thus, parts (a) (c) imply that the agents in $\mathcal{I}$ achieve (F1) (F3), and thus flock with radius $d>0$.

Part (d) states that agents converge to a subset of $\mathcal{E}$, which implies that agents converge to the same velocity and control. Part (e) states the sum of attraction and repulsion of the $i$ th agent converges to 0 . Part $(f)$ states that if $\gamma_{1}=\gamma_{2}=0$, then the $i$ th agent's velocity converges to the agent-averaged initial velocity. Part $(g)$ states that if $\gamma_{1} \in\left[0,2 / \bar{T}_{\mathrm{s}}^{2}\right), \gamma_{2} \in\left(\bar{T}_{\mathrm{s}} \gamma_{1} / 2,1 / \bar{T}_{\mathrm{s}}\right)$, and $u_{\mathrm{g}}(k) \equiv 0$, then the $i$ th agent's velocity converges to the leader's initial velocity. Part $(h)$ states that if $\gamma_{1} \in\left(0,2 / \bar{T}_{\mathrm{s}}^{2}\right)$, $\gamma_{2} \in\left(\bar{T}_{\mathrm{s}} \gamma_{1} / 2,1 / \bar{T}_{\mathrm{s}}\right)$, and $u_{\mathrm{g}}(k) \equiv 0$, then the agent-averaged position converges to the leader's position.

Assumption (A2) requires that $r_{\mathrm{c}}$ is sufficiently large such that for all $k \in \mathbb{N}$, $q(k) \in \mathcal{Q}$. The following result provides a sufficient condition for (A2). The proof is in Section 3.11.

Theorem 5. Consider the closed-loop dynamics (3.1)-(3.4) and (3.15), where (A1) is satisfied. Assume $q(0) \in \mathbb{R}^{m n}$ and $p(0) \in \mathbb{R}^{m n}$ are such that $V(q(0), p(0))<2 \psi\left(r_{\mathrm{c}}\right)$. Then, for all $k \in \mathbb{N}, q(k) \in \mathcal{Q}$, and parts $(a)(h)$ of Theorem 4 hold.

The analyses in this section use the estimate $\hat{q}(k) \equiv q(k+1)$, which can be difficult to implement because $\hat{q}(k)$ depends on $u(k)$. The following iterative algorithm provides a process to compute an estimate $\hat{q}(k)$ on each step $k$ such that $\|\hat{q}(k)-q(k+1)\|<\epsilon$ for an arbitrarily small $\epsilon>0$.

Algorithm 1. Consider the closed-loop dynamics (3.1)-(3.4) and (3.15), where (A2) is satisfied. Let $\epsilon>0$ be the required accuracy of the estimate $\hat{q}(k)$ of $q(k+1)$. For each step $k \in \mathbb{N}$, consider the estimator of $q(k+1)$ given by the difference equation

$$
\begin{equation*}
z_{k}(l+1)=q(k)+T_{\mathrm{s}} p(k)+\frac{1}{2} T_{\mathrm{s}}^{2} u\left(q(k), p(k), z_{k}(l), q_{\mathrm{g}}(k), p_{\mathrm{g}}(k)\right) \tag{3.27}
\end{equation*}
$$

where $l \in \mathbb{N}, z_{k}(l) \in \mathbb{R}^{m n}$, and $z_{k}(0)$ is the initial estimate of $q(k+1)$. For each step $k \in \mathbb{N}$, the estimate $\hat{q}(k)$ is obtained using the following algorithm:

Step 1: Initialize $l$ to 0 , and select $z_{k}(0) \in \mathbb{R}^{m n}$, which is the initial estimate of $q(k+1)$.
Step 2: Compute $z_{k}(l+1)$ using (3.27). If $\left\|z_{k}(l+1)-z_{k}(l)\right\|<\epsilon$, then go to Step 3; otherwise, increment $l$ by 1 and repeat this step.

Step 3: The estimate of $q(k+1)$ is $\hat{q}(k)=z_{k}(l)$.
For each $k \in \mathbb{N}$, one possible choice for the initial estimate is $z_{k}(0)=q(k)+T_{\mathrm{s}} p(k)$. Note that Algorithm 1 can be implemented decentrally for each agent using feedback $q(k)$ and $p(k)$. In numerical testing with $\epsilon=10^{-13}$ and different values of $q(k), p(k)$, $q_{\mathrm{g}}(k), p_{\mathrm{g}}(k), \alpha_{1}, \alpha_{2}, \beta, \gamma_{1}, \gamma_{2}, n, m, T_{\mathrm{s}}$, and $d$, we observed that after a sufficient number of iterations $\left\|z_{k}(l+1)-z_{k}(l)\right\|<\epsilon$. In practice, the tolerance $\epsilon>0$ would be selected based on the computational resources and the acceptable amount of time to iterate on each step $k$. In fact, Algorithm 1 can be easily modified to impose a maximum number of iterations, which would be determined based on practical constraints.

### 3.6 Motivating Example Revisited

We now reconsider Example 8 in Section 3.3, where instead of using the control given by [1, Alg. 1], we use the control (3.15). Let $T_{\mathrm{s}}, d$, and $r_{\mathrm{c}}=r$ be the same as in Section 3.3. The initial positions $q_{1}(0)$ and $q_{2}(0)$, and initial velocities $p_{1}(0)$ and $p_{2}(0)$ are the same as in Example 8, Let $\alpha_{1}=0.01, \alpha_{2}=3, \beta=3.3$, and $\gamma_{1}=\gamma_{2}=0$, which are the parameters of (3.15) and are selected to satisfy (3.11), (3.13), and
(3.14). We use the estimate $\hat{q}(k)$ obtained from Algorithm 1, where $\epsilon=10^{-13}$ and $z_{k}(0)=q(k)+T_{\mathrm{s}} p(k)$.

Figure 3.4 shows the trajectory of the closed-loop dynamics (3.1), (3.2), and (3.15) overlaid on Figure 3.1, and Figure 3.5 shows the time histories of $\left\|q_{2}-q_{1}\right\|$ and $\left\|p_{2}-p_{1}\right\|$ overlaid on Figure 3.2. Using the control (3.15), the distance between agents converges to $d$ without oscillations and the agents approach the same velocity. Thus, the agents flock asymptotically, and this flocking behavior contrasts the asymptotic oscillations observed in Figures 3.1 and 3.2 , where the control is given by [1, Alg. 1].

If, in the above example, we use the control 3.15 with the estimate $\hat{q}(k) \equiv$ $q(k)+T_{\mathrm{s}} p(k)$ instead of the estimate obtained from Algorithm 1, then the response (solid lines) is indistinguishable from the response shown in Figures 3.4 and 3.5 .


Figure 3.4: A trajectory of the closed-loop system (3.1), (3.2), and (3.15) overlaid on the trajectory from Figure 3.1, which uses the control [1, Alg. 1]. The agents using (3.15) flock asymptotically.

### 3.7 Numerical Examples

In this section, we present examples that demonstrate the discrete-time flocking control (3.15). For all examples, we let $T_{\mathrm{s}}=0.05 \mathrm{~s}, \delta_{\mathrm{c}}=2 \mathrm{~m}, d=12 \mathrm{~m}, \alpha_{1}=0.01$ $\alpha_{2}=3$, and $\beta=3.3$. We use the estimate $\hat{q}(k) \equiv q(k)+T_{\mathrm{s}} p(k)$.

The following example demonstrates that the flock-correction-to-guidance (FCTG) term helps prevent the agents' configuration from collapsing around the leader, which


Figure 3.5: The distance $\left\|q_{2}-q_{1}\right\|$ between agents and the magnitude of the relative velocity $\left\|p_{2}-p_{1}\right\|$ for a trajectory of the closed-loop system (3.1), (3.2), and (3.15) overlaid on the plot from Figure 3.2, which uses the control [1, Alg. 1]. Using (3.15), the distance between the agents converges to $d$, and the relative velocity converges to 0 .
in turn helps prevent collisions.
Example 10. Let $n=3$ agents, $m=2$, and $r_{c}=100 \mathrm{~m}$. The initial positions are $q_{1}(0)=\left[\begin{array}{ll}9 & 0\end{array}\right]^{\mathrm{T}}, q_{2}(0)=[-27]^{\mathrm{T}}$, and $q_{3}(0)=[-5-3]^{\mathrm{T}}$; and the initial velocities are $p_{1}(0)=p_{2}(0)=p_{3}(0)=0$. In addition, let $\gamma_{1}=50$ and $\gamma_{2}=10$, and consider the leader dynamics (3.3) and (3.4), where $q_{\mathrm{g}}(k) \equiv 0, p_{\mathrm{g}}(k) \equiv 0$, and $u_{\mathrm{g}}(k) \equiv 0$. Thus, the leader agent is stationary. Figure 3.6 shows the trajectory of agents using the control (3.15), which includes the FCTG term, and the control (3.15), where the FCTG term is omitted. Figure 3.7 shows that the distances between agents using the control (3.15) with FCTG converges to $d$, whereas the agents whose controls do not contain the FCTG term converge to a distance less than $d$ apart.

The remaining numerical examples demonstrate formations of agents with and without a leader.

Example 11. Let $n=3$ agents, $m=2$, and $r_{c}=100 \mathrm{~m}$. Assume there is no leader (i.e., $\gamma_{1}=\gamma_{2}=0$ ). The initial positions $q_{1}(0), q_{2}(0)$, and $q_{3}(0)$ are randomly distributed about 0 ; and the initial velocities $p_{1}(0)$ and $p_{2}(0)$ are randomly distributed about 0 , and $p_{3}(0)=\left[\begin{array}{ll}30 & 0\end{array}\right]^{\mathrm{T}}-p_{1}(0)-p_{2}(0)$, which makes the average initial velocity $\left[\begin{array}{ll}10 & 0\end{array}\right]^{\mathrm{T}}$. Figure 3.8 shows that the agents form a flock, where all agents have the


Figure 3.6: Trajectories of $n=3$ agents that follow a leader whose position and velocity are $q_{\mathrm{g}}(k) \equiv 0$ and $p_{\mathrm{g}}(k) \equiv 0$. In one trajectory, agents use the control (3.15), which contains the FCTG term; in the other, agents use the control (3.15), where the FCTG term is omitted. The step $k_{\mathrm{f}} \in \mathbb{N}$ is such that $q_{i}\left(k_{\mathrm{f}}+1\right) \approx q_{i}\left(k_{\mathrm{f}}\right)$.
same velocity and are $d$ apart from all other agents. Furthermore, for all $k \in \mathbb{N}$, $\left\|q_{j}(k)-q_{i}(k)\right\|>\delta_{\mathrm{c}}$, which implies that there are no collisions. In this example, we use the estimate $\hat{q}(k) \equiv q(k)+T_{\mathrm{s}} p(k) \approx q(k+1)$, whereas Theorem 4 uses the estimate $\hat{q}(k) \equiv q(k+1)$. Figure 3.8 shows that with this approximation, the agents in $\mathcal{I}$ flock with radius $d$.

The asymptotic configurations in Example 10 (with FCTG) and Example 11 are both such that $\lim _{k \rightarrow \infty}\left\|q_{j}(k)-q_{i}(k)\right\|=d$. Therefore, in these cases, agents converge to this $d$-apart configuration independent of whether or not there is a leader.

Example 12. Let $n=3$ agents, $m=2$, and $r_{\mathrm{c}}=100 \mathrm{~m}$. Let $\gamma_{1}=3$ and $\gamma_{2}=6$, and consider the leader dynamics (3.3) and (3.4), where $q_{\mathrm{g}}(0)=0, p_{\mathrm{g}}(0)=\left[\begin{array}{ll}10 & 0\end{array}\right]^{\mathrm{T}}$, and

$$
u_{\mathrm{g}}(k)=\left[\begin{array}{c}
0 \\
-e_{2} q_{\mathrm{g}}(k)+50 \sin \theta k-2 e_{2} p_{\mathrm{g}}(k)+100 \theta \cos \theta k
\end{array}\right],
$$

and $\omega=0.025 \mathrm{rad}$. Thus, the leader has a constant velocity in the $e_{1}$ direction and a sinusoidal velocity in the $e_{2}$ direction. The initial conditions $q(0)$ and $p(0)$ are randomly distributed about 0 . Figure 3.9 shows that the agents flock and follow the leader.


Figure 3.7: The distances between $n=3$ agents that follow the leader agent whose position is $q_{\mathrm{g}}(k) \equiv 0$ and whose velocity is $p_{\mathrm{g}}(k) \equiv 0$. In one trajectory, agents use the control (3.15), which contains the FCTG term; in the other, agents use the control (3.15), where the FCTG term is omitted. The agents using the FCTG term converge to $d$ apart, whereas the agents that do not use the FCTG term converge to a distance less than $d$ apart.

Example 13. Let $n=10$ agents, $m=3$, and $r_{\mathrm{c}}=100 \mathrm{~m}$. Let $\gamma_{1}=3$ and $\gamma_{2}=6$, and consider the leader dynamics (3.3) and (3.4), where $q_{\mathrm{g}}(0)=0, p_{\mathrm{g}}(0)=\left[\begin{array}{lll}5 & 0 & 0\end{array}\right]^{\mathrm{T}}$, and

$$
u_{\mathrm{g}}(k)=\left[\begin{array}{c}
0 \\
0 \\
-e_{3} q_{\mathrm{g}}(k)+50 \sin \theta k-2 e_{3} p_{\mathrm{g}}(k)+100 \theta \cos \theta k
\end{array}\right],
$$

where $\omega=0.025 \mathrm{rad}$. Thus, the leader has a constant velocity in the $e_{1}$ and $e_{2}$ directions and a sinusoidal velocity in the $e_{3}$ direction. The initial conditions $q(0)$ and $p(0)$ are randomly distributed about 0 . Figure 3.10 shows that the agents flock and follow the leader.

### 3.8 Conclusions

We presented a discrete-time distance-formation control (3.15) that addresses flocking for agents with the sampled-data double-integrator dynamics, which are obtained by sampling the continuous-time double integrator and applying a zero-order hold


Figure 3.8: A group of $n=3$ agents with no leader that flock. The agents form a flock, where all agents have the same velocity and are $d$ apart from one another. The line between agents shows that agents are approximately $d$ apart.
on the control input. The control (3.15) includes flock-attraction, flock-repulsion, velocity-consensus, guidance, and flock-correction-to-guidance terms. We demonstrated with analysis and simulation that discretizing (i.e., sample and zero-order hold) a continuous-time flocking algorithm (specifically [1]) can lead to instabilities. In contrast, we demonstrated with analysis and simulation that the discrete-time flocking method in this chapter causes agents to flock, that is, avoid collisions, match velocities, and achieve a cohesive formation.

### 3.9 Proof of Proposition 3

Proof of Proposition 3. Let $S \in \mathbb{R}^{m \times m}$ be an orthogonal matrix such that $S \delta q_{\mathrm{e}}=$ $d e_{1}^{\mathrm{T}}$, which exists because $\left\|\delta q_{\mathrm{e}}\right\|=d$. Let $P \in \mathbb{R}^{2 m \times 2 m}$ be the permutation of the $2 m \times 2 m$ identity matrix, where the second and $(m+1)$ th columns are switched. Define

$$
\begin{align*}
\tilde{A} & \triangleq P\left[\begin{array}{cc}
S & 0_{m \times m} \\
0_{m \times m} & S
\end{array}\right] A\left[\begin{array}{cc}
S^{\mathrm{T}} & 0_{m \times m} \\
0_{m \times m} & S^{\mathrm{T}}
\end{array}\right] P^{-1} \\
& =\left[\begin{array}{ccc}
M & 0_{2 \times(m-1)} & 0_{2 \times(m-1)} \\
0_{(m-1) \times 2} & I_{m-1} & T_{\mathrm{s}}\left(1-T_{\mathrm{s}}\right) N \\
0_{(m-1) \times 2} & 0_{(m-1) \times(m-1)} & \left(1-2 T_{\mathrm{s}}\right) I_{m-1}
\end{array}\right], \tag{3.28}
\end{align*}
$$



Figure 3.9: A group of $n=3$ agents that flock and follow a leader. The line between agents shows that agents are approximately $d$ apart.
where

$$
\begin{gathered}
M \triangleq\left[\begin{array}{cc}
1-\frac{T_{\mathrm{s}}^{2} a d^{2}}{1+d^{2}} & T_{\mathrm{s}}\left(1-T_{\mathrm{s}}\right) \\
-\frac{2 T_{\mathrm{s}} d^{2}}{1+\epsilon d^{2}} & 1-2 T_{\mathrm{s}}
\end{array}\right] \in \mathbb{R}^{2 \times 2}, \\
N \triangleq\left[\begin{array}{cc}
0_{(m-2) \times 1} & I_{m-2} \\
1 & 0_{1 \times(m-2)}
\end{array}\right] \in \mathbb{R}^{(m-1) \times(m-1)} .
\end{gathered}
$$

Since the eigenvalues of $A$ coincide with those of $\tilde{A}$, and $\tilde{A}$ is upper block triangular, it follows from (3.28) that $A$ has $m-1$ eigenvalues at 1 and $m-1$ eigenvalues at $1-2 T_{\mathrm{s}}$, and the 2 remaining eigenvalues of $A$ are the eigenvalues of $M$.

It follows from Proposition 4 in Section 3.12 that the eigenvalues of $M$ are in the open unit disk if and only $T_{\mathrm{s}}=f<\min \{1,2 / g\}=\min \left\{1,2\left(1+\epsilon d^{2}\right) /\left(a d^{2}\right)\right\}$, which confirms (a). Similarly, it follows from Proposition 5 in Section 3.12 that at least one of the eigenvalues of $M$ is outside the closed unit disk if and only $T_{\mathrm{s}}=f>\min \{1,2 / g\}=\min \left\{1,2\left(1+\epsilon d^{2}\right) /\left(a d^{2}\right)\right\}$, which confirms (b).

### 3.10 Proof of Lemmas 2 and 3

Proof of Lemma 2. Assumption (A2) implies that for all $k \in \mathbb{N},\left\|q_{j i}(k)\right\|<r_{\mathrm{c}}$. Since, in addition, $u_{\mathrm{g}}(k) \equiv 0$, it follows from (3.18) that for all $k \in \mathbb{N}$,

$$
u_{\mathrm{a}}\left(q(k), p(k), q_{\mathrm{g}}(k), p_{\mathrm{g}}(k), u_{\mathrm{g}}(k)\right)=-\gamma_{1} q_{\mathrm{a}}(k)-\gamma_{2} p_{\mathrm{a}}(k),
$$



Figure 3.10: A group of $n=10$ agents that flock and follow a leader. The line between agents shows that agents are approximately $d$ apart.
which substituted into (3.16) and (3.17) yields (3.23).
To show (a), assume that $\gamma_{1}=0$ and $\gamma_{2} \in\left(0,1 / \bar{T}_{\mathrm{s}}\right)$, and it follows from (3.23) that for all $k \in \mathbb{N}, p_{\mathrm{a}}(k)$ satisfies 3.22 . Since $\gamma_{2} \in\left(0,1 / \bar{T}_{\mathrm{s}}\right) \subseteq\left(0,1 / T_{\mathrm{s}}\right)$, it follows that all the eigenvalues of $\left(1-T_{\mathrm{s}} \gamma_{2}\right) I_{m}$ are inside the open unit disk. Therefore, $\lim _{k \rightarrow \infty} p_{\mathrm{a}}(k)=0$, which confirms (a).

To show (b), assume $\gamma_{1} \in\left(0,2 / \bar{T}_{\mathrm{s}}^{2}\right)$ and $\gamma_{2} \in\left(\bar{T}_{\mathrm{s}} \gamma_{1} / 2,1 / \bar{T}_{\mathrm{s}}\right)$, and define

$$
B \triangleq\left[\begin{array}{cc}
1-\frac{1}{2} T_{\mathrm{s}}^{2} \gamma_{1} & T_{\mathrm{s}}\left(1-\frac{1}{2} T_{\mathrm{s}} \gamma_{2}\right) \\
-T_{\mathrm{s}} \gamma_{1} & 1-T_{\mathrm{s}} \gamma_{2}
\end{array}\right] .
$$

Since $\gamma_{1}>0$ and $\gamma_{2} \in\left(\bar{T}_{\mathrm{s}} \gamma_{1} / 2,1 / \bar{T}_{\mathrm{s}}\right) \subseteq\left(T_{\mathrm{s}} \gamma_{1} / 2,1 / T_{\mathrm{s}}\right)$, it follows that $\operatorname{det} B=$ $1+T_{\mathrm{s}}^{2} \gamma_{1} / 2-T_{\mathrm{s}} \gamma_{2}>T_{\mathrm{s}}^{2} \gamma_{1} / 2>0$ and $\operatorname{det} B<1$. Thus, $0<\operatorname{det} B<1$.

Since $\gamma_{1}>0$, it follows that $\operatorname{tr} B=2-T_{\mathrm{s}} \gamma_{2}-T_{\mathrm{s}}^{2} \gamma_{1} / 2=1+\operatorname{det} B-T_{\mathrm{s}} \gamma_{1}^{2}<1+\operatorname{det} B$. Since $\operatorname{det} B>0$, it follows that $|\operatorname{tr} B|<|1+\operatorname{det} B|=1+\operatorname{det} B$.

Finally, since $|\operatorname{det} B|<1$ and $|\operatorname{tr} B|<1+\operatorname{det} B$, it follows from [93, Fact 11.21.1] that the eigenvalues of $B$ are in the open unit disk. Thus, the eigenvalues of $B \otimes I_{m}$ are in the open unit disk, and it follows from (3.23) that $\lim _{k \rightarrow \infty} q_{\mathrm{a}}(k)=0$ and $\lim _{k \rightarrow \infty} p_{\mathrm{a}}(k)=0$, which confirms (b).

Proof of Lemma 3. It follows from (3.24) and (3.25) that

$$
\begin{align*}
\Delta V\left(k_{0}\right)= & \sum_{(i, j) \in \mathcal{P}} \alpha_{2} \frac{\left\|q_{j i}\left(k_{0}+1\right)\right\|^{2}-\left\|q_{j i}\left(k_{0}\right)\right\|^{2}}{\alpha_{1}+1} \\
& +\alpha_{2} d^{2} \ln \left(\frac{\alpha_{1}+\left\|q_{j i}\left(k_{0}\right)\right\|^{2} / d^{2}}{\alpha_{1}+\left\|q_{j i}\left(k_{0}+1\right)\right\|^{2} / d^{2}}\right) \\
& +\lambda\left\|p_{j i}\left(k_{0}+1\right)\right\|^{2}-\lambda\left\|p_{j i}\left(k_{0}\right)\right\|^{2} \\
= & \sum_{(i, j) \in \mathcal{P}} \alpha_{2} \frac{\left\|q_{j i}\left(k_{0}+1\right)\right\|^{2}-\left\|q_{j i}\left(k_{0}\right)\right\|^{2}}{\alpha_{1}+1} \\
& +\alpha_{2} d^{2} \ln \left(1+\frac{\left(\left\|q_{j i}\left(k_{0}\right)\right\|^{2}-\left\|q_{j i}\left(k_{0}+1\right)\right\|^{2}\right) / d^{2}}{\alpha_{1}+\left\|q_{j i}\left(k_{0}+1\right)\right\|^{2} / d^{2}}\right) \\
& +\lambda\left\|p_{j i}\left(k_{0}+1\right)\right\|^{2}-\lambda\left\|p_{j i}\left(k_{0}\right)\right\|^{2} . \tag{3.29}
\end{align*}
$$

Since for all $\eta>0, \ln \eta \leq \eta-1$, it follows from (3.12) and (3.29) that $\Delta V\left(k_{0}\right) \leq W_{1}$, where

$$
\begin{align*}
W_{1} \triangleq & \sum_{(i, j) \in \mathcal{P}} \alpha_{2} \frac{\left\|q_{j i}\left(k_{0}+1\right)\right\|^{2}-\left\|q_{j i}\left(k_{0}\right)\right\|^{2}}{\alpha_{1}+1} \\
& +\alpha_{2} \frac{\left\|q_{j i}\left(k_{0}\right)\right\|^{2}-\left\|q_{j i}\left(k_{0}+1\right)\right\|^{2}}{\left.\alpha_{1}+\| q_{j i}\left(k_{0}+1\right)\right) \|^{2} / d^{2}} \\
& +\lambda\left\|p_{j i}\left(k_{0}+1\right)\right\|^{2}-\lambda\left\|p_{j i}\left(k_{0}\right)\right\|^{2} \\
= & \sum_{(i, j) \in \mathcal{P}} \phi\left(\left\|q_{j i}\left(k_{0}+1\right)\right\|\right)\left(\left\|q_{j i}\left(k_{0}+1\right)\right\|^{2}-\left\|q_{j i}\left(k_{0}\right)\right\|^{2}\right) \\
& +\lambda\left\|p_{j i}\left(k_{0}+1\right)\right\|^{2}-\lambda\left\|p_{j i}\left(k_{0}\right)\right\|^{2} . \tag{3.30}
\end{align*}
$$

Define $\hat{q}_{j i}\left(k_{0}\right) \triangleq \hat{q}_{j}\left(k_{0}\right)-\hat{q}_{i}\left(k_{0}\right)$, and it follows from (A1), (3.19), and (3.20) that

$$
\begin{align*}
W_{1}= & T_{\mathrm{s}}\left[\sum_{(i, j) \in \mathcal{P}} 2 \phi\left(\| \hat{q}_{j i}\left(k_{0}\right)\right) \|\right) q_{j i}^{\mathrm{T}}\left(k_{0}\right) p_{j i}\left(k_{0}\right) \\
& +T_{\mathrm{s}} \phi\left(\left\|\hat{q}_{j i}\left(k_{0}\right)\right\|\right) q_{j i}^{\mathrm{T}}\left(k_{0}\right) u_{j i}\left(q\left(k_{0}\right), p\left(k_{0}\right), \hat{q}\left(k_{0}\right)\right) \\
& +2 \lambda p_{j i}^{\mathrm{T}}\left(k_{0}\right) u_{j i}\left(q\left(k_{0}\right), p\left(k_{0}\right), \hat{q}\left(k_{0}\right)\right) \\
& +T_{\mathrm{s}} \phi\left(\left\|\hat{q}_{j i}\left(k_{0}\right)\right\|\right)\left\|p_{j i}\left(k_{0}\right)+\frac{1}{2} T_{\mathrm{s}} u_{j i}\left(q\left(k_{0}\right), p\left(k_{0}\right), \hat{q}\left(k_{0}\right)\right)\right\|^{2} \\
& \left.+T_{\mathrm{s}} \lambda\left\|u_{j i}\left(q\left(k_{0}\right), p\left(k_{0}\right), \hat{q}\left(k_{0}\right)\right)\right\|^{2}\right] . \tag{3.31}
\end{align*}
$$

Note that all terms in (3.31) are at time step $k_{0}$. For notational convenience, we omit the argument $k_{0}$ from this point forward. Since (3.12) and (3.13) imply that $\sup _{\eta \geq 0} \phi(\eta)=\alpha_{2} /\left(\alpha_{1}+1\right) \leq 2 \beta / T_{\mathrm{s}}$, it follows from 3.31) that $W_{1} \leq W_{2}$, where

$$
W_{2} \triangleq T_{\mathrm{s}}\left[\sum_{(i, j) \in \mathcal{P}} 2 \phi\left(\left\|\hat{q}_{j i}\right\|\right) q_{j i}^{\mathrm{T}} p_{j i}\right.
$$

$$
\begin{align*}
& +T_{\mathrm{s}} \phi\left(\left\|\hat{q}_{j i}\right\|\right) q_{j i}^{\mathrm{T}} u_{j i}(q, p, \hat{q}) \\
& +2 \lambda p_{j i}^{\mathrm{T}} u_{j i}(q, p, \hat{q}) \\
& +2 \beta\left\|p_{j i}+\frac{1}{2} T_{\mathrm{s}} u_{j i}(q, p, \hat{q})\right\|^{2} \\
& \left.+T_{\mathrm{s}} \lambda\left\|u_{j i}(q, p, \hat{q})\right\|^{2}\right] . \tag{3.32}
\end{align*}
$$

Next, define

$$
L_{1} \triangleq\left[\begin{array}{cccc}
n-1 & -1 & \cdots & -1 \\
-1 & n-1 & & \vdots \\
\vdots & & \ddots & -1 \\
-1 & \cdots & -1 & n-1
\end{array}\right] \otimes I_{m} \in \mathbb{R}^{m n \times m n}
$$

and

$$
L_{\phi} \triangleq\left[\begin{array}{cccc}
\sum_{j \in \mathcal{N}_{1}} \phi\left(\left\|\hat{q}_{j 1}\left(k_{0}\right)\right\|\right) & -\phi\left(\left\|\hat{q}_{21}\left(k_{0}\right)\right\|\right) & \cdots & -\phi\left(\left\|\hat{q}_{n_{1}}\left(k_{0}\right)\right\|\right) \\
-\phi\left(\left\|\hat{q}_{12}\left(k_{0}\right)\right\|\right) & \sum_{j \in \mathcal{N}_{2}} \phi\left(\left\|\hat{q}_{j 2}\left(k_{0}\right)\right\|\right) & & \vdots \\
\vdots & & \ddots & \\
-\phi\left(\left\|\hat{q}_{1 n}\left(k_{0}\right)\right\|\right) & \ldots & -\phi\left(\left\|\hat{q}_{(n-1) n}\left(k_{0}\right)\right\|\right) & \sum_{j \in \mathcal{N}_{n}}^{-\phi\left(\left\|\hat{q}_{n(n-1)}\left(k_{0}\right)\right\|\right)} \phi\left(\left\|\hat{q}_{j n}\left(k_{0}\right)\right\|\right)
\end{array}\right] \otimes I_{m} \in \mathbb{R}^{m n \times m n}
$$

and note that

$$
\begin{gathered}
\sum_{(i, j) \in \mathcal{P}} \phi\left(\left\|\hat{q}_{j i}\right\|\right) q_{j i}^{\mathrm{T}} p_{j i}=2 q^{\mathrm{T}} L_{\phi} p, \\
\sum_{(i, j) \in \mathcal{P}} \phi\left(\left\|\hat{q}_{j i}\right\|\right) q_{j i}^{\mathrm{T}} u_{j i}(q, p, \hat{q})=2 q^{\mathrm{T}} L_{\phi} u(q, p, \hat{q}), \\
\sum_{(i, j) \in \mathcal{P}} p_{j i}^{\mathrm{T}} u_{j i}(q, p, \hat{q})=2 p^{\mathrm{T}} L_{1} u(q, p, \hat{q}), \\
\sum_{(i, j) \in \mathcal{P}}\left\|p_{j i}+\frac{1}{2} T_{\mathrm{s}} u_{j i}(q, p, \hat{q})\right\|^{2}=2\left[p+\frac{1}{2} T_{\mathrm{s}} u(q, p, \hat{q})\right]^{\mathrm{T}} L_{1}\left[p+\frac{1}{2} T_{\mathrm{s}} u(q, p, \hat{q})\right], \\
\sum_{(i, j) \in \mathcal{P}}\left\|u_{j i}(q, p, \hat{q})\right\|^{2}=2 u^{\mathrm{T}}(q, p, \hat{q}) L_{1} u(q, p, \hat{q}),
\end{gathered}
$$

where

$$
u(q, p, \hat{q}) \triangleq\left[\begin{array}{c}
u_{1}(q, p, \hat{q}, 0,0) \\
\vdots \\
u_{n}(q, p, \hat{q}, 0,0)
\end{array}\right]
$$

Thus, it follows from (3.32) that

$$
W_{2}=4 T_{\mathrm{s}} q^{\mathrm{T}} L_{\phi} p+2 T_{\mathrm{s}}^{2} q^{\mathrm{T}} L_{\phi} u(q, p, \hat{q})
$$

$$
\begin{align*}
& +4 T_{\mathrm{s}} \lambda p^{\mathrm{T}} L_{1} u(q, p, \hat{q}) \\
& +4 T_{\mathrm{s}} \beta\left[p+\frac{1}{2} T_{\mathrm{s}} u(q, p, \hat{q})\right]^{\mathrm{T}} L_{1}\left[p+\frac{1}{2} T_{\mathrm{s}} u(q, p, \hat{q})\right] \\
& +2 T_{\mathrm{s}}^{2} \lambda u^{\mathrm{T}}(q, p, \hat{q}) L_{1} u(q, p, \hat{q}) \tag{3.33}
\end{align*}
$$

Next, let $1_{n \times n} \in \mathbb{R}^{n \times n}$ denote the $n \times n$ matrix of ones, and define $\hat{1} \triangleq 1_{n \times n} \otimes I_{m} \in$ $\mathbb{R}^{m n \times m n}$. Since $(1 / n) L_{1}-I_{m n}=-(1 / n) \hat{1}$, it follows from (3.15) and (A2) that

$$
\begin{align*}
u(q, p, \hat{q}) & =-L_{\phi} q-\beta L_{1} p+\frac{\gamma_{1}}{n} L_{1} q+\frac{\gamma_{2}}{n} L_{1} p-\gamma_{1} q-\gamma_{2} p \\
& =-L_{\phi} q-\beta L_{1} p-\frac{\gamma_{1}}{n} \hat{1} q-\frac{\gamma_{2}}{n} \hat{1} p \tag{3.34}
\end{align*}
$$

Since $L_{1} \hat{1}=0_{m n \times m n}$ and $L_{\phi} \hat{1}=0_{m n \times m n}$, it follows from (3.33) and (3.34) that

$$
\begin{aligned}
W_{2}= & 2 T_{\mathrm{s}}^{2} q^{\mathrm{T}} L_{\phi}\left[-I_{m n}+\frac{1}{n} L_{1}\right] L_{\phi} q \\
& +2 T_{\mathrm{s}} q^{\mathrm{T}} L_{\phi}\left[2 I_{m n}-2\left(T_{\mathrm{s}} \beta+\frac{2}{n}\right) L_{1}+\frac{2 T_{\mathrm{s}} \beta}{n} L_{1}^{2}\right] p \\
& +2 T_{\mathrm{s}} \beta p^{\mathrm{T}}\left[2 L_{1}-\left(T_{\mathrm{s}} \beta+\frac{2}{n}\right) L_{1}^{2}+\frac{T_{\mathrm{s}} \beta}{n} L_{1}^{3}\right] p .
\end{aligned}
$$

Furthermore, since $(1 / n) L_{1}-I_{m n}=-(1 / n) \hat{1}$ and $L_{1}^{2}=n L_{1}$, it follows that

$$
\begin{gathered}
L_{\phi}\left[-I_{m n}+\frac{1}{n} L_{1}\right]=-\frac{1}{n} L_{\phi} \hat{1}=0_{m n \times m n}, \\
L_{\phi}\left[2 I_{m n}-2\left(T_{\mathrm{s}} \beta+\frac{1}{n}\right) L_{1}+\frac{2 T_{\mathrm{s}} \beta}{n} L_{1}^{2}\right]=\frac{2}{n} L_{\phi} \hat{1}=0_{m n \times m n}, \\
2 L_{1}-\left(T_{\mathrm{s}} \beta+\frac{2}{n}\right) L_{1}^{2}+\frac{T_{\mathrm{s}} \beta}{n} L_{1}^{3}=0_{m n \times m n},
\end{gathered}
$$

which implies that $W_{2}=0$. Therefore, $\Delta V\left(k_{0}\right) \leq W_{1} \leq W_{2}=0$.
To prove that $\Delta V\left(k_{0}\right)=0$ if and only if $q_{j i}\left(k_{0}+1\right)=q_{j i}\left(k_{0}\right)$, first assume that $q_{j i}\left(k_{0}+1\right)=q_{j i}\left(k_{0}\right)$. Thus, it follows from (3.29) and (3.30) that $\Delta V\left(k_{0}\right)=W_{1}$. Furthermore, it follows from (3.19) that $p_{j i}\left(k_{0}\right)+\left(T_{\mathrm{s}} / 2\right) u_{j i}\left(q\left(k_{0}\right), p\left(k_{0}\right), \hat{q}\left(k_{0}\right)\right)=0$, and (3.31) and (3.32) imply that $W_{1}=W_{2}$. Thus, $\Delta V\left(k_{0}\right)=W_{1}=W_{2}=0$.

Conversely, assume that $\Delta V\left(k_{0}\right)=0$. Since $0=\Delta V\left(k_{0}\right) \leq W_{1} \leq W_{2}=0$, it follows that $W_{1}=W_{2}$. Therefore, (3.31) and (3.32) imply that

$$
\sum_{(i, j) \in \mathcal{P}}\left(2 \beta-T_{\mathrm{s}} \phi\left(\left\|\hat{q}_{j i}\left(k_{0}\right)\right\|\right)\right)\left\|p_{j i}\left(k_{0}\right)+\frac{1}{2} T_{\mathrm{s}} u_{j i}\left(q\left(k_{0}\right), p\left(k_{0}\right), \hat{q}\left(k_{0}\right)\right)\right\|^{2}=0
$$

Since (3.12) and (3.13) imply that for all $\eta \geq 0, T_{\mathrm{s}} \phi(\eta)<T_{\mathrm{s}} \alpha_{2} /\left(\alpha_{1}+1\right) \leq 2 \beta$, it follows that $\left.2 \beta-T_{\mathrm{s}} \phi\left(\left\|\hat{q}_{j i}\left(k_{0}\right)\right\|\right)\right)>0$. Therefore, $p_{j i}\left(k_{0}\right)+\left(T_{\mathrm{s}} / 2\right) u_{j i}\left(q\left(k_{0}\right), p\left(k_{0}\right), \hat{q}\left(k_{0}\right)\right)=0$, and (3.19) implies that $q_{j i}\left(k_{0}+1\right)=q_{j i}\left(k_{0}\right)$.

### 3.11 Proof of Theorems 4 and 5

Proof of Theorem 4. To show (a), assume $q(0)$ and $p(0)$ are such that $V(q(0), p(0))<$ $2 \psi\left(\delta_{\mathrm{c}}\right)$. It follows from (A1) and Lemma 3 that for all $k \in \mathbb{N}, \Delta V(k) \leq 0$. Thus, (3.25) implies that for all $k \in \mathbb{N}$,

$$
2 \psi\left(\left\|q_{j i}(k)\right\|\right) \leq V(q(k), p(k)) \leq V(q(0), p(0))<2 \psi\left(\delta_{\mathrm{c}}\right)
$$

Since $\psi\left(\left\|q_{j i}(k)\right\|\right)<\psi\left(\delta_{\mathrm{c}}\right)$ and $\psi$ is strictly decreasing on $\left[0, \delta_{\mathrm{c}}\right]$, it follows that for all $k \in \mathbb{N},\left\|q_{j i}(k)\right\|>\delta_{\mathrm{c}}$, which confirms (a).

To show (d), let $\hat{q}_{*}: \mathcal{Q} \times \mathbb{R}^{m n} \times \mathbb{R}^{m} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{m n}$ satisfy

$$
\hat{q}_{*}\left(q, p, q_{\mathrm{g}}, p_{\mathrm{g}}\right)=q+T_{\mathrm{s}} p+\frac{1}{2} T_{\mathrm{s}}^{2} u\left(q, p, \hat{q}_{*}\left(q, p, q_{\mathrm{g}}, p_{\mathrm{g}}\right), q_{\mathrm{g}}, p_{\mathrm{g}}\right),
$$

where

$$
u\left(q, p, \hat{q}, q_{\mathrm{g}}, p_{\mathrm{g}}\right) \triangleq\left[\begin{array}{c}
u_{1}\left(q, p, \hat{q}, q_{\mathrm{g}}, p_{\mathrm{g}}\right) \\
\vdots \\
u_{n}\left(q, p, \hat{q}, q_{\mathrm{g}}, p_{\mathrm{g}}\right)
\end{array}\right]
$$

Note that (3.1) and (A1) imply that for all $k \in \mathbb{N}$,

$$
\begin{equation*}
\hat{q}_{*}\left(q(k), p(k), q_{\mathrm{g}}(k), p_{\mathrm{g}}(k)\right)=q(k+1)=\hat{q}(k) . \tag{3.35}
\end{equation*}
$$

Also note that (3.15) implies that for all $\left(q, p, q_{\mathrm{g}}, p_{\mathrm{g}}\right) \in \mathbb{R}^{m n} \times \mathbb{R}^{m n} \times \mathbb{R}^{m} \times \mathbb{R}^{m}$,

$$
\begin{equation*}
\left[E_{j}-E_{i}\right] \hat{q}_{*}\left(q, p, q_{\mathrm{g}}, p_{\mathrm{g}}\right)=\left[E_{j}-E_{i}\right] \hat{q}_{*}(q, p, 0,0) \tag{3.36}
\end{equation*}
$$

Next, consider $D_{V}: \mathbb{R}^{m n} \times \mathbb{R}^{m n} \rightarrow \mathbb{R}$ defined by

$$
D_{V}(q, p) \triangleq V\left(\hat{q}_{*}(q, p, 0,0), p+T_{\mathrm{s}} u\left(q, p, \hat{q}_{*}(q, p, 0,0), 0,0\right)\right)-V(q, p)
$$

and define

$$
\mathcal{R}_{c} \triangleq\left\{(q, p) \in \mathcal{Q} \times \mathbb{R}^{m n}: V(q, p) \leq V(q(0), p(0)) \text { and } D_{V}(q, p)=0\right\}
$$

It follows from (3.19), (3.20), (3.35), and (3.36) that $D_{V}(q(k), p(k))=\Delta V(k)$. Thus, it follows from (3.35), (3.36), and Lemma 3 that
$\mathcal{R}_{c}=\left\{(q, p) \in \mathcal{Q} \times \mathbb{R}^{m n}: V(q, p) \leq V(q(0), p(0))\right.$ and $\left.\left[E_{j}-E_{i}\right]\left[\hat{q}_{*}(q, p, 0,0)-q\right]=0\right\}$.

Let $\mathcal{M}_{c} \subseteq \mathcal{R}_{c}$ be the largest invariant set with respect to (3.19) (3.21) that is contained in $\mathcal{R}_{c}$. Let $\tilde{q}: \mathbb{N} \rightarrow \mathcal{Q}$ and $\tilde{p}: \mathbb{N} \rightarrow \mathbb{R}^{m n}$ be such that $(\tilde{q}(0), \tilde{p}(0)) \in \mathcal{M}_{c}$, and $q_{j i}(k) \equiv\left[E_{j}-E_{i}\right] \tilde{q}(k)$ and $p_{j i}(k) \equiv\left[E_{j}-E_{i}\right] \tilde{p}(k)$ satisfy the difference equations (3.19)-3.21). Thus, for all $k \in \mathbb{N},(\tilde{q}(k), \tilde{p}(k)) \in \mathcal{M}_{c} \subseteq \mathcal{R}_{c}$. For all $k \in \mathbb{N}$, define $\tilde{q}_{j i}(k) \triangleq\left[E_{j}-E_{i}\right] \tilde{q}(k)$ and $\tilde{p}_{j i}(k) \triangleq\left[E_{j}-E_{i}\right] \tilde{p}(k)$, and it follows from (3.35)-3.37) that $\tilde{q}_{j i}(k+1) \equiv \tilde{q}_{j i}(k)$. Thus, (3.20) and (3.19) imply that for all $k \in \mathbb{N}$,

$$
\tilde{p}_{j i}(k+1)=\tilde{p}_{j i}(k)+T_{\mathrm{s}} u_{j i}(\tilde{q}(k), \tilde{p}(k), \tilde{q}(k+1))
$$

$$
\begin{align*}
& =\tilde{p}_{j i}(k)+\frac{2}{T_{\mathrm{s}}}\left[\tilde{q}_{j i}(k+1)-\tilde{q}_{j i}(k)-T_{\mathrm{s}} \tilde{p}_{j i}(k)\right] \\
& =-\tilde{p}_{j i}(k) . \tag{3.38}
\end{align*}
$$

Next, (3.15) and (3.21) imply that for all $k \in \mathbb{N}$,

$$
\begin{equation*}
u_{j i}\left(\tilde{q}(k), 0, \tilde{q}(k+1)=u_{j i}(\tilde{q}(k+1), 0, \tilde{q}(k+2)) .\right. \tag{3.39}
\end{equation*}
$$

Furthermore, 3.19) implies that for all $k \in \mathbb{N}, \tilde{p}_{j i}(k)=-\left(T_{\mathrm{s}} / 2\right) u_{j i}(\tilde{q}(k), \tilde{p}(k), \tilde{q}(k+1))$, which combined with (A2), (3.15), and (3.21) implies that for all $k \in \mathbb{N}$,

$$
\begin{equation*}
\tilde{p}_{j i}(k)=-\frac{1}{2} T_{\mathrm{s}} u_{j i}(\tilde{q}(k), 0, \tilde{q}(k+1))+\frac{1}{2} T_{\mathrm{s}} n \beta \tilde{p}_{j i}(k) \tag{3.40}
\end{equation*}
$$

Therefore, using (3.40) followed by (3.39), (3.40), and (3.38) yields that for all $k \in \mathbb{N}$,

$$
\begin{aligned}
\left(1-\frac{1}{2} T_{\mathrm{s}} n \beta\right) \tilde{p}_{j i}(k) & =-\frac{1}{2} T_{\mathrm{s}} u_{j i}(\tilde{q}(k), 0, \tilde{q}(k+1)) \\
& =-\frac{1}{2} T_{\mathrm{s}} u_{j i}(\tilde{q}(k+1), 0, \tilde{q}(k+2)) \\
& =\left(1-\frac{1}{2} T_{\mathrm{s}} n \beta\right) \tilde{p}_{j i}(k+1) \\
& =-\left(1-\frac{1}{2} T_{\mathrm{s}} n \beta\right) \tilde{p}_{j i}(k)
\end{aligned}
$$

which implies that $\tilde{p}_{j i}(k)=0$ because $\beta<2 /\left(\bar{n} \bar{T}_{\mathrm{s}}\right) \leq 2 /\left(n T_{\mathrm{s}}\right)$. Since $\tilde{q}_{j i}(k+1) \equiv \tilde{q}_{j i}(k)$ and $\tilde{p}_{j i}(k) \equiv 0$, it follows from (3.19) that $u_{j i}(\tilde{q}(k), \tilde{p}(k), \tilde{q}(k+1)) \equiv 0$. Next, since $\tilde{q}_{j i}(k+1) \equiv \tilde{q}_{j i}(k)$, it follows from (3.15) and (3.21) that $u_{j i}(\tilde{q}(k), \tilde{p}(k), \tilde{q}(k)) \equiv$ $u_{j i}(\tilde{q}(k), \tilde{p}(k), \tilde{q}(k+1)) \equiv 0$. Therefore, $\mathcal{M}_{c} \subseteq \mathcal{E}_{c} \triangleq\left\{\left(q_{\mathrm{e}}, p_{\mathrm{e}}\right) \in \mathcal{E}: V\left(q_{\mathrm{e}}, p_{\mathrm{e}}\right) \leq\right.$ $V(q(0), p(0))\}$.

Finally, it follows from Lemma 3 that for all $(q, p) \in \mathcal{Q} \times \mathbb{R}^{m n}, D_{V}(q, p) \leq 0$. Since, in addition, $\mathcal{M}_{c} \subseteq \mathcal{E}_{c}$ is the largest invariant set contained in $\mathcal{R}_{c}$, it follows from [92, Theorem 13.3] that $(q(k), p(k))$ converges to $\mathcal{M}_{c} \subseteq \mathcal{E}_{c}$. Thus, $(q(k), p(k))$ converges to $\mathcal{E}_{c}$, which confirms (d).

To show (b), let $\epsilon>0$. Since $(q(k), p(k))$ converges to $\mathcal{E}_{c}$, let $k_{\epsilon} \in \mathbb{N}$ be such that for all $k \geq k_{\epsilon}$,

$$
\inf _{\left(q_{\mathrm{e}}, p_{\mathrm{e}}\right) \in \mathcal{E}_{c}}\left\|p(k)-p_{\mathrm{e}}\right\|<\frac{\epsilon}{\sqrt{n}}
$$

Since, in addition, for all $\left(q_{\mathrm{e}}, p_{\mathrm{e}}\right) \in \mathcal{E}_{c},\left[E_{j}-E_{i}\right] p_{\mathrm{e}}=0$, it follows that for all $k \geq k_{\epsilon}$,

$$
\begin{aligned}
\left\|p_{j i}(k)\right\| & =\left\|\left[E_{j}-E_{i}\right] p(k)\right\| \\
& =\inf _{\left(q_{\mathrm{e}}, p_{\mathrm{e}}\right) \in \mathcal{E}_{c}}\left\|E_{j}\left[p(k)-p_{\mathrm{e}}\right]-E_{i}\left[p(k)-p_{\mathrm{e}}\right]\right\| \\
& \leq \inf _{\left(q_{\mathrm{e}}, p_{\mathrm{e}}\right) \in \mathcal{E}_{c}}\left\|E_{j}\left[p(k)-p_{\mathrm{e}}\right]\right\|+\left\|E_{i}\left[p(k)-p_{\mathrm{e}}\right]\right\| \\
& \leq \inf _{\left(q_{\mathrm{e}}, p_{\mathrm{e}}\right) \in \mathcal{E}_{c}} \sum_{l \in \mathcal{I}}\left\|E_{l}\left[p(k)-p_{\mathrm{e}}\right]\right\|
\end{aligned}
$$

$$
\begin{aligned}
& \leq \sqrt{n} \inf _{\left(q_{\mathrm{e}}, p_{\mathrm{e}}\right) \in \mathcal{E}_{c}} \sqrt{\sum_{l \in \mathcal{I}}\left\|E_{l}\left[p(k)-p_{\mathrm{e}}\right]\right\|^{2}} \\
& =\sqrt{n} \inf _{\left(q_{\mathrm{e}}, p_{\mathrm{e}}\right) \in \mathcal{E}_{c}}\left\|p(k)-p_{\mathrm{e}}\right\| \\
& <\epsilon .
\end{aligned}
$$

Therefore, $\lim _{k \rightarrow \infty} p_{j i}(k)=0$, which confirms (b).
To show (e), it follows from (3.20) that $T_{\mathrm{s}} u_{j i}(q(k), p(k), q(k+1)) \equiv p_{j i}(k+1)-p_{j i}(k)$, and since $\lim _{k \rightarrow \infty} p_{j i}(k)=0$, it follows that $\lim _{k \rightarrow \infty} u_{j i}(q(k), p(k), q(k+1))=0$. Next, note that (A2) implies that $u_{j i}(q(k), 0, q(k+1)) \equiv u_{j i}(q(k), p(k), q(k+1))+$ $n \beta p_{j i}(k)$. Since, in addition, $\lim _{k \rightarrow \infty} p_{j i}(k)=0$ and $\lim _{k \rightarrow \infty} u_{j i}(q(k), p(k), q(k+1))=0$, it follows that $\lim _{k \rightarrow \infty} u_{j i}(q(k), 0, q(k+1))=0$. Consider $F_{i}: \mathbb{N} \rightarrow \mathbb{R}^{m}$ defined by $F_{i}(k) \triangleq \sum_{j \in \mathcal{N}_{i}(k)} \phi\left(\left\|q_{j i}(k+1)\right\|\right) q_{j i}(k)$, and note that $\sum_{j \in \mathcal{I}} F_{j}(k) \equiv 0$. Thus, $F_{i}(k) \equiv F_{i}(k)-\sum_{j \in \mathcal{I}} F_{j}(k) \equiv \sum_{j \in \mathcal{I} \backslash\{i\}} u_{i j}(q(k), 0, q(k+1))$. Since, in addition, $\lim _{k \rightarrow \infty} u_{j i}(q(k), 0, q(k+1))=0$, it follows that $\lim _{k \rightarrow \infty} F_{i}(k)=0$, which confirms (e).

To show (c), let $\delta>0$, and let $\delta_{1} \in(0, \delta)$. Since $\lim _{k \rightarrow \infty} F_{i}(k)=0$, let $k_{1} \in \mathbb{N}$ be such that for all $k \geq k_{1}$,

$$
\begin{equation*}
\left\|F_{i}(k)\right\| \leq \frac{\phi\left(d+\delta_{1} /(n-1)\right)\left(d+\delta_{1} /(n-1)\right)}{n} \tag{3.41}
\end{equation*}
$$

Next, let $\delta_{2} \triangleq \delta-\delta_{1}$. Since $\lim _{k \rightarrow \infty} p_{j i}(k)=0$ and $\lim _{k \rightarrow \infty} u_{j i}(q(k), p(k), q(k+1))=0$, let $k_{2} \geq k_{1}$ be such that for all $k \geq k_{2}$,

$$
\begin{equation*}
\max _{(i, j) \in \mathcal{P}}\left\|T_{\mathrm{s}} p_{j i}(k)+\frac{1}{2} T_{\mathrm{s}}^{2} u_{j i}(q(k), p(k), q(k+1))\right\| \leq \frac{\delta_{2}}{n-1} . \tag{3.42}
\end{equation*}
$$

Assume for contradiction that there exists $k_{\delta} \geq k_{2}$ such that $\max _{(i, j) \in \mathcal{P}}\left\|q_{j i}\left(k_{\delta}\right)\right\|>$ $d(n-1)+\delta$. Define $Q(j, i) \triangleq q_{j i}\left(k_{\delta}\right), P(j, i) \triangleq p_{j i}\left(k_{\delta}\right), \hat{Q}(j, i) \triangleq q_{j i}\left(k_{\delta}+1\right)$, and $U(j, i) \triangleq u_{j i}\left(q\left(k_{\delta}\right), p\left(k_{\delta}\right), q\left(k_{\delta}+1\right)\right)$. Let $\left(l_{1}, l_{n}\right) \in \mathcal{P}$ be such that $\left\|Q\left(l_{n}, l_{1}\right)\right\|=$ $\max _{(i, j) \in \mathcal{P}}\|Q(j, i)\|$, and let $l_{2}, \ldots, l_{n-1} \in \mathcal{I}$ be such that: for all $(i, j) \in \mathcal{P}, l_{i} \neq l_{j}$; and for all $j \in \mathcal{I} \backslash\{n\}$,

$$
\begin{equation*}
Q^{\mathrm{T}}\left(l_{j+1}, l_{j}\right) Q\left(l_{n}, l_{1}\right) \geq 0 \tag{3.43}
\end{equation*}
$$

To show that $l_{2}, \ldots, l_{n-1}$ exist, we consider 2 cases. First, assume for contradiction that there exists $l_{0} \in \mathcal{I} \backslash\left\{l_{1}, l_{n}\right\}$ such that $Q^{\mathrm{T}}\left(l_{0}, l_{1}\right) Q\left(l_{n}, l_{1}\right)<0$. Since $\left\|Q\left(l_{n}, l_{1}\right)\right\|=$ $\max _{(i, j) \in \mathcal{P}}\|Q(j, i)\|$, it follows that

$$
\begin{aligned}
\left\|Q\left(l_{n}, l_{1}\right)\right\|^{2} & =Q^{\mathrm{T}}\left(l_{n}, l_{0}\right) Q\left(l_{n}, l_{1}\right)+Q^{\mathrm{T}}\left(l_{0}, l_{1}\right) Q\left(l_{n}, l_{1}\right) \\
& \leq\left\|Q\left(l_{n}, l_{1}\right)\right\|^{2}+Q^{\mathrm{T}}\left(l_{0}, l_{1}\right) Q\left(l_{n}, l_{1}\right) \\
& <\left\|Q\left(l_{n}, l_{1}\right)\right\|^{2}
\end{aligned}
$$

which is a contradiction. Therefore, $l_{0}$ does not exist. Second, assume for contradiction that there exists $l_{n+1} \in \mathcal{I} \backslash\left\{l_{1}, l_{n}\right\}$ such that $Q^{\mathrm{T}}\left(l_{n+1}, l_{n}\right) Q\left(l_{n}, l_{1}\right)>0$. Since $\left\|Q\left(l_{n}, l_{1}\right)\right\|=\max _{(i, j) \in \mathcal{P}}\|Q(j, i)\|$, it follows that

$$
0<Q^{\mathrm{T}}\left(l_{n+1}, l_{n}\right) Q\left(l_{n}, l_{1}\right)+\left\|Q\left(l_{n}, l_{1}\right)\right\|^{2}-\left\|Q\left(l_{n}, l_{1}\right)\right\|^{2}
$$

$$
\begin{aligned}
& =Q^{\mathrm{T}}\left(l_{n+1}, l_{1}\right) Q\left(l_{n}, l_{1}\right)-\left\|Q\left(l_{n}, l_{1}\right)\right\|^{2} \\
& \leq\left\|Q\left(l_{n}, l_{1}\right)\right\|^{2}-\left\|Q\left(l_{n}, l_{1}\right)\right\|^{2} \\
& =0
\end{aligned}
$$

which is a contradiction. Therefore, $l_{n+1}$ does not exist. Thus, $l_{2}, \ldots, l_{n-1}$ exist.
Next, it follows from (3.43) that for all $\left(l_{i}, l_{j}\right) \in \mathcal{P}$ such that $l_{i}<l_{j}$,

$$
\begin{equation*}
Q^{\mathrm{T}}\left(l_{j}, l_{i}\right) Q\left(l_{n}, l_{1}\right)=\sum_{o=i}^{j-1} Q^{\mathrm{T}}\left(l_{o+1}, l_{o}\right) Q\left(l_{n}, l_{1}\right) \geq 0 \tag{3.44}
\end{equation*}
$$

Since $\left\|Q\left(l_{n}, l_{1}\right)\right\|>d(n-1)+\delta$, it follows from (3.44) that

$$
\begin{aligned}
(d(n-1)+\delta)\left\|Q\left(l_{n}, l_{1}\right)\right\| & <\left\|Q\left(l_{n}, l_{1}\right)\right\|^{2} \\
& =\sum_{j=1}^{n-1} Q^{\mathrm{T}}\left(l_{j+1}, l_{j}\right) Q\left(l_{n}, l_{1}\right) \\
& \leq(n-1) \max _{j \in \mathcal{I} \backslash\{n\}} Q^{\mathrm{T}}\left(l_{j+1}, l_{j}\right) Q\left(l_{n}, l_{1}\right),
\end{aligned}
$$

which implies that there exists $\omega \in \mathcal{I} \backslash\{n\}$ such that

$$
\begin{equation*}
\left(d+\frac{\delta}{n-1}\right)\left\|Q\left(l_{n}, l_{1}\right)\right\|<Q^{\mathrm{T}}\left(l_{\omega+1}, l_{\omega}\right) Q\left(l_{n}, l_{1}\right) \tag{3.45}
\end{equation*}
$$

Define $\mathcal{I}_{1} \triangleq\left\{l_{1}, \ldots, l_{\omega}\right\}$ and $\mathcal{I}_{2} \triangleq\left\{l_{\omega+1}, \ldots, l_{n}\right\}$. Since for all $(i, j) \in \mathcal{I}_{1} \times \mathcal{I}_{2}$, $i \leq l_{\omega}<l_{\omega+1} \leq j$, it follows from (3.44) that $Q^{\mathrm{T}}\left(l_{\omega+1}, l_{\omega}\right) Q\left(l_{n}, l_{1}\right) \leq Q^{\mathrm{T}}(j, i) Q\left(l_{n}, l_{1}\right)$. Thus, (3.45) implies that for all $(i, j) \in \mathcal{I}_{1} \times \mathcal{I}_{2}$,

$$
\begin{equation*}
d+\frac{\delta}{n-1}<\frac{Q^{\mathrm{T}}(j, i) Q\left(l_{n}, l_{1}\right)}{\left\|Q\left(l_{n}, l_{1}\right)\right\|} \leq\|Q(j, i)\| \tag{3.46}
\end{equation*}
$$

Since $\delta=\delta_{1}+\delta_{2}$, using (3.42) followed by (3.46) yields that for all $(i, j) \in \mathcal{I}_{1} \times \mathcal{I}_{2}$,

$$
\begin{aligned}
\|Q(j, i)\|-\left\|T_{\mathrm{s}} P(j, i)+\frac{1}{2} T_{\mathrm{s}}^{2} U(j, i)\right\| & \geq\|Q(j, i)\|-\frac{\delta_{2}}{n-1} \\
& >d+\frac{\delta_{1}}{n-1},
\end{aligned}
$$

which implies from (3.19) that for all $(i, j) \in \mathcal{I}_{1} \times \mathcal{I}_{2}$,

$$
\begin{aligned}
\|\hat{Q}(j, i)\| & =\left\|Q(j, i)+T_{\mathrm{s}} P(j, i)+\frac{1}{2} T_{\mathrm{s}}^{2} U(j, i)\right\| \\
& \geq\| \| Q(j, i)\|-\| T_{\mathrm{s}} P(j, i)+\frac{1}{2} T_{\mathrm{s}}^{2} U(j, i) \| \mid \\
& >d+\frac{\delta_{1}}{n-1} .
\end{aligned}
$$

Furthermore, since $\phi(d)=0$ and $\phi$ is a strictly increasing function, it follows that for all $(i, j) \in \mathcal{I}_{1} \times \mathcal{I}_{2}, 0<\phi\left(d+\delta_{1} /(n-1)\right)<\phi(\|\hat{Q}(j, i)\|)$. Since, in addition, for all $(i, j) \in \mathcal{I}_{1} \times \mathcal{I}_{2}, i<j$, it follows from (3.44) that for all $(i, j) \in \mathcal{I}_{1} \times \mathcal{I}_{2}$,

$$
\begin{equation*}
\phi(\|\hat{Q}(j, i)\|) Q^{\mathrm{T}}(j, i) Q\left(l_{n}, l_{1}\right)>0 . \tag{3.47}
\end{equation*}
$$

Finally, it follows from (3.46) followed by (3.47) that

$$
\begin{align*}
\phi\left(d+\frac{\delta_{1}}{n-1}\right)\left(d+\frac{\delta_{1}}{n-1}\right)\left\|Q\left(l_{n}, l_{1}\right)\right\| & <\phi\left(\left\|\hat{Q}\left(l_{n}, l_{1}\right)\right\|\right)\left\|Q\left(l_{n}, l_{1}\right)\right\|^{2} \\
& \leq \sum_{i \in \mathcal{I}_{1}} \sum_{j \in \mathcal{I}_{2}} \phi(\|\hat{Q}(j, i)\|) Q^{\mathrm{T}}(j, i) Q\left(l_{n}, l_{1}\right) \tag{3.48}
\end{align*}
$$

Since $\sum_{i \in \mathcal{I}_{1}} \sum_{j \in \mathcal{I}_{1} \backslash\{i\}} \phi(\|\hat{Q}(j, i)\|) Q(j, i)=0$, it follows from (A2) that

$$
\sum_{i \in \mathcal{I}_{1}} \sum_{j \in \mathcal{I}_{2}} \phi(\|\hat{Q}(j, i)\|) Q(j, i)=\sum_{i \in \mathcal{I}_{1}} F_{i}\left(k_{\delta}\right) .
$$

Thus, it follows from (3.48) followed by (3.41) that

$$
\begin{aligned}
\phi\left(d+\frac{\delta_{1}}{n-1}\right)\left(d+\frac{\delta_{1}}{n-1}\right)\left\|Q\left(l_{n}, l_{1}\right)\right\| & <\sum_{i \in \mathcal{I}_{1}} F_{i}^{\mathrm{T}}\left(k_{\delta}\right) Q\left(l_{n}, l_{1}\right) \\
& \leq \sum_{i \in \mathcal{I}_{1}}\left\|F_{i}\left(k_{\delta}\right)\right\|\left\|Q\left(l_{n}, l_{1}\right)\right\| \\
& \leq \sum_{i \in \mathcal{I}_{1}} \frac{1}{n} \phi\left(d+\frac{\delta_{1}}{n-1}\right)\left(d+\frac{\delta_{1}}{n-1}\right)\left\|Q\left(l_{n}, l_{1}\right)\right\| \\
& <\phi\left(d+\frac{\delta_{1}}{n-1}\right)\left(d+\frac{\delta_{1}}{n-1}\right)\left\|Q\left(l_{n}, l_{1}\right)\right\|
\end{aligned}
$$

which is a contradiction. Therefore, for all $k \geq k_{2}, \max _{(i, j) \in \mathcal{P}}\left\|q_{j i}(k)\right\| \leq d(n-1)+\delta$, which confirms (c).
To show (f), assume $\gamma_{1}=\gamma_{2}=0$, and it follows from (3.15) that $\sum_{j \in \mathcal{I}} u_{j}\left(q, p, \hat{q}, q_{\mathrm{g}}, p_{\mathrm{g}}\right)=$ 0 . Therefore, (3.2) implies that

$$
\sum_{j \in \mathcal{I}} p_{j}(k+1) \equiv \sum_{j \in \mathcal{I}} p_{j}(k)+T_{\mathrm{s}} u_{j}\left(q(k), p(k), \hat{q}(k), q_{\mathrm{g}}(k), p_{\mathrm{g}}(k)\right) \equiv \sum_{j \in \mathcal{I}} p_{j}(k)
$$

Thus, $\sum_{j \in \mathcal{I}} p_{j}(k) \equiv \sum_{j \in \mathcal{I}} p_{j}(0)$. Moreover, $p_{i}(k) \equiv \sum_{j \in \mathcal{I}}\left[p_{j}(k)-p_{j i}(k)\right] / n \equiv$ $\sum_{j \in \mathcal{I}}\left[p_{j}(0)-p_{j i}(k)\right] / n$, and since $\lim _{k \rightarrow \infty} p_{j i}(k)=0$, it follows that $\lim _{k \rightarrow \infty} p_{i}(k)=$ $\sum_{j \in \mathcal{I}} p_{j}(0) / n$, which confirms (f).

To show $(g)$, assume $\gamma_{1} \in\left[0,2 / T_{\mathrm{s}}^{2}\right), \gamma_{2} \in\left(T_{\mathrm{s}} \gamma_{1} / 2,1 / T_{\mathrm{s}}\right)$, and $u_{\mathrm{g}}(k) \equiv 0$. Therefore, Lemma 2 implies that $\lim _{k \rightarrow \infty} p_{\mathrm{a}}(k)=0$. Since $u_{\mathrm{g}}(k) \equiv 0$, it follows from (3.4) that $p_{\mathrm{g}}(k) \equiv p_{\mathrm{g}}(0)$. Since $p_{\mathrm{a}}(k)+\sum_{j \in \mathcal{I}} p_{j i}(k) / n \equiv p_{\mathrm{g}}(k)-p_{i}(k) \equiv p_{\mathrm{g}}(0)-p_{i}(k)$, $\lim _{k \rightarrow \infty} p_{\mathrm{a}}(k)=0$, and $\lim _{k \rightarrow \infty} p_{j i}(k)=0$, it follows that $p_{\mathrm{g}}(0)-\lim _{k \rightarrow \infty} p_{i}(k)=0$, which confirms $(g)$.

To show (h), assume $\gamma_{1} \in\left(0,2 / T_{\mathrm{s}}^{2}\right), \gamma_{2} \in\left(T_{\mathrm{s}} \gamma_{1} / 2,1 / T_{\mathrm{s}}\right)$, and $u_{\mathrm{g}}(k) \equiv 0$. Therefore, part (b) of Lemma 2 implies that $\lim _{k \rightarrow \infty} q_{\mathrm{a}}(k)=0$, which confirms (h).

Proof of Theorem 5. To show that for all $k \in \mathbb{N}, V(q(k), p(k))<2 \psi\left(r_{\mathrm{c}}\right)$, we use induction on $k$. First, since $V(q(0), p(0))<2 \psi\left(r_{\mathrm{c}}\right)$, it follows that for $k=0$, $V(q(k), p(k))<2 \psi\left(r_{\mathrm{c}}\right)$. Next, let $k_{1} \in \mathbb{N}$, and assume that $V\left(q\left(k_{1}\right), p\left(k_{1}\right)\right)<2 \psi\left(r_{\mathrm{c}}\right)$. It follows from (3.24) and 3.25) that $\psi\left(\left\|q_{j i}\left(k_{1}\right)\right\|\right) \leq V\left(q\left(k_{1}\right), p\left(k_{1}\right)\right)$, which implies that $\psi\left(\left\|q_{j i}\left(k_{1}\right)\right\|\right)<\psi\left(r_{\mathrm{c}}\right)$. Since, in addition $\psi$ is strictly increasing on $\left[r_{\mathrm{c}}, \infty\right)$, it follows that $\left\|q_{j i}\left(k_{1}\right)\right\|<r_{\mathrm{c}}$, which implies that $q\left(k_{1}\right) \in \mathcal{Q}$. Thus, Lemma 3 implies that $\Delta V\left(k_{1}\right) \leq 0$, which implies that $V\left(q\left(k_{1}+1\right), p\left(k_{1}+1\right)\right) \leq V\left(q\left(k_{1}\right), p\left(k_{1}\right)\right)<2 \psi\left(r_{\mathrm{c}}\right)$. Therefore, for all $k \in \mathbb{N}, V(q(k), p(k))<2 \psi\left(r_{\mathrm{c}}\right)$.

Since for all $k \in \mathbb{N}, V(q(k), p(k))<2 \psi\left(r_{\mathrm{c}}\right)$, it follows from (3.24) and (3.25) that for all $k \in \mathbb{N}, \psi\left(\left\|q_{j i}\left(k_{1}\right)\right\|\right) \leq V(q(k), p(k)) / 2<\psi\left(r_{\mathrm{c}}\right)$. Thus, for all $k \in \mathbb{N},\left\|q_{j i}(k)\right\|<r_{\mathrm{c}}$, which implies that $q(k) \in \mathcal{Q}$. Therefore, the assumptions of Theorem 4 are satisfied, which implies that parts (a) (h) of Theorem 4 hold.

### 3.12 Propositions 4 and 5 used in the proof of Proposition 3

The following section is independent of the rest of the chapter. The proofs of the following 2 results are after the statement of the second result.

Proposition 4. Let $f>0$ and $g>0$, and define

$$
M \triangleq\left[\begin{array}{cc}
1-f^{2} g & f-f^{2} \\
-2 f g & 1-2 f
\end{array}\right] \in \mathbb{R}^{2 \times 2} .
$$

Then, both eigenvalues of $M$ are in the open disk if only if $f<\min \{1,2 / g\}$.
Proposition 5. Let $f>0$ and $g>0$, and define

$$
M \triangleq\left[\begin{array}{cc}
1-f^{2} g & f-f^{2} \\
-2 f g & 1-2 f
\end{array}\right] \in \mathbb{R}^{2 \times 2} .
$$

Then, at least 1 of the eigenvalues of $M$ is outside the closed unit disk if and only if $f>\min \{1,2 / g\}$.

Proof of Proposition 4. Define

$$
\begin{align*}
& r_{1} \triangleq 1-f-\frac{1}{2} f^{2} g-f \sqrt{\left(1+\frac{1}{2} f g\right)^{2}-2 g} \in \mathbb{C}  \tag{3.49}\\
& r_{2} \triangleq 1-f-\frac{1}{2} f^{2} g+f \sqrt{\left(1+\frac{1}{2} f g\right)^{2}-2 g} \in \mathbb{C} \tag{3.50}
\end{align*}
$$

which are the eigenvalues of $A$, and note that

$$
\begin{equation*}
\left(1+\frac{1}{2} f g\right)^{2}-2 g=\frac{g^{2}}{4}\left(f+\frac{2}{g}-\sqrt{\frac{8}{g}}\right)\left(f+\frac{2}{g}+\sqrt{\frac{8}{g}}\right) . \tag{3.51}
\end{equation*}
$$

Assume $f<\min \{1,2 / g\}$. We consider 3 cases: (i) $g \leq 2$ and $f \geq \sqrt{8 / g}-2 / g$; (ii) $g \leq 2$ and $f<\sqrt{8 / g}-2 / g$; and (iii) $g>2$. Assume (i) $g \leq 2$ and $f \geq \sqrt{8 / g}-2 / g$.

Since $g \leq 2$, it follows that $f<\min \{1,2 / g\}=1$. Since $f \geq \sqrt{8 / g}-2 / g$, it follows from (3.49) $-(3.51)$ that $r_{1}$ and $r_{2}$ have 0 imaginary parts and $r_{1} \leq r_{2}$. Since $f \sqrt{(1+f g / 2)^{2}-2 g}<f(1+f g / 2)$, it follows from (3.50) that $r_{2}<1$. Since $f<1$, it follows that

$$
\begin{align*}
\left(f \sqrt{\left(1+\frac{1}{2} f g\right)^{2}-2 g}\right)^{2} & =f^{2}\left(1+f g+\frac{1}{4} f^{2} g^{2}-2 g\right) \\
& =\frac{1}{4} f^{4} g^{2}+f^{3} g+f^{2}-2 f^{2} g \\
& <\frac{1}{4} f^{4} g^{2}+f^{3} g+f^{2}-2 f^{2} g-4 f+4 \\
& =\left(2-\frac{1}{2} f^{2} g-f\right)^{2} \tag{3.52}
\end{align*}
$$

Since $a<1$ and $g \leq 2$, it follows that $2-f^{2} g / 2-f>0$. Therefore, (3.52) implies that

$$
f \sqrt{\left(1+\frac{1}{2} f g\right)^{2}-2 g}<2-\frac{1}{2} f^{2} g-f
$$

which implies from (3.49) that

$$
r_{1}=1-f-\frac{1}{2} f^{2} g-f \sqrt{\left(1+\frac{1}{2} f g\right)^{2}-2 g}>-1
$$

Thus, $-1<r_{1} \leq r_{2}<1$, which implies that both eigenvalues of $M$ are in the open unit disk.

Next, assume (ii) $g \leq 2$ and $f<\sqrt{8 / g}-2 / g$. Since $g \leq 2$, it follows that $f<\min \{1,2 / g\}=1$. Since $f<\sqrt{8 / g}-2 / g$, it follows from (3.49) (3.51) that $r_{1}$ and $r_{2}$ have nonzero imaginary parts and $\left|(1+f g / 2)^{2}-2 g\right|=2 g-(1+f g / 2)^{2}$. Therefore, (3.49) and (3.50) imply that

$$
\begin{align*}
\left|r_{1}\right|^{2} & =\left|r_{2}\right|^{2} \\
& =\left(1-f-\frac{1}{2} f^{2} g\right)^{2}+f^{2}\left|\left(1+\frac{1}{2} f g\right)^{2}-2 g\right| \\
& =1+f^{2}+\frac{1}{4} f^{4} g^{2}-2 f-f^{2} g+f^{3} g+2 f^{2} g-f^{2}-f^{3} g-\frac{1}{4} f^{4} g^{2} \\
& =1-2 f+f^{2} g . \tag{3.53}
\end{align*}
$$

Since, in addition, $f<1$ and $g \leq 2$, it follows from (3.53) that $\left|r_{1}\right|=\left|r_{2}\right|<1$. Thus, both eigenvalues of $M$ are in the open unit disk.

Next, assume (iii) $g>2$, which implies that $f<\min \{1,2 / g\}=2 / g$. Since $f<2 / g$ and $2<g$, it follows that $(1+f g / 2)^{2}<4<2 g$, which implies from (3.49) and (3.50) that $r_{1}$ and $r_{2}$ have nonzero imaginary parts. Since, in addition, $f<2 / g$, it follows
from (3.53) that $\left|r_{1}\right|=\left|r_{2}\right|<1$. Therefore, the eigenvalues of $M$ are in the open unit disk.

Conversely, assume both eigenvalues of $M$ are in the open unit disk. We consider 3 cases: (iv) $g<2$ and $f<\sqrt{8 / g}-2 / g$; (v) $g<2$ and $f \geq \sqrt{8 / g}-2 / g$; and (vi) $g \geq 2$. Assume (iv) $g<2$ and $f<\sqrt{8 / g}-2 / g$. Thus, $f<\sup _{g \in(0,2)} \sqrt{8 / g}-2 / g=$ $1=\min \{1,2 / g\}$.

Next, assume (v) $g<2$ and $f \geq \sqrt{8 / g}-2 / g$. Since $f \geq \sqrt{8 / g}-2 / g$, it follows from (3.49) and (3.51) that $r_{1}$ has 0 imaginary part. Since, in addition, both eigenvalues of $M$ are in the open unit disk, it follows that $-1<r_{1}$. Thus, it follows from (3.49) that

$$
\begin{aligned}
\frac{1}{4} f^{4} g^{2}+f^{3} g+f^{2}-2 f^{2} g & =\left(f \sqrt{\left(1+\frac{1}{2} f g\right)^{2}-2 g}\right)^{2} \\
& <\left(2-\frac{1}{2} f^{2} g-f\right)^{2} \\
& =\frac{1}{4} f^{4} g^{2}+f^{3} g+f^{2}-2 f^{2} g-4 f+4
\end{aligned}
$$

which implies that $f<1$. Since $g<2$, it follows that $1=\min \{1,2 / g\}$. Therefore, $f<\min \{1,2 / g\}$.

Finally, assume (vi) $g \geq 2$. Assume for contradiction that $f \geq \sqrt{8 / g}-2 / g$. Thus, (3.49) and (3.51) imply that $r_{1}$ has 0 imaginary part. Since, in addition, both eigenvalues of $M$ are in the open unit disk, it follows that $r_{1}>-1$. Therefore, it follows from (3.49) that

$$
\begin{aligned}
0 & \leq f \sqrt{\left(1+\frac{1}{2} f g\right)^{2}-2 g} \\
& <-\frac{1}{2} f^{2} g-f+2 \\
& =-\frac{g}{2}\left(f-\frac{1+\sqrt{1+4 g}}{g}\right)\left(f-\frac{1-\sqrt{1+4 g}}{g}\right),
\end{aligned}
$$

and thus, $f<(\sqrt{1+4 g}-1) / g$. Since $\sqrt{8 / g}-2 / g \leq f<(\sqrt{1+4 g}-1) / g$, it follows that $\sqrt{8 g}<1+\sqrt{1+4 g}$. Squaring both sides yields that $8 g<2+4 g+2 \sqrt{1+4 g}$, or equivalently, $2 g-1<\sqrt{1+4 g}$. Squaring both sides again yields that $4 g^{2}-4 g+1<$ $1+4 g$, or equivalently, $g<2$, which is a contradiction because $g \geq 2$. Thus, $f<\sqrt{8 / g}-2 / g$. Therefore, it follows from (3.49)-(3.51) that $r_{1}$ and $r_{2}$ have nonzero imaginary parts. Since, in addition, both eigenvalues of $M$ are in the open unit disk, it follows from (3.53) that $1-2 f+f^{2} g=\left|r_{1}\right|^{2}=\left|r_{2}\right|^{2}<1$, which implies that $f<2 / g=\min \{1,2 / g\}$ because $g \geq 2$.

Proof of Proposition 5. Define

$$
\begin{equation*}
r_{1} \triangleq 1-f-\frac{1}{2} f^{2} g-f \sqrt{\left(1+\frac{1}{2} f g\right)^{2}-2 g} \in \mathbb{C} \tag{3.54}
\end{equation*}
$$

$$
\begin{equation*}
r_{2} \triangleq 1-f-\frac{1}{2} f^{2} g+f \sqrt{\left(1+\frac{1}{2} f g\right)^{2}-2 g} \in \mathbb{C} \tag{3.55}
\end{equation*}
$$

which are the eigenvalues of $M$, and note that

$$
\begin{equation*}
\left(1+\frac{1}{2} f g\right)^{2}-2 g=\frac{g^{2}}{4}\left(f+\frac{2}{g}-\sqrt{\frac{8}{g}}\right)\left(f+\frac{2}{g}+\sqrt{\frac{8}{g}}\right) . \tag{3.56}
\end{equation*}
$$

Assume $f>\min \{1,2 / g\}$. We consider 2 cases: (i) $f \geq \sqrt{8 / g}-2 / g$, and (ii) $f<\sqrt{8 / g}-2 / g$. First, assume (i) $f \geq \sqrt{8 / g}-2 / g$, and it follows from (3.56) that $r_{1}$ and $r_{2}$ have 0 imaginary parts. Since, in addition, $f>1$, it follows that

$$
\begin{aligned}
\left(f \sqrt{\left(1+\frac{1}{2} f g\right)^{2}-2 g}\right)^{2} & =f^{2}\left(1+f g+\frac{1}{4} f^{2} g^{2}-2 g\right) \\
& =\frac{1}{4} f^{4} g^{2}+f^{3} g+f^{2}-2 f^{2} g \\
& >\frac{1}{4} f^{4} g^{2}+f^{3} g+f^{2}-2 f^{2} g-4 f+4 \\
& =\left(2-\frac{1}{2} f^{2} g-f\right)^{2}
\end{aligned}
$$

which implies from (3.54) that

$$
r_{1}=1-f-\frac{1}{2} f^{2} g-f \sqrt{\left(1+\frac{1}{2} f g\right)^{2}-2 g}<-1
$$

Thus, an eigenvalue of $M$ is outside the closed unit disk.
Next, assume (ii) $f<\sqrt{8 / g}-2 / g$, and it follows from (3.56) that $r_{1}$ and $r_{2}$ have nonzero imaginary parts. Therefore, it follows from (3.54) and (3.55) that

$$
\begin{align*}
\left|r_{1}\right|^{2} & =\left|r_{2}\right|^{2} \\
& =\left(1-f-\frac{1}{2} f^{2} g\right)^{2}+f^{2}\left|\left(1+\frac{1}{2} f g\right)^{2}-2 g\right| \\
& =1+f^{2}+\frac{1}{4} f^{4} g^{2}-2 f-f^{2} g+f^{3} g+2 f^{2} g-f^{2}-f^{3} g-\frac{1}{4} f^{4} g^{2} \\
& =1-2 f+f^{2} g \tag{3.57}
\end{align*}
$$

Since $f>2 / g$, it follows that $f^{2} g-2 f>0$, which implies that $\left|r_{1}\right|=\left|r_{2}\right|>1$. Thus, an eigenvalue of $M$ is outside the closed unit disk.

Conversely, assume at least 1 eigenvalue of $M$ is outside the closed unit disk. We consider 2 cases: (iii) $f \geq \sqrt{8 / g}-2 g$, and (iv) $f<\sqrt{8 / g}-2 g$. Assume (iii) $f \geq \sqrt{8 / g}-2 g$, and it follows from (3.54) (3.56) that $r_{1}$ and $r_{2}$ have 0 imaginary parts and $r_{1} \leq r_{2}$. Since $\sqrt{(1+f g / 2)^{2}-2 g}<1+f g / 2$, it follows from (3.55) that
$r_{2} \leq 1$. Since, in addition, at least 1 eigenvalue of $M$ is outside the closed unit disk, it follows that $r_{1}<-1$, which implies from (3.54) that

$$
\begin{aligned}
\frac{1}{4} f^{4} g^{2}+f^{3} g+f^{2}-2 f^{2} g & =\left(f \sqrt{\left(1+\frac{1}{2} f g\right)^{2}-2 g}\right)^{2} \\
& >\left(2-\frac{1}{2} f^{2} g-f\right)^{2} \\
& =\frac{1}{4} f^{4} g^{2}+f^{3} g+f^{2}-2 f^{2} g-4 f+4
\end{aligned}
$$

Thus, $f>1$. Assume for contradiction that $g \geq 2$, and, since $f>1$ it follows that

$$
-\frac{g}{2}\left(f-\frac{1+\sqrt{1+4 g}}{g}\right)\left(f-\frac{1-\sqrt{1+4 g}}{g}\right)=-\frac{1}{2} f^{2} g-f+2<0
$$

which implies that $f<(\sqrt{1+4 g}-1) / g$. Since $\sqrt{8 / g}-2 / g \leq f<(\sqrt{1+4 g}-1) / g$, it follows that $\sqrt{8 g}<\sqrt{1+4 g}+1$. Squaring both sides yields that $8 g<2+4 g+$ $2 \sqrt{1+4 g}$, which implies that $2 g-1<\sqrt{1+4 g}$. Squaring both sides again yields that $4 g^{2}-4 g+1=(2 g-1)^{2}<1+4 g$, which implies that $g<2$, which is a contradiction. Therefore, $g<2$, which implies that $f>1=\min \{1,2 / g\}$.

Finally, assume (iv) $f<\sqrt{8 / g}-2 g$, and it follows from (3.54) 3.56) that $r_{1}$ and $r_{2}$ have nonzero imaginary parts. Since, in addition, at least 1 eigenvalue of $M$ is outside the closed unit disk, it follows from (3.57) that $1<\left|r_{1}\right|^{2}=\left|r_{2}\right|^{2}=1-2 f+f^{2} g$, which implies that $f>2 / g$. Since $2 / g<f<\sqrt{8 / g}-2 / g$, it follows that $16 / g^{2}=(4 / g)^{2}<$ $(\sqrt{8 / g})^{2}=8 / g$ or equivalently, $g>2$. Therefore, $f>2 / g=\min \{1,2 / g\}$.

## Chapter 4 Experimental Demonstrations of Discrete-Time Flocking Using Rotorcraft

We present results from experiments that use a group of three rotorcraft and the discrete-time flocking control in Chapter 3. We use a motion-capture system to sense each rotorcraft's position. In addition, we use a centralized computer to calculate each rotorcraft's control and transmit the control to the rotorcraft. The centralized computer is not required by the discrete-time flocking control but is used to simplify implementation. These experiments show that the rotorcraft tend to a flocking configuration both with and without a centralized leader. Furthermore, these experiments show that the rotorcraft approximately follow a leader (if applicable).

### 4.1 Introduction

Chapter 3 provides discrete-time flocking results and simulations showing that agents converge to a flocking configuration whether or not a leader agent is present. However, the results presented in Chapter 3 are based on simplified agent dynamics (i.e., discrete-time double-integrator dynamics) and do not account for real-world challenges such as sensor noise and time delay.

In this chapter, we examine the performance of the discrete-time flocking control in experiments with three rotorcraft. Implementing the discrete-time flocking control on rotorcraft allows us to analyze aspects of the control that are harder to analyze mathematically such as asynchronous sampling, measurement noise, and communication delays and dropouts.

Experimental demonstrations of formation-control algorithms are in [22, 23, 78, 80]. Of these, 79,80 consider quadcopters, but [79, 80] use a position-formation algorithm for cohesion, whereas this chapter uses a distance-formation approach.

In this chapter, we implement the discrete-time flocking control presented in Chapter 3. In order to implement the discrete-time flocking control in Chapter 3, we review pertinent aspects of the algorithm, and we describe the experimental setup. We present results of experiments where rotorcraft flock with and without a virtual leader agent.

### 4.2 Approximate Dynamics for an Attitude-Stabilized Quadcopter

Let the positive integer $n$ be the number of rotorcraft, and define $\mathcal{I} \triangleq\{1,2, \ldots, n\}$, which is the rotorcraft index set. Unless otherwise stated, all statements that involve the subscript $i$ are for all $i \in \mathcal{I}$.

Let $\mathrm{F}_{\mathrm{E}}$ be the Earth frame, which is assumed to be an inertia frame and has orthogonal unit vectors $\hat{\imath}_{\mathrm{E}}, \hat{\jmath}_{\mathrm{E}}$, and $\hat{k}_{\mathrm{E}}$. The origin $o_{\mathrm{E}}$ of $\mathrm{F}_{\mathrm{E}}$ is any point on the Earth's surface, and the $\hat{\imath}_{\mathrm{E}}-\hat{\jmath}_{\mathrm{E}}$ plane is parallel to the Earth's surface, which is assumed to be flat. Let $\mathrm{F}_{i}$ be a frame whose origin $o_{i}$ is fixed to the quadcopter's center of mass and has orthogonal unit vectors $\hat{\imath}_{i}, \hat{\jmath}_{i}$, and $\hat{k}_{i}$, where $\hat{\imath}_{i}$ is directed through the nose (i.e., front) of the $i$ th quadcopter and where $\hat{k}_{i}=\hat{k}_{\mathrm{E}}$. Let $\psi_{i} \in(-\pi, \pi]$ be the angle from $\hat{\imath}_{\mathrm{E}}$ to $\hat{\imath}_{i}$ as shown in Figure 4.1. Note that $\psi_{i}$ is the yaw angle of the $i$ th quadcopter. Thus, the direction cosine matrix of $\mathrm{F}_{i}$ relative to $\mathrm{F}_{\mathrm{E}}$ is

$$
\mathcal{O}\left(\psi_{i}\right) \triangleq\left[\begin{array}{ccc}
\cos \psi_{i} & \sin \psi_{i} & 0 \\
-\sin \psi_{i} & \cos \psi_{i} & 0 \\
0 & 0 & 1
\end{array}\right]
$$

The position of $o_{i}$ relative to $o_{\mathrm{E}}$ is denoted by $\vec{r}_{i}$ as shown in Figure 4.1. The velocity of $o_{i}$ relative to $o_{\mathrm{E}}$ with respect to $\mathrm{F}_{\mathrm{E}}$ is denoted by $\stackrel{\mathrm{E}}{\overrightarrow{r_{i}}}$. The position and velocity are resolved in the Earth frame as $\left.q_{\mathrm{c}, i} \triangleq \vec{r}_{i}\right|_{\mathrm{E}}$ and $p_{\mathrm{c}, i} \triangleq \stackrel{\text { E. }}{\left.\stackrel{\mathrm{r}}{\boldsymbol{r}}\right|_{\mathrm{E}}}$.


Figure 4.1: The position of the $i$ th quadcopter's center of mass $o_{i}$ relative to $o_{\mathrm{E}}$ is $\vec{r}_{i}$. The orientation of $\mathrm{F}_{i}$ relative to $\mathrm{F}_{\mathrm{E}}$ is $\mathcal{O}\left(\psi_{i}\right)$, where $\psi_{i}$ is the yaw angle, which is the angle from $\hat{\imath}_{\mathrm{E}}$ to $\hat{\imath}_{i}$. Note that $\hat{k}_{\mathrm{E}}=\hat{k}_{i}$ is directed out of the page.

The rotorcraft used in our experiments are Parrot Rolling Spider quadcopters, and each one is attitude-stabilized by Parrot's proprietary inner-loop controller, which is implemented on each quadcopter's onboard processor. Note that we do not alter this inner-loop controller in any way. This inner-loop controller accepts an external force command $v_{\mathrm{c}, i}(t) \in \mathbb{R}^{3}$, where the 3 elements of $v_{i}$ are directed in the $\hat{\imath}_{i^{-}}, \hat{\jmath}_{i^{-}}$, and $\hat{k}_{i}$-direction, respectively. The inner-loop controller also accepts an external yaw command; however, the yaw command is constant in all experiments in this chapter. These external commands can be provided a user operating a smartphone-simulated joystick or by an outer-loop controller, which is the method used in our experiments. Thus, the dynamics of each attitude-stabilized quadcopter are approximated by the double integrator

$$
\begin{equation*}
\dot{q}_{\mathrm{c}, i}(t)=p_{\mathrm{c}, i}(t), \tag{4.1}
\end{equation*}
$$

$$
\begin{equation*}
\dot{p}_{\mathrm{c}, i}(t)=u_{\mathrm{c}, i}(t), \tag{4.2}
\end{equation*}
$$

where $u_{\mathrm{c}, i} \in \mathbb{R}^{3}$ is the external force command resolved in the Earth frame, which is determined from an outer-loop flocking controller; and $q_{\mathrm{c}, i}(0)$ and $p_{\mathrm{c}, i}(0)$ are the initial conditions. Thus,

$$
v_{\mathrm{c}, i}(t)=\mathcal{O}\left(\psi_{i}(t)\right) u_{\mathrm{c}, i}(t)
$$

is the force command for the inner-loop controller as shown in Figure 4.2.


Figure 4.2: The Parrot Rolling Spider quadcopter is attitude-stabilized by Parrot's proprietary inner-loop controller. The attitude-stabilized quadcopter dynamics are approximated by the double integrator (4.1) and (4.2).

In this chapter, we implement a modified version of the discrete-time flocking control from Chapter 3 in experiments with $n=3$ rotorcraft. To implement the sampled-data controller, we sample the position $q_{\mathrm{c}, i}(t)$ and velocity $p_{\mathrm{c}, i}(t)$ with sample time $T_{\mathrm{s}}>0$ and apply a zero-order hold on the control input $u_{\mathrm{c}, i}(t)$. Thus, for all $k \in \mathbb{N}$, the sampled position and velocity are $q_{i}(k) \triangleq q_{\mathrm{c}, i}\left(k T_{\mathrm{s}}\right)$ and $p_{i}(k) \triangleq p_{\mathrm{c}, i}\left(k T_{\mathrm{s}}\right)$. Furthermore, for all $k \in \mathbb{N}$ and all $t \in\left[k T_{\mathrm{s}},(k+1) T_{\mathrm{s}}\right), u_{\mathrm{c}, i}(t)=u_{i}(k)$, where $u_{i}: \mathbb{N} \rightarrow \mathbb{R}^{m}$ is the control and $m=3$ is the spatial dimension. In this case, we obtain the discrete-time dynamics

$$
\begin{align*}
q_{i}(k+1) & =q_{i}(k)+T_{\mathrm{s}} p_{i}(k)+\frac{1}{2} T_{\mathrm{s}}^{2} u_{i}(k)  \tag{4.3}\\
p_{i}(k+1) & =p_{i}(k)+T_{\mathrm{s}} u_{i}(k) \tag{4.4}
\end{align*}
$$

where $k \in \mathbb{N}$, and $q_{i}(0)=q_{\mathrm{c}, i}(0)$ and $p_{i}(0)=p_{\mathrm{c}, i}(0)$ are the initial conditions.
We also consider a flock leader, which is a virtual member of the flock, whose discrete-time dynamics are

$$
\begin{align*}
& q_{\mathrm{g}}(k+1)=q_{\mathrm{g}}(k)+T_{\mathrm{s}} p_{\mathrm{g}}(k)+\frac{1}{2} T_{\mathrm{s}}^{2} u_{\mathrm{g}}(k),  \tag{4.5}\\
& p_{\mathrm{g}}(k+1)=p_{\mathrm{g}}(k)+T_{\mathrm{s}} u_{\mathrm{g}}(k), \tag{4.6}
\end{align*}
$$

where $k \in \mathbb{N} ; q_{\mathrm{g}}(k) \in \mathbb{R}^{m}$ and $p_{\mathrm{g}}(k) \in \mathbb{R}^{m}$ are the position and velocity of the leader; $q_{\mathrm{g}}(0)$ and $p_{\mathrm{g}}(0)$ are the initial conditions; and $u_{\mathrm{g}}: \mathbb{N} \rightarrow \mathbb{R}^{m}$ is an external forcing signal. The leader dynamics (4.5) and (4.6) take the form of a sampled-data double integrator and thus match the sampled-data dynamics (4.3) and (4.4).

### 4.3 Discrete-Time Flocking

Define $\mathcal{P} \triangleq\{(i, j) \in \mathcal{I} \times \mathcal{I}: i \neq j\}$, which is the set of ordered pairs, and let $\|\cdot\|$ denote the Euclidean norm. Let $\delta_{\mathrm{c}} \geq 0$ be the collision radius, which is the desired minimum separation distance between rotorcraft. The rules for flocking are that rotorcraft stay close to one another, avoid collisions, and match velocities [16]. We use these rules to define asymptotic flocking. The rotorcraft in $\mathcal{I}$ flock with radius $d>0$ if the following conditions hold:
(F1) For all $(i, j) \in \mathcal{P}$ and all $k \in \mathbb{N}$,

$$
\left\|q_{j}(k)-q_{i}(k)\right\|>\delta_{\mathrm{c}} .
$$

(F2) For all $(i, j) \in \mathcal{P}$,

$$
\lim _{k \rightarrow \infty}\left[p_{j}(k)-p_{i}(k)\right]=0
$$

(F3) There exists $k_{1} \geq 0$ such that for all $k \geq k_{1}$ and all $i \in \mathcal{I}$,

$$
\max _{j \in \mathcal{I} \backslash\{i\}}\left\|q_{j}(k)-q_{i}(k)\right\| \leq d(n-1) .
$$

Condition (F1) states that there are no collisions. Condition (F2) states that all rotorcraft approach the same velocity. Condition (F3) states that asymptotically each rotorcraft is at most a distance $d(n-1)$ away from its farthest neighbor.

In these experiments, we use $n=3$ rotorcraft. In this case, it is possible to a achieve a formation where each rotorcraft is $d$ apart from all other rotorcraft. So, we also consider the condition:
(F4) For all $(i, j) \in \mathcal{P}$,

$$
\lim _{k \rightarrow \infty}\left\|q_{j}(k)-q_{i}(k)\right\|=d .
$$

Condition (F4) states that the distance between pairs of rotorcraft tends to $d$. For $n>4$ rotorcraft, (F4) is not possible.

Next, we describe a modified version of the discrete-time flocking algorithm presented in Chapter 3. Let $r_{\mathrm{c}}>\delta_{\mathrm{c}}$ be the communication radius, which is the maximum distance at which a rotorcraft can sense another rotorcraft's relative position and relative velocity. For all $k \in \mathbb{N}$, define the neighbor set

$$
\mathcal{N}_{i}(k) \triangleq\left\{j \in \mathcal{I} \backslash\{i\}:\left\|q_{j}(k)-q_{i}(k)\right\|<r_{\mathrm{c}}\right\}
$$

which is the set of rotorcraft whose distance to the $i$ th rotorcraft is less than the communication radius $r_{\mathrm{c}}$. Let $d \in\left(\delta_{\mathrm{c}}, r_{\mathrm{c}}\right)$ be the flock radius, which is the desired distance between adjacent rotorcraft in the flock. For all $k \in \mathbb{N}$, define the attraction set

$$
\mathcal{A}_{i}(k) \triangleq\left\{j \in \mathcal{I} \backslash\{i\}: d \leq\left\|q_{j}(k)-q_{i}(k)\right\|<r_{\mathrm{c}}\right\} \subseteq \mathcal{N}_{i}(k),
$$

which is the set of rotorcraft whose distances from the $i$ th rotorcraft are between the flock and communication radii, and define the repulsion set

$$
\mathcal{R}_{i}(k) \triangleq\left\{j \in \mathcal{I} \backslash\{i\}:\left\|q_{j}(k)-q_{i}(k)\right\|<d\right\} \subseteq \mathcal{N}_{i}(k),
$$

which is is the set of rotorcraft whose distances to the $i$ th rotorcraft are less than the flock radius. Note that for all $k \in \mathbb{N}, \mathcal{N}_{i}(k)=\mathcal{A}_{i}(k) \cup \mathcal{R}_{i}(k)$.

For each $k \in \mathbb{N}$, let $\hat{q}_{i}(k) \in \mathbb{R}^{m}$ be an estimate of $q_{i}(k+1)$, that is, $\hat{q}_{i}(k)$ is an estimate of the $i$ th rotorcraft's position at the next sample time. Let $\bar{n} \geq n$ and $\bar{T}_{\mathrm{s}} \geq T_{\mathrm{s}}$. We assume $\bar{n}$ and $\bar{T}_{\mathrm{s}}$ are known; however, $n$ and $T_{\mathrm{s}}$ need not be known. For the experiments in this chapter, both $n$ and $T_{\mathrm{s}}$ are known. Thus, we let $\bar{n}=n$ and $\bar{T}_{\mathrm{s}}=T_{\mathrm{s}}$.

To develop the flocking controller, let

$$
\begin{equation*}
\alpha_{1} \in(0, \infty), \quad \alpha_{2} \in\left(0, \frac{4\left(\alpha_{1}+1\right)}{\bar{n} \bar{T}_{\mathrm{s}}^{2}}\right) \tag{4.7}
\end{equation*}
$$

and consider $\phi:[0, \infty) \rightarrow\left[\alpha_{2} /\left(\alpha_{1}+1\right)-\alpha_{2} / \alpha_{1}, \alpha_{2} /\left(\alpha_{1}+1\right)\right)$ defined by

$$
\begin{equation*}
\phi(\eta) \triangleq \frac{\alpha_{2}}{\alpha_{1}+1}-\frac{\alpha_{2}}{\alpha_{1}+\eta^{2} / d^{2}}=\frac{\alpha_{2}\left(\eta^{2} / d^{2}-1\right)}{\left(\alpha_{1}+1\right)\left(\alpha_{1}+\eta^{2} / d^{2}\right)} . \tag{4.8}
\end{equation*}
$$

Note that $\phi(d)=0$; for all $\eta \in[0, d), \phi(\eta)<0$; and, for all $\eta \in(d, \infty), \phi(\eta)>0$. Next, let

$$
\begin{equation*}
\beta \in\left[\frac{\alpha_{2} \bar{T}_{\mathrm{s}}}{2\left(\alpha_{1}+1\right)}, \frac{2}{\bar{n} \bar{T}_{\mathrm{s}}}\right), \tag{4.9}
\end{equation*}
$$

where the interval exists because $\alpha_{2}<4\left(\alpha_{1}+1\right) /\left(\bar{n} \bar{T}_{\mathrm{s}}^{2}\right)$.
Let

$$
\begin{equation*}
\gamma_{1} \in\left[0, \frac{2}{\bar{T}_{\mathrm{s}}^{2}}\right), \quad \gamma_{2} \in\left[\frac{\bar{T}_{\mathrm{s}} \gamma_{1}}{2}, \frac{1}{\bar{T}_{\mathrm{s}}}\right), \quad \gamma_{3} \geq 0, \quad \gamma_{4} \geq 0 \tag{4.10}
\end{equation*}
$$

where the interval for $\gamma_{2}$ exists because $\gamma_{1}<2 / \bar{T}_{\mathrm{s}}^{2}$.
For all $k \in \mathbb{N}$, define

$$
q(k) \triangleq\left[\begin{array}{c}
q_{1}(k) \\
\vdots \\
q_{n}(k)
\end{array}\right], \quad p(k) \triangleq\left[\begin{array}{c}
p_{1}(k) \\
\vdots \\
p_{n}(k)
\end{array}\right], \quad \hat{q}(k) \triangleq\left[\begin{array}{c}
\hat{q}_{1}(k) \\
\vdots \\
\hat{q}_{n}(k)
\end{array}\right] .
$$

Let $e_{\ell} \in \mathbb{R}^{1 \times 3}$ be the $\ell$ th row of $3 \times 3$ identity matrix. Consider the discrete-time flocking control with additional altitude guidance $u_{i}: \mathbb{R}^{m n} \times \mathbb{R}^{m n} \times \mathbb{R}^{m n} \times \mathbb{R}^{m} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ defined by

$$
\begin{aligned}
u_{i}\left(q, p, \hat{q}, q_{\mathrm{g}}, p_{\mathrm{g}}\right) \triangleq & \underbrace{\sum_{j \in \mathcal{A}_{i}} \phi\left(\left\|\hat{q}_{j}-\hat{q}_{i}\right\|\right)\left[q_{j}-q_{i}\right]}_{\text {Flock attraction }}+\underbrace{\sum_{j \in \mathcal{R}_{i}} \phi\left(\left\|\hat{q}_{j}-\hat{q}_{i}\right\|\right)\left[q_{j}-q_{i}\right]}_{\text {Flock repulsion }} \\
& +\underbrace{\sum_{j \in \mathcal{N}_{i}} \beta\left[p_{j}-p_{i}\right]}_{\text {Velocity consensus }}+\underbrace{\gamma_{1}\left[q_{\mathrm{g}}-q_{i}\right]+\gamma_{2}\left[p_{\mathrm{g}}-p_{i}\right]}_{\text {Guidance }}
\end{aligned}
$$

$$
\begin{align*}
& +\underbrace{\gamma_{3} e_{3}^{\mathrm{T}} e_{3}\left[q_{\mathrm{g}}-q_{i}\right]+\gamma_{4} e_{3}^{\mathrm{T}} e_{3}\left[p_{\mathrm{g}}-p_{i}\right]}_{\text {Additional altitude guidance }} \\
& \underbrace{\left(\sum_{j \in \mathcal{N}_{i}} \frac{\gamma_{1}}{\operatorname{card}\left(\mathcal{N}_{i}\right)+1}\left[q_{j}-q_{i}\right]+\frac{\gamma_{2}}{\operatorname{card}\left(\mathcal{N}_{i}\right)+1}\left[p_{j}-p_{i}\right]\right)},
\end{align*}
$$

Flock correction to guidance
where $\operatorname{card}\left(\mathcal{N}_{i}\right)$ is the cardinality of $\mathcal{N}_{i}$. Thus, for all $k \in \mathbb{N}$ and all $t \in\left[k T_{\mathrm{s}},(k+1) T_{\mathrm{s}}\right)$, the command to the quadcopter's inner-loop controller is

$$
v_{\mathrm{c}, i}(t)=v_{i}\left(q(k), p(k), \hat{q}(k), q_{\mathrm{g}}(k), p_{\mathrm{g}}(k), \psi_{i}\left(k T_{\mathrm{s}}\right)\right),
$$

where $v_{i}: \mathbb{R}^{m n} \times \mathbb{R}^{m n} \times \mathbb{R}^{m n} \times \mathbb{R}^{m} \times \mathbb{R}^{m} \times(-\pi, \pi] \rightarrow \mathbb{R}^{m}$ is defined by

$$
\begin{equation*}
v_{i}\left(q, p, \hat{q}, q_{\mathrm{g}}, p_{\mathrm{g}}, \psi_{i}\right) \triangleq \mathcal{O}\left(\psi_{i}\right) u_{i}\left(q, p, \hat{q}, q_{\mathrm{g}}, p_{\mathrm{g}}\right) . \tag{4.12}
\end{equation*}
$$

If $\gamma_{3}=0$ and $\gamma_{4}=0$, then (4.11) is identical to the discrete-time flocking control in Chapter 3. However, if $\gamma_{3}=0$ and $\gamma_{4}=0$, then the rotorcraft may move into a formation, where one rotorcraft is above another. In this case, the downwash from the higher-altitude rotorcraft may cause an undesirable disturbance on the loweraltitude rotorcraft. If $\gamma_{3}>0$ and $\gamma_{4}>0$, then the rotorcraft prioritize matching the leader's altitude more than its lateral position. In this case, the rotorcraft tend to a configuration that is parallel to the ground, that is, in the $\hat{\imath}_{\mathrm{E}}-\hat{\jmath}_{\mathrm{E}}$ plane.

The estimate $\hat{q}_{i}$ can be chosen in multiple ways. In this chapter, we use the estimate

$$
\hat{q}_{i}(k) \equiv q_{i}(k)+T_{\mathrm{s}} p_{i}(k),
$$

which uses the sampled position and velocity of the current step to estimate the position at the next time step. It follows from (4.3) that for bounded $u_{i}$ and sufficiently small $T_{\mathrm{s}}$, the estimate $\hat{q}_{i}(k) \equiv q_{i}(k)+T_{\mathrm{s}} p_{i}(k)$ is approximately equal to $q_{i}(k+1)$.

In this chapter, we compare our experimental results with the theoretical results in Theorem 6. We repeat the main result from Chapter 3 to make this chapter self contained. Consider $\psi:[0, \infty) \rightarrow[0, \infty)$ defined by

$$
\psi(\eta) \triangleq 2 \alpha_{2} \int_{d}^{\eta} \frac{\sigma}{\alpha_{1}+1}-\frac{\sigma}{\alpha_{1}+\sigma^{2} / d^{2}} \mathrm{~d} \sigma=\alpha_{2}\left[\frac{\eta^{2}-d^{2}}{\alpha_{1}+1}+d^{2} \ln \frac{\alpha_{1}+1}{\alpha_{1}+\eta^{2} / d^{2}}\right]
$$

and consider the logarithmic potential function $V: \mathcal{Q} \times \mathbb{R}^{m n} \rightarrow[0, \infty)$ defined by

$$
V(q, p) \triangleq \sum_{(i, j) \in \mathcal{P}} \psi\left(\left\|\left[E_{j}-E_{i}\right] q\right\|\right)+\lambda\left\|\left[E_{j}-E_{i}\right] p\right\|^{2}
$$

where

$$
\lambda \triangleq \frac{1}{n}-\frac{1}{2} T_{\mathrm{s}} \beta
$$

The following contains results related to the asymptotic flock configuration as well as the rotorcraft-averaged position and velocity are related to those of the leader.

Theorem 6. Consider the closed-loop dynamics in (4.3)-(4.6) and (4.11), where $\gamma_{3}=\gamma_{4}=0$. Define $\mathcal{Q} \triangleq\left\{q \in \mathbb{R}^{m n}\right.$ : for all $(i, j) \in \mathcal{P},\left\|q_{j}-q_{i}\right\|<r_{\mathrm{c}}$, where $q=$ $\left.\left[\begin{array}{lll}q_{1}^{\mathrm{T}} \ldots & q_{n}^{\mathrm{T}}\end{array}\right]^{\mathrm{T}}\right\}$. Assume that for all $k \in \mathbb{N}, \hat{q}_{i}(k)=q_{i}(k+1)$ and $q(k) \in \mathcal{Q}$. Then, for all $q(0) \in \mathcal{Q}, p(0) \in \mathbb{R}^{m n}, q_{\mathrm{g}}(0) \in \mathbb{R}^{m}$, and $p_{\mathrm{g}}(0) \in \mathbb{R}^{m}$, the following statements hold:
(a) If $V(q(0), p(0))<2 \psi\left(\delta_{\mathrm{c}}\right)$, then for all $k \in \mathbb{N},\left\|q_{j i}(k)\right\|>\delta_{\mathrm{c}}$.
(b) $\lim _{k \rightarrow \infty}\left[p_{j}(k)-p_{i}(k)\right]=0$.
(c) For all $\delta>0$ there exists $k_{\delta} \in \mathbb{N}$ such that for all $k \geq k_{\delta}$,

$$
\max _{(i, j) \in \mathcal{P}}\left\|q_{j}(k)-q_{i}(k)\right\| \leq d(n-1)+\delta .
$$

(d) For all $i \in \mathcal{I}, \lim _{k \rightarrow \infty} \sum_{j \in \mathcal{A}_{i}(k) \cup \mathcal{R}_{i}(k)} \phi\left(\left\|\hat{q}_{j}(k)-\hat{q}_{i}(k)\right\|\right)\left[q_{j}(k)-q_{i}(k)\right]=0$.
(e) If $\gamma_{1}=\gamma_{2}=0$, then for all $k \in \mathbb{N}$,

$$
\sum_{i \in \mathcal{I}} p_{i}(k)=\sum_{i \in \mathcal{I}} p_{i}(0),
$$

and

$$
\lim _{k \rightarrow \infty} p_{i}(k)=\frac{1}{n} \sum_{j \in \mathcal{I}} p_{j}(0) .
$$

(f) If $\gamma_{2} \in\left(\bar{T}_{\mathrm{s}} \gamma_{1} / 2,1 / \bar{T}_{\mathrm{s}}\right)$, and $u_{\mathrm{g}}(k) \equiv 0$, then $\lim _{k \rightarrow \infty} p_{i}(k)=p_{\mathrm{g}}(0)$.
(g) If $\gamma_{1} \in\left(0,2 / \bar{T}_{\mathrm{s}}^{2}\right), \gamma_{2} \in\left(\bar{T}_{\mathrm{s}} \gamma_{1} / 2,1 / \bar{T}_{\mathrm{s}}\right)$, and $u_{\mathrm{g}}(k) \equiv 0$, then

$$
\lim _{k \rightarrow \infty}\left[-q_{\mathrm{g}}(k)+\frac{1}{n} \sum_{i \in \mathcal{I}} q_{i}(k)\right]=0
$$

Note that Theorem 6 invokes 2 key assumptions: the estimate $\hat{q}_{i}(k)$ of the position at step $k+1$ equals the position $q_{i}(k+1)$, and the communication radius $r_{\mathrm{c}}$ is sufficiently large such that all agents communicate with each other at all times.

Part (a) implies that if $V(q(0), p(0))<2 \psi\left(\delta_{\mathrm{c}}\right)$, then there are no collisions, which implies (F1). Part (b) implies that the rotorcraft converge to the same velocity, which implies (F2). Part (c) implies that the relative position between agents is asymptotically bounded by $d(n-1)$, which implies (F3). Thus, parts (a) (c) imply that the rotorcraft flock with radius $d$.

Part (d) implies that the sum of flock attraction and repulsion of each rotorcraft tends to 0 . Numerical simulations suggest that for $n=3$ and $m=3$, if the sum of flock attraction and repulsion of each rotorcraft tends to 0 , then the agents tend to a configuration, where each agent is $d$ apart from other agents, which implies (F4).

Part (e) implies that if there is no leader, then the sum of velocities is constant. Furthermore, all rotorcraft tend to the average initial velocity. Part (f) implies that if the rotorcraft follow a leader and the leader has constant velocity, then each rotorcraft's velocity tends to the leader's velocity. Part (g) implies that if the rotorcraft follow and leader and the leader has constant velocity, then the rotorcraft-averaged position tends to the leader's position.

### 4.4 Description of Experimental Setup

In this section, we describe the hardware setup for implementing the discrete-time flocking control (4.11). The experimental hardware includes: rotorcraft, a motioncapture system, a desktop computer, and Android devices.

We use $n=3$ Parrot Rolling Spider quadcopters. These quadcopters have 4 propellers whose thrust vectors point downward. By increasing or decreasing the thrust of all propellers, the quadcopter can move up and down. By increasing or decreasing the thrust of some propellers relative to the others, the quadcopter changes its orientation, which causes it to move laterally. Thus, quadcopters may move in approximately any direction.

Each Rolling Spider has a removable axle that we attach. The axle attaches to wheels, which serve as propeller guards, but we do not attach the wheels because they reduce mobility and battery life. We tape 4 infrared-reflective markers (specifically, Optitrack's 6.9 mm markers with M3 base) to each Rolling Spider-one on the nose, one near the tail above the battery, and one on each end of the axle. All 4 markers are visible from the top of the Rolling Spider but not the bottom. The markers form a planar diamond configuration on the Rolling Spider as shown in Figure 4.3. The marker placement on each Rolling Spider is unique so that the motion-capture system can identify the Rolling Spiders based solely on the marker placement.


Figure 4.3: A picture of the Rolling Spider quadcopter with 4 attached markers for motion capture. The markers are arranged in a planar diamond configuration.

The quadcopters' positions are tracked using an Optitrack motion-capture system that uses a combination of cameras, markers, and software to determine rigid-body positions and attitude. We use 6 OptiTrack Prime 13 cameras, which emit and receive infrared light to track objects. The cameras are arranged in a circular configuration,
pointed towards the test-flight volume, and angled slightly downward, as shown in Figure 4.4. The cameras are mounted on tripods and are approximately 3 m off the ground, and the collective tracking volume of the cameras is approximately 3 m by 4 m by 3 m . The cameras emit infrared light towards the infrared-reflective markers on the Rolling Spider quadcopters. Then, the cameras sense the light reflected from the infrared-reflect markers and send the pixel coordinates of all reflected light to the desktop computer for processing. All the cameras are connected to a switch using CAT6 cables, and the switch is connected to a desktop computer using a CAT6 cable.


Figure 4.4: The 6 OptiTrack Prime 13 cameras are mounted on tripods, arranged in a circular configuration, pointed towards the test-flight volume, and angled slightly downward.

The attached desktop computer runs Motive:Tracker, which is proprietary software developed by Optitrack for the motion-capture system. We use Motive:Tracker to build rigid bodies composed of the 4 markers on each Rolling Spider. Motive:Tracker tracks and streams position and attitude for each rigid body, but it does not calculate translational or angular velocity estimates. For each $k \in \mathbb{N} \backslash\{0\}$, we define the translational velocity estimate

$$
\begin{equation*}
\hat{p}_{i}(k)=\frac{1}{T_{\mathrm{s}}}\left[q_{i}(k)-q_{i}(k-1)\right], \tag{4.13}
\end{equation*}
$$

where $\hat{p}_{i}(0)=0$ is the initial estimate. The velocity estimator 4.13) uses the backward-Euler rule. Thus, the control is $v_{i}\left(q(k), \hat{p}(k), \hat{q}(k), q_{\mathrm{g}}(k), p_{\mathrm{g}}(k), \psi_{i}\left(k T_{\mathrm{s}}\right)\right)$, where $\hat{p}(k) \triangleq\left[\begin{array}{lll}\hat{p}_{1}^{\mathrm{T}}(k) & \cdots & \hat{p}_{n}^{\mathrm{T}}(k)\end{array}\right]^{\mathrm{T}}$ and $v_{i}$ is defined by (4.12).

The discrete-time flocking control (4.11) allows each rotorcraft to compute its control independently; however, we use a centralized implementation for simplicity. In a centralized setting, computing each rotorcraft's control independently is computationally
inefficient. We can reduce the number of redundant calculations by computing every agent's control simultaneously. Consider the graph $\mathcal{G}=(\mathcal{I}, \mathcal{D})$, where $\mathcal{I}$ is the vertex set and $\mathcal{D} \triangleq\{\{i, j\} \in \mathcal{I} \times \mathcal{I}: i \neq j\}$ is the set of unordered edges 94]. Define the unweighted Laplacian matrix associated with $\mathcal{G}$

$$
L_{1}(\mathcal{G}) \triangleq\left[\begin{array}{cccc}
n-1 & -1 & \cdots & -1 \\
-1 & n-1 & & \vdots \\
\vdots & & \ddots & -1 \\
-1 & \ldots & -1 & n-1
\end{array}\right] \in \mathbb{R}^{n \times n}
$$

and the weighted Laplacian matrix associated with $\mathcal{G}$

$$
L_{\phi}(\mathcal{G}) \triangleq\left[\begin{array}{cccc}
\sum_{j \in \mathcal{N}_{1}} \phi\left(\left\|\hat{q}_{j}-\hat{q}_{1}\right\|\right) & -\phi\left(\left\|\hat{q}_{2}-\hat{q}_{1}\right\|\right) & \cdots & -\phi\left(\left\|\hat{q}_{n}-\hat{q}_{1}\right\|\right) \\
-\phi\left(\left\|\hat{q}_{1}-\hat{q}_{2}\right\|\right) & \sum_{j \in \mathcal{N}_{2}} \phi\left(\left\|\hat{q}_{j}-\hat{q}_{2}\right\|\right) & & \vdots \\
\vdots & & \ddots & \\
-\phi\left(\left\|\hat{q}_{1}-\hat{q}_{n}\right\|\right) & \cdots & -\phi\left(\left\|\hat{q}_{(n-1) n}\right\|\right) & \left.\sum_{j \in \mathcal{N}_{n}}^{-\phi\left(\left\|\hat{q}_{n}(n-1)\right\|\right)} \phi \phi \hat{q}_{j}-\hat{q}_{n} \|\right)
\end{array}\right] \in \mathbb{R}^{n \times n} .
$$

The following example shows $L_{1}(\mathcal{G})$ and $L_{\phi}(\mathcal{G})$ for $n=3$ and $\mathcal{N}_{i}=\mathcal{I} \backslash\{i\}$, which are the values used in the experiments.

Example 14. Let $n=3$ rotorcraft, and assume $\mathcal{N}_{i}=\mathcal{I} \backslash\{i\}$, which implies that all rotorcraft communicate with one another. Then,

$$
L_{1}(\mathcal{G})=\left[\begin{array}{ccc}
2 & -1 & -1 \\
-1 & 2 & -1 \\
-1 & -1 & 2
\end{array}\right]
$$

and

$$
L_{\phi}(\mathcal{G})=\left[\begin{array}{ccc}
\phi\left(\left\|\hat{q}_{2}-\hat{q}_{1}\right\| \mid\right)+\phi\left(\left\|\hat{q}_{3}-\hat{q}_{1}\right\|\right) & -\phi\left(\left\|\hat{q}_{2}-\hat{q}_{1}\right\|\right) & -\phi\left(\left\|\hat{q}_{3}-\hat{q}_{1}\right\|\right) \\
-\phi\left(\left\|\hat{q}_{2}-\hat{q}_{1}\right\| \|\right) & \phi\left(\left\|\hat{q}_{2}-\hat{q}_{1}\right\|\right)+\phi\left(\left\|\hat{q}_{3}-\hat{q}_{2}\right\|\right) & -\phi\left(\left\|\hat{q}_{3}-\hat{q}_{2} \mid\right\|\right) \\
-\phi\left(\left\|\hat{q}_{3}-\hat{q}_{1}\right\|\right) & -\phi\left(\left\|\hat{q}_{3}-\hat{q}_{2}\right\|\right) & \phi\left(\left\|\hat{q}_{3}-\hat{q}_{1}\right\|\right)+\phi\left(\left\|\hat{q}_{3}-\hat{q}_{2}\right\|\right)
\end{array}\right] .
$$

Let $\otimes$ denote the Kronecker product, and define $\mathcal{L}_{1}(\mathcal{G}) \triangleq L_{1}(\mathcal{G}) \otimes I_{m}$ and $\mathcal{L}_{\phi}(\mathcal{G}) \triangleq$ $L_{\phi}(\mathcal{G}) \otimes I_{m}$. Thus, the discrete-time flocking control with additional altitude guidance can be written as

$$
\begin{aligned}
{\left[\begin{array}{c}
u_{1}\left(q, \hat{p}, \hat{q}, q_{\mathrm{g}}, p_{\mathrm{g}}\right) \\
\vdots \\
u_{n}\left(q, \hat{p}, \hat{q}, q_{\mathrm{g}}, p_{\mathrm{g}}\right)
\end{array}\right]=} & \underbrace{-\underbrace{-\beta \mathcal{L}_{\phi}(\mathcal{G}) q}_{\begin{array}{c}
\text { Velocity } \\
\text { consensus }
\end{array}} \mathcal{L}_{1}(\mathcal{G}) \hat{p}}_{\begin{array}{c}
\text { Flock attraction } \\
\text { and repulsion }
\end{array}} \\
& +\underbrace{\gamma_{1}\left[1_{n} \otimes q_{\mathrm{g}}-q\right]+\gamma_{2}\left[1_{n} \otimes p_{\mathrm{g}}-\hat{p}\right]}_{\text {Guidance }} \\
& +\underbrace{\gamma_{1}\left[I_{n} \otimes e_{3}^{\mathrm{T}} e_{3}\right]\left[1_{n} \otimes q_{\mathrm{g}}-q\right]+\gamma_{2}\left[I_{n} \otimes e_{3}^{\mathrm{T}} e_{3}\right]\left[1_{n} \otimes p_{\mathrm{g}}-\hat{p}\right]}_{\text {Additional altitude guidance }}
\end{aligned}
$$

$$
+\underbrace{\left(\operatorname{diag}\left\{\frac{1}{\operatorname{card}\left(\mathcal{N}_{1}\right)+1}, \ldots, \frac{1}{\operatorname{card}\left(\mathcal{N}_{n}\right)+1}\right\} \otimes I_{m}\right) \mathcal{L}_{1}(\mathcal{G})\left[\gamma_{1} q+\gamma_{2} \hat{p}\right]}_{\begin{array}{c}
\text { Flock correction }  \tag{4.14}\\
\text { to guidance }
\end{array}},
$$

where $1_{n} \in \mathbb{R}^{n}$ is the vector of ones. Then, $v_{i}$ is computed from (4.12) using $u_{i}$ and $\psi_{i}$.
After we compute each Rolling Spider's discrete-time flocking control $v_{i}$ on the centralized computer, we relay the control $v_{i}$ to the Rolling Spider. Note that it is possible to send the Rolling Spider control signals directly from the computer, but Android devices send control signals with less lag due to software optimization. Thus, we send the control signals $v_{i}$ to $n=3$ Android devices running a custom application that links each Android device to a Rolling Spider. The application receives the control $v_{i}$ from Matlab and sends it to the linked Rolling Spider.

Figure 4.5 provides a block diagram of the control architecture. The Rolling Spider relies on inner- and outer-loop controllers. The inner-loop controller uses onboard sensing and input $v_{i}$. The onboard sensing of the rotorcraft uses sensor fusion of a 3 -axis gyroscope, 3 -axis accelerometer, vertical camera, and pressure sensor.

The outer-loop control uses the motion-capture cameras, velocity estimator, and inputs $q_{\mathrm{g}}$ and $p_{\mathrm{g}}$. The motion-capture cameras use marker data to sense the position $q_{i}$ and yaw angle $\psi_{i}$ of each rotorcraft. The velocity estimator uses the current position $q_{i}(k)$ and previous position $q_{i}(k-1)$ to estimate the velocity at the current step $\hat{p}_{i}(k)$.


Figure 4.5: The Rolling Spider uses onboard sensing with input $v_{i}$ for inner-loop control and the motion-capture system's sensing with input $q_{\mathrm{g}}$ and $p_{\mathrm{g}}$ for outer-loop control. The on-board sensing of the rotorcraft uses sensor fusion of a 3 -axis gyroscope, 3 -axis accelerometer, vertical camera, and pressure sensor. The motion-capture cameras use marker data to sense the position $q_{i}$ and yaw angle $\psi_{i}$ of each rotorcraft. The velocity estimator uses the current position $q_{i}(k)$ and previous position $q_{i}(k-1)$ to compute the velocity estimate $\hat{p}_{i}(k)$.

Figure 4.6 provides a data-flow diagram for the experiments. Figure 4.6 shows that there are 4 types of hardware used in the experimental demonstrations.


Figure 4.6: Setup of discrete-time flocking control demonstration for $n=3$ rotorcraft. The boxes represent pieces of hardware, and the arrows denote what is sent from one piece of hardware to the next. The cameras emit infrared light that is reflected by the rotorcraft. The cameras send the marker data to the desktop computer. The computer transforms the marker data into rigid bodies and computes the velocity estimate $\hat{p}_{i}$ and discrete-time flocking control in the body-fixed frame $v_{i}$ for each rotorcraft. The Android devices receive the respective controls and send the control to the rotorcraft, which closes the loop.

### 4.5 Results and Discussion

In this section, we present results from experiments using $n=3$ rotorcraft, where the discrete-time flocking algorithm (4.11) and (4.12) is implemented in a multi-loop control architecture as described in the previous section. We use $T_{\mathrm{s}}=0.055 \mathrm{~s}$ for all demonstrations. Unless stated otherwise, the parameters for the discrete-time flocking
control are $\alpha_{1}=0.001, \alpha_{2}=0.024, \beta=0.032, \gamma_{1}=0.080, \gamma_{2}=0.056, \gamma_{3}=0.140$, $\gamma_{4}=0.076, \delta_{\mathrm{c}}=200 \mathrm{~mm}, d=550 \mathrm{~mm}$, and $r_{\mathrm{c}}=5000 \mathrm{~mm}$. We use the estimate $\hat{q}_{i}(k) \equiv q_{i}(k)+T_{\mathrm{s}} p_{i}(k)$.

We developed a series of calibration experiments to determine values for the parameters $\alpha_{1}, \alpha_{2}, \beta, \gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}, d$, and $r_{\mathrm{c}}$. First, we determined a safe distance between rotorcraft so that, outside that distance, the rotorcraft do not experience interaction forces from each other's propeller thrust. In order to avoid multiple mid-flight collisions that could damage the rotorcraft, we conducted a grounded experiment with 2 rotorcraft and determined that 200 mm apart is a safe minimum distance. Thus, we let $\delta_{\mathrm{c}}=200 \mathrm{~mm}$. We set $r_{\mathrm{c}}=5000 \mathrm{~mm}$ so that the rotorcraft detect one another in the test-flight volume. To determine $d$, $\alpha_{1}, \alpha_{2}, \beta, \gamma_{1}, \gamma_{2}, \gamma_{3}$, and $\gamma_{4}$, we initialized the values to arbitrarily small or large numbers depending on what makes the control gains small and the rotorcraft less like to crash. Specifically, we started with large values of $d, \beta, \gamma_{2}$, and $\gamma_{4}$, and small values of $\alpha_{1}, \alpha_{2}, \gamma_{1}$, and $\gamma_{3}$. After initializing the values, we analyzed the performance of the discrete-time flocking control on the rotorcraft. If the rotorcraft crashed, we decreased $\alpha_{1}, \alpha_{2}$, and $\gamma_{1}$, and increased $\beta$, $\gamma_{2}$, and $\gamma_{4}$. If the rotorcraft slowly flocked and followed a leader, we increased $\alpha_{2}, \gamma_{1}$, and $\gamma_{3}$. If the rotorcraft saturated the control, then we decreased parameters. If the rotorcraft flocked well, then we decreased $d$. The listed set of parameters represents a balance of fast convergence rate to a flocking configuration, fast convergence rate to the leader, small $d$, and no collisions.

We implement the discrete-time flocking control (4.11) and 4.12) with $\hat{p}_{i}(k) \equiv p_{i}(k)$. Note that for all $k \in \mathbb{N}, q_{\mathrm{c}, i}\left(k T_{\mathrm{s}}\right)=q_{i}(k)$. Thus, we plot sampled-data positions and estimated velocities at times $t=k T_{\mathrm{s}}$, where $k \in \mathbb{N}$.

In the following demonstrations, the rotorcraft start in grounded positions distributed around the motion-capture volume. When the rotorcraft take off, we set $u_{i}(k)=0$ for approximately 3 seconds. The space between rotorcraft is chosen so that there are no collisions when the rotorcraft takeoff. Once the rotorcraft take off and are hovering in place, Matlab begins recording the positions and velocities of rotorcraft and computes and sends the control signals. Unless otherwise specified, all positions are measured in millimeters, and all velocities are measured in millimeters per second.

## Demonstration 1: Rotorcraft Flock Without a Leader

Let $\gamma_{1}=\gamma_{2}=\gamma_{3}=\gamma_{4}=0$, which implies that the rotorcraft do not try to follow the leader's position or match the leader's velocity. Thus, the rotorcraft do not attempt to go to the same altitude. Figure 4.7 shows the trajectory of the $n=3$ rotorcraft. Figure 4.7 demonstrates that by $t=3.5 \mathrm{~s}$, the rotorcraft are flocking and maintain their configuration for the remainder of the experiment, which lasts for $t=20 \mathrm{~s}$. Figure 4.8 shows that the distance between each pair of rotorcraft tends to approximately $d$, which agrees with parts (c) and (d) of Theorem 6. In addition, Figure 4.8 shows that the velocity difference between each pair of rotorcraft is stays close to 0 in steady state, whereas part (b) of Theorem 6 implies that the velocity difference between each pair of rotorcraft tends to 0 .

We examine the last 10 seconds of the experiment to quantify the steady-state
results. Over all pairs of rotorcraft and over the last 10 seconds of the experiment, the average distance between each pair of rotorcraft is 557 mm with standard deviation 52.8 mm , and the average norm of the velocity difference is $185 \mathrm{~mm} / \mathrm{s}$ with standard deviation $100 \mathrm{~mm} / \mathrm{s}$. The standard deviation of the steady-state norm of the velocity difference is approximately double that of the of distance, which we suspect is because the velocity estimate uses 2 sampled positions.

Figure 4.9 shows that the rotorcraft-averaged velocity is approximately constant, which agrees with part (e) of Theorem 6. Because the rotorcraft-averaged velocity is approximately constant, the rotorcraft tend to drift approximately in the direction of the rotorcraft-averaged initial velocity. The standard deviation of the average velocity over all sampled points is [68.3 62.060 .7 ] $\mathrm{mm} / \mathrm{s}$.


Figure 4.7: The trajectory of $n=3$ rotorcraft that flock without a leader. The rotorcraft start from random positions in a hover maneuver with approximately 0 velocity. By $t=3.5 \mathrm{~s}$, the rotorcraft are flocking and keep their configuration for the remainder of the experiment, which lasts for $t=20 \mathrm{~s}$.

## Demonstration 2: Rotorcraft Flock and Approach a Stationary Leader

This experiment shows that for a stationary leader, the rotorcraft move into a flocking configuration around the leader. The initial conditions of the leader are

$$
q_{\mathrm{g}}(0)=\left[\begin{array}{c}
200 \\
-1000 \\
1000
\end{array}\right], \quad p_{\mathrm{g}}(0)=\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right], \quad u_{\mathrm{g}}(k) \equiv\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right] .
$$

Since $p_{\mathrm{g}}(0)=0$ and $u_{\mathrm{g}}(k) \equiv 0$, it follows from 4.5) and 4.6) that $q_{\mathrm{g}}(k) \equiv q_{\mathrm{g}}(0)$. Figure 4.10 shows an abbreviated trajectory of the rotorcraft and leader from $t=2.4 \mathrm{~s}$


Figure 4.8: The distance and norm of the velocity difference between each pair of rotorcraft. The distance between each pair of rotorcraft tends to approximately $d$, and the norm of the velocity difference between each pair of rotorcraft stays close to 0 in steady state.
to $t=20 \mathrm{~s}$. The first 2.4 s are omitted for clarity of the plot. Figure 4.11 shows that the distance between each pair of rotorcraft tends to approximately $d$, which agrees with parts (c) and (d) of Theorem 6. Figure 4.12 shows that the rotorcraft-averaged position and velocity tend approximately to the leader's position and velocity, which agrees with parts $(f)$ and $(g)$ of Theorem 6 .

We examine the last 10 seconds of the experiment to quantify the steady-state results. Over all pairs of rotorcraft and over the last 10 seconds of the experiment, the average distance between each pair of rotorcraft is 544 mm the average norm of the velocity difference is $191 \mathrm{~mm} / \mathrm{s}$, the average norm of the difference between the rotorcraft-averaged position and the leader's position is 40.0 mm , and the average norm of the difference between the rotorcraft-averaged velocity and the leader's velocity is $75.2 \mathrm{~mm} / \mathrm{s}$. The standard deviation of the norm of the difference between the rotorcraft-averaged position and the leader's position is 25.4 mm , and the standard deviation of the norm of the difference between the rotorcraft-averaged velocity and the leader's velocity is $32.0 \mathrm{~mm} / \mathrm{s}$.


Figure 4.9: The rotorcraft-averaged velocity is approximately constant.


Figure 4.10: The trajectory of $n=3$ rotorcraft that flock and follow a stationary leader. The plot of the trajectory starts at $t=2.4 \mathrm{~s}(k=40)$ and shows that the rotorcraft flock around the leader. The time step $k_{\mathrm{e}} \in \mathbb{N}$ is the last measured step in the experiment.

## Demonstration 3: Rotorcraft Follow a Leader With a Helical Trajectory

This experiment examines rotorcraft following a leader with a helical trajectory. The initial conditions of the leader are

$$
q_{\mathrm{g}}(0)=\left[\begin{array}{c}
790 \\
-500 \\
800
\end{array}\right], \quad p_{\mathrm{g}}(0)=\left[\begin{array}{c}
0 \\
475 \\
50
\end{array}\right] .
$$

Define

$$
A_{1} \triangleq\left[\begin{array}{cc}
1 & T_{\mathrm{s}} \\
0 & 1
\end{array}\right] \in \mathbb{R}^{2 \times 2}, \quad B_{1} \triangleq\left[\begin{array}{c}
\frac{1}{2} T_{\mathrm{s}}^{2} \\
T_{\mathrm{s}}
\end{array}\right] \in \mathbb{R}^{2}
$$

and note that $\left(A_{1}, B_{1}\right)$ is controllable. Therefore, [95, Theorem 2.17] implies that the eigenvalues of $A_{1}+B_{1} K_{1}$, where $K_{1} \in \mathbb{R}^{1 \times 2}$, can be arbitrarily assigned. Let exp be the exponential function and $\jmath \triangleq \sqrt{-1}$. Let $k_{1}, \cdots, k_{4} \in \mathbb{R}$ be such that $A_{1}+B_{1}\left[k_{1} k_{2}\right]$ has eigenvalues $\pm \exp \jmath / 30$ and $A_{1}+B_{1}\left[k_{3} k_{4}\right]$ has eigenvalues $\pm \exp \jmath / 100$. Let

$$
K \triangleq\left[\begin{array}{cccccc}
k_{1} & 0 & 0 & k_{2} & 0 & 0  \tag{4.15}\\
0 & k_{1} & 0 & 0 & k_{2} & 0 \\
0 & 0 & k_{3} & 0 & 0 & k_{4}
\end{array}\right] \in \mathbb{R}^{3 \times 6}
$$

and consider the external forcing signal

$$
u_{\mathrm{g}}\left(q_{\mathrm{g}}, p_{\mathrm{g}}\right)=K\left[\begin{array}{l}
q_{\mathrm{g}}  \tag{4.16}\\
p_{\mathrm{g}}
\end{array}\right]
$$

Then, it follows from (4.5), (4.6), and (4.16) that $q_{\mathrm{g}}$ and $p_{\mathrm{g}}$ satisfy the closed-loop dynamics

$$
\left[\begin{array}{l}
q_{\mathrm{g}}(k+1)  \tag{4.17}\\
p_{\mathrm{g}}(k+1)
\end{array}\right]=\tilde{A}\left[\begin{array}{l}
q_{\mathrm{g}}(k) \\
p_{\mathrm{g}}(k)
\end{array}\right],
$$



Figure 4.11: The distance and norm of the velocity difference between pairs of rotorcraft. The distance between each pair of rotorcraft tends to approximately $d$, and the norm of the velocity difference between each pair of rotorcraft is bounded.
where

$$
\begin{equation*}
\tilde{A} \triangleq A_{1} \otimes I_{m}+\left(B_{1} \otimes I_{m}\right) K \tag{4.18}
\end{equation*}
$$

The closed-loop leader dynamics (4.17) and (4.18) are linear and time invariant. Moreover, $\tilde{A}$ is similar to

$$
\operatorname{diag}\left\{A_{1}+B_{1}\left[k_{1} k_{2}\right], A_{1}+B_{1}\left[k_{1} k_{2}\right], A_{1}+B_{1}\left[k_{3} k_{4}\right]\right\} .
$$

Thus, all the eigenvalues of $\tilde{A}$ have magnitude 1, and the repeated eigenvalues are semisimple. Therefore, $\left(q_{\mathrm{g}}(k), p_{\mathrm{g}}(k)\right) \equiv(0,0)$ is a Lyapunov stable equilibrium of (4.17). Moreover, the free response of 4.17) to nonzero initial conditions is sinusoidal.

Figure 4.13 shows the trajectory of the rotorcraft and leader. In particular, the top plot displays snapshots of the trajectory from $t=0 \mathrm{~s}$ to $t=15 \mathrm{~s}$ and corresponds to the leader ascending the helix. The bottom plot displays snapshots of the trajectory from $t=18 \mathrm{~s}$ to $t=45 \mathrm{~s}$ and corresponds to the leader descending the helix. Figure 4.14 shows that the distance between each pair of rotorcraft tends to approximately $d$, which is the expected result based on parts (c) and (d) of Theorem 6. Figure 4.15


Figure 4.12: The rotorcraft-averaged position and velocity approximately follow the leader's position and velocity.
shows that the rotorcraft-averaged position and velocity approximately follow the leader's position and velocity.

To quantify the steady-state results, we examine the last 10 seconds of the experiment. Over all pairs of rotorcraft and over the last 10 seconds of the experiment, the average distance between each pair of rotorcraft is 549 mm , the average norm of the velocity difference is $103 \mathrm{~mm} / \mathrm{s}$, the average norm of the difference between the rotorcraftaveraged position and the leader's position is 116 mm , and the average norm of the difference between the rotorcraft-averaged velocity and the leader's velocity is $88.5 \mathrm{~mm} / \mathrm{s}$.

In these experiments, the rotorcraft-averaged position and leader follow the leader with delay. We quantify this delay using a least-squares approach. Let $k_{\mathrm{e}} \in \mathbb{N}$ be the last sample time. Note that there are 182 samples in the last 10 seconds of the experiment (because $T_{\mathrm{s}}=0.055 \mathrm{~s} /$ sample and $10 / T_{\mathrm{s}} \approx 182$ samples). The delay during the last 10 seconds of the experiment is estimated as

$$
k_{\mathrm{d}} \triangleq \underset{k_{*} \in\left\{0, \ldots, k_{\mathrm{e}}-181\right\}}{\arg \min } \sum_{k=k_{\mathrm{e}}-181}^{k_{\mathrm{e}}}\left\|\left[\begin{array}{l}
-q_{\mathrm{g}}\left(k-k_{*}\right)+\frac{1}{n} \sum_{i \in \mathcal{I}} q_{i}(k)  \tag{4.19}\\
-p_{\mathrm{g}}\left(k-k_{*}\right)+\frac{1}{n} \sum_{i \in \mathcal{I}} p_{i}(k)
\end{array}\right]\right\|^{2},
$$

which yields $k_{\mathrm{d}}=2$ time steps, or equivalently 0.11 s .

## Demonstration 4: Rotorcraft Follow a Mouse-Driven Leader

This experiment examines rotorcraft following a leader whose position and velocity are determined by moving a computer mouse. The initial conditions of the leader are

$$
q_{\mathrm{g}}(0)=\left[\begin{array}{c}
486 \\
2745 \\
1000
\end{array}\right], \quad p_{\mathrm{g}}(0)=\left[\begin{array}{c}
0 \\
-173 \\
0
\end{array}\right]
$$

The leader's position corresponds to the mouse's position, but there is no measurement of velocity. Instead, for all $k \in \mathbb{N}$, we estimate the leader's velocity as

$$
\begin{equation*}
p_{\mathrm{g}}(k)=\frac{1}{T_{\mathrm{s}}}\left[q_{\mathrm{g}}(k)-q_{\mathrm{g}}(k-1)\right] . \tag{4.20}
\end{equation*}
$$

Since we move the mouse to determine the leader's position and velocity, we do not directly design the external signal $u_{g}$.

Figure 4.16 shows the trajectory of the rotorcraft and leader. Figure 4.17 shows that the distance between each pair of rotorcraft tends to approximately $d$, which agrees with parts (c) and (d) of Theorem 6. Figure 4.18 shows that the rotorcraft-averaged position and velocity approximately follow the leader's position and velocity.

To quantify the steady-state results, we examine the last 10 seconds of the experiment. Over all pairs of rotorcraft and over the last 10 seconds of the experiment, the average distance between each pair of rotorcraft is 543 mm , the average norm of the velocity difference is $113 \mathrm{~mm} / \mathrm{s}$, the average norm of the difference between the rotorcraftaveraged position and the leader's position is 164 mm , and the average norm of the difference between the rotorcraft-averaged velocity and the leader's velocity is 306 mm .


Figure 4.13: The trajectory of $n=3$ rotorcraft that flock and follow a leader with a helical trajectory. For all times after $t=3.8 \mathrm{~s}$, the rotorcraft are in a flocking configuration. The top plot displays snapshots of the trajectory from $t=0 \mathrm{~s}$ to $t=15 \mathrm{~s}$ and corresponds to the leader ascending the helix. The bottom plot displays snapshots of the trajectory from $t=18 \mathrm{~s}$ to $t=45 \mathrm{~s}$ and corresponds to the leader descending the helix. The dashed line denotes the leader's trajectory.


Figure 4.14: The distance and norm of the velocity difference between pairs of rotorcraft. The distance between each pair of rotorcraft tends to approximately $d$, and the norm of the velocity difference between each pair of rotorcraft is bounded.

In these experiments, the rotorcraft-averaged position and leader follow the leader with delay. Using (4.19), the delay is estimated as $k_{\mathrm{d}}=10$ time steps, or equivalently 0.55 s .

## Summary of Results and Discussion

Table 1 shows that in every demonstration the average inter-rotorcraft distance tends to approximately $d$. The average inter-rotorcraft speed in every demonstration is greater than $100 \mathrm{~mm} / \mathrm{s}$, whereas we expect $0 \mathrm{~mm} / \mathrm{s}$ based on part (b) of Theorem 6. We suspect that the error in velocity is primarily due to the approximation. To improve inter-rotorcraft velocity matching, we could improve the estimate of the velocity. For example, we could implement a discrete-time low-pass filter into the velocity estimates. In addition, Motive:Tracker samples the rotorcraft's position at a higher rate than we send control signals. In this case, we could use the extra position measurements, which we ignore in the current implementation, to improve the velocity estimate.

In Demonstration 2, the steady-state rotorcraft-averaged position and velocity relative the leader's position and velocity are 40.0 mm and $75.2 \mathrm{~mm} / \mathrm{s}$, whereas we expect 0 mm and $0 \mathrm{~mm} / \mathrm{s}$ based on parts $(f)$ and $(g)$ of Theorem 6. The standard deviation of the rotorcraft-averaged position relative to the leader is 25.4 mm , which


Figure 4.15: The rotorcraft-averaged position and velocity approximately follow the leader's position and velocity.


Figure 4.16: The trajectory of $n=3$ rotorcraft that flock and follow a leader that follows a mouse's position. The rotorcraft tend to a flocking configuration and follow the leader. The dashed line denotes the leader's trajectory.


Figure 4.17: The distance and norm of the velocity difference between each pair of rotorcraft. The distance between each pair of rotorcraft tends to approximately $d$, and the norm of the velocity difference between each pair of rotorcraft is bounded.


Figure 4.18: The rotorcraft-averaged position and velocity approximately follow the leader's position and velocity.

Table 4.1: Summary of the steady-state results from Demonstrations 1-4 compared to the theoretical results in Chapter 3. The results show that the rotorcraft tend to approximately the same average inter-rotorcraft distance as predicted.

|  | Demo 1 | Demo 2 | Demo 3 | Demo 4 | Theory ${ }^{\text {a }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Average inter-rotorcraft distance (mm) | 557 | 544 | 549 | 543 | 550 |
| Average inter-rotorcraft relative speed ${ }^{\mathrm{b}}$ ( $\mathrm{mm} / \mathrm{s}$ ) | 185 | 191 | 103 | 113 | 0 |
| Rotorcraft-averaged distance to leader (mm) | - | 40.0 | 116 | 164 | $0^{\text {c }}$ |
| Rotorcraft-averaged speed relative to leader ${ }^{\text {b }}(\mathrm{mm} / \mathrm{s})$ | - | 75.2 | 88.5 | 306 | $0^{\text {c }}$ |
| Delay (time steps) | - | - | 2 | 10 | - |

${ }^{\text {a }}$ Chapter 3 with the following assumptions that differ from the experiments: $\gamma_{3}=\gamma_{4}=0$ and $\hat{q}_{i}(k) \equiv q_{i}(k+1)$
${ }^{\mathrm{b}}$ That is, the average of the norm of the velocity difference
${ }^{\text {c }}$ The value 0 additionally assumes $u_{\mathrm{g}}(k) \equiv 0$ in Chapter 3 and thus, only applies to Demonstration 2, where the leader has constant velocity.
implies that the average is within 2 standard deviations from 0 . The standard deviation of the rotorcraft-averaged velocity relative to the leader is $32.0 \mathrm{~mm} / \mathrm{s}$, which implies that the average is greater than 2 standard deviations from 0 . Thus, just as the distance between rotorcraft tends to converge to $d$ better than the inter-rotorcraft velocity tends to 0 , the rotorcraft-averaged position tends to converge to the leader's position better than the rotorcraft-averaged velocity converges to the leader's velocity.

The discrete-time flocking control (4.11) uses the position and velocity of the leader but does not include a feedforward term that predicts where the leader will be. Thus, if the leader has non-constant velocity as in Demonstrations 3 and 4, then the rotorcraft follow the leader with delay. In Demonstration 4, the leader uses more aggressive maneuvers and thus, has higher delay than Demonstration 3.

In these demonstrations, we use the estimate $\hat{q}_{i}=q_{i}+T_{\mathrm{s}} p_{i}$. However, the results in Theorem 6 rely on the estimate $\hat{q}_{i}=q_{i}+T_{\mathrm{s}} p_{i}+\left(T_{\mathrm{s}}^{2} / 2\right) u_{i}$. The control with the estimate $\hat{q}_{i}=q_{i}+T_{\mathrm{s}} p_{i}+\left(T_{\mathrm{s}}^{2} / 2\right) u_{i}$ has provable stability properties and is implementable; however, it is more difficult to implement because $u_{i}$ is implicitly defined in this case.

### 4.6 Conclusion

In this chapter, we implemented the discrete-time flocking control on three rotorcraft and used a motion-capture system to determine rotorcraft positions and attitude. We presented four experimental demonstrations of the discrete-time flocking control. The demonstrations showed that the discrete-time flocking control caused the rotorcraft
to go to a flocking configuration, where the rotorcraft are approximately a desired distance apart from one another, which matches the theoretical results. Moreover, this configuration is independent of the leader's dynamics. We also demonstrated that if a leader is present, then the rotorcraft-averaged position and velocity approximately follow the leader's position and velocity.

## Chapter 5 Conclusions and Future Work

We presented multi-agent control methods that address flocking in continuous-time and discrete-time settings. The multi-agent control methods are decentralized and cause agents to work together to accomplish goals that may be difficult or impossible for a single agent to achieve. All the algorithms developed in this dissertation implement a distance-formation method for cohesion that induces configurations based on a desired distance. Distance-formation methods cause an agent to be repelled from all other agents that are too close and thus, prevent collisions. In addition, the configurations induced by distance-formation methods are not labeled, that is, the exact configuration is not specified a priori, and can be used for a small or large number of agents.

In the continuous-time setting we presented a flocking-and-destination-seeking algorithm, where each agent has a potentially unique destination that it wants to reach. If the an agent is far from its destination, then it attempts to flock with nearby agents; otherwise, it approaches its destination. We provide analysis that demonstrates if an agent is far from its destination, then it flocks with nearby agents; and if it is close to its destination, then it exits the flock and approaches its destination. The algorithm and analysis techniques in this chapter can be expanded to address the point-to-point passenger and mail transport problems. The techniques developed in this chapter can also be extended to address a broader class of multi-agent, multi-objective problems such as building complex building structures.

In the discrete-time setting we presented a discrete-time flocking control that induces flocking configurations. We demonstrated with analysis and examples that agents implementing the discrete-time flocking control converge to flocking configurations and can follow a leader. The discrete-time flocking algorithm in this dissertation is particularly useful in settings where sampled-data effects are significant. For example, many space applications use slow update rates so the sampled-data effects are significant. In addition, unmanned vehicles with vision-based systems may require computationally heavy image analysis to track objects, which may be computationally intensive. Thus, these vehicles can use the discrete-time flocking algorithm to update the vehicle at a lower sampling rate.

The multi-agent control methods in this dissertation can be extended to address open questions in cooperative control. Some applications of multi-agent control require multiple types of vehicles, such as unmanned aerial vehicles interacting with unmanned ground vehicles. For example, trucks that deliver the mail may drive to a certain location and release unmanned aerial vehicles to deliver mail to the surrounding area. In this case, the multi-agent control method would require agents that have different sets of dynamics. Other applications of multi-agent control require human interaction.

For example, robotic assistants could grab and carry heavy objects for a person. In this case, agents would need to interact with humans to understand what they want as well as interact with objects. Multi-agent control is also useful for distributed sensing. For example, multiple unmanned vehicles can be deployed in the atmosphere to study and predict weather patterns. As humans prepare to colonize Mars, we will likely need multi-vehicle systems to survey terrain and find optimal habitable locations.

Multi-agent systems have numerous applications beyond controlling vehicles. For example, multiple power plants generate electricity and distribute it to multiple locations. These applications require power plants to coordinate with another in order to deliver the optimal amount of power to each location. Mass production of consumable goods such as soft drinks requires large distribution networks to deliver the goods to consumers. By understanding these applications and others as multi-agent systems, we can devise new solutions to improve the world around us.
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