
University of Kentucky University of Kentucky 

UKnowledge UKnowledge 

Theses and Dissertations--Mathematics Mathematics 

2017 

Orbital Stability Results for Soliton Solutions to Nonlinear Orbital Stability Results for Soliton Solutions to Nonlinear 

Schrödinger Equations with External Potentials Schrödinger Equations with External Potentials 

Joseph B. Lindgren 
University of Kentucky, joseph.lindgren@uky.edu 
Author ORCID Identifier: 

http://orcid.org/0000-0002-8731-631X 
Digital Object Identifier: https://doi.org/10.13023/ETD.2017.164 

Right click to open a feedback form in a new tab to let us know how this document benefits you. Right click to open a feedback form in a new tab to let us know how this document benefits you. 

Recommended Citation Recommended Citation 
Lindgren, Joseph B., "Orbital Stability Results for Soliton Solutions to Nonlinear Schrödinger Equations 
with External Potentials" (2017). Theses and Dissertations--Mathematics. 46. 
https://uknowledge.uky.edu/math_etds/46 

This Doctoral Dissertation is brought to you for free and open access by the Mathematics at UKnowledge. It has been 
accepted for inclusion in Theses and Dissertations--Mathematics by an authorized administrator of UKnowledge. For 
more information, please contact UKnowledge@lsv.uky.edu. 

CORE Metadata, citation and similar papers at core.ac.uk

Provided by University of Kentucky

https://core.ac.uk/display/232577422?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://uknowledge.uky.edu/
http://uknowledge.uky.edu/
https://uknowledge.uky.edu/
https://uknowledge.uky.edu/math_etds
https://uknowledge.uky.edu/math
http://orcid.org/0000-0002-8731-631X
https://uky.az1.qualtrics.com/jfe/form/SV_9mq8fx2GnONRfz7
mailto:UKnowledge@lsv.uky.edu


STUDENT AGREEMENT: STUDENT AGREEMENT: 

I represent that my thesis or dissertation and abstract are my original work. Proper attribution 

has been given to all outside sources. I understand that I am solely responsible for obtaining 

any needed copyright permissions. I have obtained needed written permission statement(s) 

from the owner(s) of each third-party copyrighted matter to be included in my work, allowing 

electronic distribution (if such use is not permitted by the fair use doctrine) which will be 

submitted to UKnowledge as Additional File. 

I hereby grant to The University of Kentucky and its agents the irrevocable, non-exclusive, and 

royalty-free license to archive and make accessible my work in whole or in part in all forms of 

media, now or hereafter known. I agree that the document mentioned above may be made 

available immediately for worldwide access unless an embargo applies. 

I retain all other ownership rights to the copyright of my work. I also retain the right to use in 

future works (such as articles or books) all or part of my work. I understand that I am free to 

register the copyright to my work. 

REVIEW, APPROVAL AND ACCEPTANCE REVIEW, APPROVAL AND ACCEPTANCE 

The document mentioned above has been reviewed and accepted by the student’s advisor, on 

behalf of the advisory committee, and by the Director of Graduate Studies (DGS), on behalf of 

the program; we verify that this is the final, approved version of the student’s thesis including all 

changes required by the advisory committee. The undersigned agree to abide by the statements 

above. 

Joseph B. Lindgren, Student 

Dr. Peter D. Hislop, Major Professor 

Dr. Peter D. Hislop, Director of Graduate Studies 



Orbital Stability Results for Soliton Solutions to Nonlinear Schrödinger Equations
with External Potentials

DISSERTATION

A dissertation submitted in partial
fulfillment of the requirements for
the degree of Doctor of Philosophy
in the College of Arts and Sciences

at the University of Kentucky

By
Joseph B. Lindgren

Lexington, Kentucky

Director: Dr. Peter D. Hislop, Professor of Mathematics
Lexington, Kentucky 2017

Copyright c© Joseph B. Lindgren 2017



ABSTRACT OF DISSERTATION

Orbital Stability Results for Soliton Solutions to Nonlinear Schrödinger Equations
with External Potentials

For certain nonlinear Schrödinger equations there exist equilibrium solutions which
are called solitary waves. Addition of a potential V changes the dynamics, but for
small enough ||V ||L∞ we can still obtain stability (and approximately Newtonian
motion of the solitary wave’s center of mass) for soliton-like solutions up to a finite
time that depends on the size and scale of the potential V . Our method is an
adaptation of the well-known Lyapunov method.

For the sake of completeness, we also prove long-time stability of traveling solitons
in the case V = 0.
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Chapter 1 Introduction

1.1 Some Background, Brief History, and the Main Theorem

In physics, solitary traveling waves are an important object of study. Previously
mentioned applications include “propagation of electromagnetic waves in nonlinear
media” [19, 17], “electromagnetic (Langmuir) waves in a plasma,” and “motion of a
vortex filament for Euler equations of fluid mechanics” [17]. From a more theoretical
perspective, it is of interest to note that there exist infinite multi-parameter families of
solitons that are (in some sense) equilibrium solutions of a given nonlinear schrödinger
equation. In particular, soliton solutions of these equations appear closely related
to the problem of Bose-Einstein condensation (according to a presentation by Kay
Kirkpatrick, citing Gross and Pitaevskii, 1961), which may have a part to play in
the search for suitable materials to construct a viable quantum computer. Stability
of these equilibrium solutions is of interest because such behavior is critical for the
modelling of physical phenomena.

This document attempts to broaden what is known about the orbital stability
of solitons in the presence of an external potential V . This is a more robust model
for phenomena than the case V = 0, given the likely imperfections of a physical
environment. We take as our equation a focusing non-linear Schrödinger equation

iψt + ∆ψ + f(ψ) = λV hψ,
ψ(·, 0) = ψ0 ∈ H1(Rd),
(x, t) ∈ Rd × R

(1.1)

with power nonlinearity f(ψ) = |ψ|2kψ and subcritical exponent k < 2/d, and study
the dynamics of soliton-like solutions to this equation under H1(Rd) perturbations of
the initial data. Here V h(x) := V (hx), V ∈ C2(Rd), ||V ||L∞ = 1, and λ > 0 is made
sufficiently small. We view this problem as an extension of the case λ = 0, given
below:

iψt + ∆ψ + f(ψ) = 0. (1.2)

We use notation suggesting a general dimension d, but some existence and coercivity
arguments will require d = 1 or d = 3.

Existence of solutions to Equation (1.2) was shown by Ginibre and Velo[11], using
conserved quantities to bound the L2 norm of the gradient of the solution.

Theorem 1.1 (J. Ginibre and G. Velo, 1977). Let ψ be a solution of

iψt = (−∆ +m)ψ + g(ψ),

where m ∈ R and g is a continuously differentiable, complex valued function with
g(0) = 0 and having complex derivatives polynomially bounded by the variable with
order less than d+2

d−2
for d > 2. Then for initial data ψ0 ∈ H1

(
Rd
)
, the (unique)

solution ψ with ψ(0) = ψ0 lies in C
(
[0,∞);H1

(
Rd
))

.

1



There is also a version of the theorem for d = 1. The theorem is proved in two
steps by applying fixed point methods to the integral equation to show local existence,
and then extending the solution globally by means of conserved quantities. In the
appendix of a later paper [10], the same authors state a result for the case d = 1
(under some slightly relaxed conditions) which is applicable to a power nonlinearity
|ψ|p−1ψ with 1 ≤ p < 1 + 4

d
. In that same appendix, they claim that a proof would

require only “minor modifications.” In 1988, Y.-G. Oh used the same (fixed point
and conservation law) strategy to achieve global existence for solutions of a cubic
NLS with asymptotically quadratic external potential [16]. The equation he studies
is equivalent (via rescaling of x and t variables by h) to

iψt +
1

2
∆ψ + |ψ|p−1ψ = V hψ, (1.3)

where 1 ≤ p < 1 + 4
d
. Here V is bounded below and |DαV | is assumed to be bounded

for all multi-indices |α| ≥ 2. The global solutions obtained are elements of a class of
functions with finite Hamiltonian energy (roughly H1

0 (Rd) ∩ Lp+1(Rd)) for t ≥ 0.
The main theorem (Theorem 1.6) of this document is an adaptation of the work of

Fröhlich, Gustafson, Jonsson, and Sigal in [7]. In that paper, they rely on smallness
of the semiclassical parameter h to smooth the potential and gain the desired bounds
on the error. These four authors have more recently specialized their method to the
case of a confining potential in [15]. In contrast, we weaken the need for small h
(even allowing h = 1) by introducing the small coupling constant λ, and we make
no assumptions about the shape of V . Our approach allows us to approximate the
dynamics of a soliton moving in the presence of a (L∞-small) random potential.
We anticipate this being a step forward on the path to describing dynamics in the
presence of other random potentials, perhaps those with small expectation values. For
completeness, an extension (from standing waves to traveling solitons) of an earlier
result by M. I. Weinstein [20] is included.

Orbital stability is one of two commonly used notions in the analysis of equilibria
of dynamical systems. Below we give an abstract definition of both orbital and
asymptotic stability.

Definition 1.2 (Orbital and Asymptotic Stability). We say that a solution ψ ∈
C(Rd;H) of a dynamical system is orbitally stable under a metric ρ : H ×H → R
if, given ε > 0, there exists δ > 0 such that for any other solution φ ∈ C(Rd;H),

ρ (φ(0), ψ(0)) < δ

implies
ρ (φ(t), ψ(t)) < ε

for all t > 0.
We say that ψ is asymptotically stable if, additionally,

ρ (φ(t), ψ(t))→ 0

as t→∞.

2



Figure 1.1: The soliton profile ηµ for d = 1, k = 1, µ = 1.

In our search for stable solutions of (1.2), we look first for what are sometimes
called “standing waves”; solutions that take the form

ψ(x, t) = eiµtηµ(x).

Here µ governs the oscillation of the wave through the uni-modular factor eiµt as well
as determine the amplitude of the wave. Supposing that eiµtηµ(x) solves (1.2), we
find that ηµ solves

−∆ηµ + µηµ − f(ηµ) = 0. (1.4)

The time-independent function ηµ is often called a “ground state” of the non-linear
Schrödinger equation, or sometimes a “soliton profile.” As an explicit example in the
case d = 1 with cubic nonlinearity f(ψ) = |ψ|2ψ, the function

ηµ(x) =
√

2µ sech(
√
µx)

solves Equation (1.4) for any µ > 0. A graph of such a profile is displayed in Figure
1.1. Due to a more general theorem from [2], we have the following result:

Theorem 1.3 (Berestycki-Lions (1983)). Let µ > 0 and d = 1 or d ≥ 3. Then ηµ
solving (1.4) is a positive, radially decreasing function and ηµ ∈ H1(Rd) ∩ C∞(Rd).
When d = 1, ηµ is unique up to translations.

3



An equivalent formulation, utilized in [19], is that the ground state ηµ is a mini-
mizer of the functional

I[u] :=
||∇u||kd||u||2−k(2−d)

||u||2k+2
2k+2

,

where || · ||p is the usual Lp norm and || · || = || · ||2. After a scaling argument, the
condition I ′[u] = 0 is seen to be equivalent to equation 1.4. More details are given in
Appendix D.

Symmetries of the problem give rise to an infinite family of solutions to (1.2). In
particular, the equation is easily seen to be invariant under translations and gauge
(phase) transformations

T tra : u(x, t) 7→ u(x− a, t),
T gγ : u(x, t) 7→ eiγu(x, t),

as well as Galilean and scaling transformations

T galv : u(x, t) 7→ ei(
1
2
v·x− 1

4
|v|2t)u (x− vt, t) ,

T sµ : u(x, t) 7→ µ
1
2ku (
√
µx, µt) .

Proofs of the invariance may be found in Appendix B. Adding an external potential
as in Equation (1.1), however, breaks all except the gauge invariance.

Two comments are in order. First of all, for convenience of notation we take
η1 to be the solution of Equation (1.4) for µ = 1 and let ηµ(x) = µ

1
2k η1(

√
µx).

Secondly, we write the Galilean transform as a combination of T gγ , T tra , and the boost

transformation T bv : u(x, t) 7→ ei
1
2
v·xu(x, t).

T galv u = ei(
1
2
v·x− 1

4
|v|2t)u (x− vt, t)

= T bv [ei(−
1
4
|v|2t)u (x− vt, t)].

= T bvT
g

(− 1
4
|v|2t)

[u (x− vt, t)].

= T bvT
g

(− 1
4
|v|2t)

T tr(vt)u.

This refactoring will later yield us a simpler set of tangent vectors, from which we will
write down a basis for the tangent space TηG (defined in Chapter 3). Since we study
the tangent space only for each fixed time t, the presence of t in the phase change is
not troublesome.

From these symmetries, it is possible to construct a traveling soliton solution ησ(t),
determined by time-dependent parameters

σ(t) := {a(t), v(t), γ(t), µ(t)}

such that it is now a solution of the original, time-dependent non-linear Schrödinger
equation (still with λ = 0). The (soliton) parameters listed above may be interpreted
as position, velocity, phase, and amplitude, respectively. Figure 1.2 depicts (for fixed
t) the result of one such choice of parameters. The following proposition is proved in
Appendix B.2:

4



Figure 1.2: Fixed time snapshot of a traveling wave and profile for d = 1, k = 1,
µ = 1.

Proposition 1.4. Define φ(x, t) := 1
2
v(t) · x+ γ(t), and let ηµ solve (1.4). Then the

traveling soliton
ησ(t)(x, t) := eiφ(x−a(t),t)ηµ(x− a(t)) (1.5)

with initial parameters σ0 = {a0, v0, γ0, µ0} solves (1.2) if and only if
a(t) = v0t+ a0,
v(t) = v0,
µ = µ0,

γ(t) =
(
µ0 + 1

4
|v0|2

)
t+ γ0.

It is this behavior that we wish to reconstruct – up to small errors – for soliton-like
solutions of (1.1) with the external potential λV h.

Our main result (Theorem 1.6) is inspired by the result of Fröhlich, Gustafson,
Jonsson, and Sigal in [7], which is summarized below in Theorem 1.5. Both theorems
are fully nonlinear stability results.

Theorem 1.5 (Fröhlich-Gustafson-Jonsson-Sigal, 2004). Let ψ solve (1.1) with λ
fixed, and let ηµ solve (1.4). Let ησ(t) be a traveling soliton with initial parameters
σ(0) = σ0 = {a0, v0, γ0, µ0}, and suppose that for some 0 < ε0 � 1,

||ψ(·, 0)− ησ(0)(·, 0)||H1 ≤ ε0.

5



Then for 0 < h� 1, there exists some T > 0 and family of parameters σ(t) with
σ(0) = {a0, v0, γ0, µ0} such that for t ≤ T (h+ ε0

2)
−1

,

||ψ(·, t)− ησ(t)(·, t)||2H1 = O (h+ ε0) ,

Furthermore, the parameters σ(t) = {a(t), v(t), γ(t), µ(t)} satisfy some (approxi-
mately Newtonian) modulation equations

ȧ = v +O (h2 + ε0
2) ,

1
2
v̇ = −∇ (Vh) (a) +O (h2 + ε0

2) ,
γ̇ = µ− 1

4
v2 + 1

2
ȧ · v − Vh(a) +O (h2 + ε0

2) ,
µ̇ = O (h2 + ε0

2)

with initial conditions σ(0) = σ0.

The condition h � 1 serves to ensure that Vh is slowly varying with respect to
the scale of the support of the soliton ησ(t). (In fact, taking the limit h → 0 sends
Vh → V (0).) This ‘slowly varying’ condition also dictates that higher derivatives of
Vh(x) are controlled by higher powers of h.

To deal with potentials having less derivative decay, we introduce a small coupling
constant λ to take the place of the semiclassical control. In this way, we can prove
a stability result similar to Theorem 1.5 even for h = 1. This is stated formally in
Theorem 1.6 below. There we retain the semiclassical parameter only to illustrate
the possibility for interplay with λ for a stability time interval of fixed length. It
should be noted that in our result, the

√
λ error term in the v̇ equation overwhelms

the λ-linear term. This is one of the prices we pay for not requiring h� 1. What we
stand to gain from our approach is the freedom to scale the size of the potential and
discover if there is a transition from stable to unstable behavior as the strength of
the potential increases. A possible direction of research is to seek probabilistic forms
of Theorem 1.6 over a class of randomly chosen potentials {Vω}ω∈Ω with uniform L∞

norm by studying random schrödinger operators of the form (−∆ + µ) + λVω.

Theorem 1.6 (Main Theorem). Suppose that ψ ∈ C
(
[0,∞);H1

(
Rd
))

solves (1.1),
and let ηµ with µ > 0 solve (1.4). Let ησ(t) be a traveling soliton with initial parameters
σ(0) = σ0 = {a0, v0, γ0, µ0}, and suppose that for some ε0 > 0,

||ψ(0)− ησ(0)(0)||H1 ≤ ε0.

Then there exists some T > 0 and parameters σ(t) := {a(t), v(t), γ(t), µ(t)} such

that for t ≤ T
(√

λh3 + ε20ρ
−1
)− 1

2
,

ψ(x, t) = ησ(t) + eiφ(x−a(t),t)w (x− a(t), t)

= eiφ(x−a(t),t)
[
ηµ(t)(x− a(t)) + w (x− a(t), t)

]
with

||w||H1 = O
((
λh3
) 1

4 +
ε0√
ρ

)
.
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Furthermore, the parameters σ(t) = {a(t), v(t), γ(t), µ(t)} satisfy some (approxi-
mately Newtonian) modulation equations

ȧ = v +O
(√

λh3 +
ε20
ρ

)
,

1
2
v̇ = −λh∇V h(a) +O

(√
λh3 +

ε20
ρ

)
,

γ̇ = µ− 1
4
|v|2 + 1

2
ȧ · v − λV h(a) +O

(√
λh3 +

ε20
ρ

)
,

µ̇ = O
(√

λh3 +
ε20
ρ

)
,

,

with initial conditions σ(0) = σ0.

Because of the already mentioned symmetries of the problem, it is useful to intro-
duce an equivalence class, or “orbit”, of solutions generated by the symmetries. We
formalize this notion as follows:

Definition 1.7 (Orbit of a solution). Let U be a group that induces the symmetries
of the problem. Then the orbit of a function ψ (sometimes called the ψ-orbit) is the
set

Gψ := {uψ for some u ∈ U}. (1.6)

Since the symmetries can be regarded as changing the frame of reference or per-
spective, it is typically stability of the ψ-orbit that is studied, rather than a single
solution ψ. In this document we will use the notation G := Gη for the orbit of ηµ when
U is the group generated by the symmetries T tra , T

b
v , T

g
γ , and T sµ. These symmetries

are useful in obtaining the modulation equations of Theorem 1.6, as they give us
parameters for minimizing the norm of w(t) = ψ(t)− ησ(t). They play a similar but
less explicit role in the λ = 0 case in Chapter 9.

There is already a rich literature on the subject of soliton stability. Two papers
of Grillakis, Shatah, and Strauss [12, 13] establish some general criteria under which
a one-parameter family of solutions ψ of an abstract Hamiltonian system

ψt = JE ′(ψ) (1.7)

is orbitally stable, for an “energy” functional E and a skew symmetric operator J .
More specifically, they assume well-posedness of the problem on an abstract space
X, as well as existence of solutions to (1.7) and also of equilibrium solutions having
the form u(t) = T (ωt)ϕ(x) (named “bound states”) where T is a group action induc-
ing the one-parameter symmetry of the problem and ω is a real number. Defining
the “linearized Hamiltonian” as Hω = E ′′(ϕω) − ωQ′′(ϕω) with the aid of another
conserved quantity Q, they prove the following theorem:

Theorem 1.8 (Grillakis-Shatah-Strauss, 1987). Suppose that Hω has exactly one
negative eigenvalue and that the rest of its spectrum is positive and bounded away
from 0. Then the bound state u(t) defined above is orbitally stable if and only if Hω

is positive in a neighborhood of ω.

7



M. I. Weinstein employs a similar strategy in [20], proving the following stability
theorem for standing solitary waves solving (1.2):

Theorem 1.9 (M. I. Weinstein, 1986). Let k < 2/d with d = 1 or d = 3, and let
ψ(x, t) be the unique solution of (1.2) with initial data ψ0 ∈ H1. Let η solve Equation
(1.4), and let Gη be generated by the group of translation and phase changes T tra , T

g
γ .

Then for any ε > 0, there exists δ(ε) > 0 so that

ρ(ψ0,Gη) < δ(ε)

implies
ρ(ψ(t),Gη) < ε

for all t > 0. (In other words, the η-orbit is orbitally stable.)

This theorem was an improvement on the work of Cazenave and Lions in [5],
which was credited by M. I. Weinstein in [20] as the first to prove a fully nonlinear
stability result (in the case of symmetric perturbations of the initial condition). Up
to this point, he notes, stability of NLS solitons had been studied using compactness
[4] and concentration-compactness [5] arguments. Weinstein’s theorem applies to
general H1 perturbations of the initial condition and deals with a class of more
general nonlinearities. It is this paper that our stability result for traveling waves
solving (1.2) closely follows.

Y.-G. Oh’s existence result (mentioned above) was closely followed by a paper [17]
proving stability (instability) of ground states of (1.3). In this paper, Oh establishes
a correspondence between stability (respectively, instability) and localization of the
initial soliton profile u0 at a local minimum (respectively, maximum) of the potential.

Theorem 1.10 (Y.-G. Oh, 1989). There exists some h∗ > 0 such that the solutions
uh = u0 + w of the semiclassical problem (1.3) with perturbed initial value u(0) = u0

are orbitally, or Lyapunov, stable (unstable) if 0 < h < h∗ and the solutions uh are
localized at a local minimum (maximum) of V .

1.2 Strategy of Proof

We follow the now well-known “Lyapunov” argument in the papers of Weinstein and
Oh we have already mentioned. Treatments of this approach to stability can be found
in chapter V of the Springer-Verlag textbook [3] (by Bahtia and Szegö) and elsewhere.
The essence of the approach is laid out in the following definition and theorem.

Definition 1.11 (Lyapunov Functional). Let ẋ = f(x) be a dynamical system. A
functional E : V → R on a Banach space V is a Lyapunov functional for an
equilibrium x∗ of the dynamical system if there exists a neighborhood U ⊂ V of x∗

such that

• E(x) > E(x∗), for all x ∈ U \ x∗ and

• d
dt

[E(x(t))] ≤ 0, for all t > 0.
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Figure 1.3: A candidate Lyapunov functional with decreasing (blue), non-increasing
(yellow), and uncontrolled (red) orbits.

Theorem 1.12 (Lyapunov Stability). If a Lyapunov functional can be constructed
for an equilibrium x∗ of the evolution equation ẋ = f(x), then x∗ is orbitally stable.
If the inequality in the last condition of Definition 1.11 is strict for all t > 0, then x∗

is asymptotically stable.

The intuition motivating the definition and theorem is that as long as the solution
x originates sufficiently close to x∗, its energy E(x) can never increase, and so it can
never flow over the lip of the E-bowl or wander far from the local minimum of E at
x∗. The desired behavior is illustrated by the blue and yellow solution trajectories
in Figure 1.3. The red trajectory in the same figure illustrates the increasing energy
behavior that a Lyapunov functional cannot allow. Because of the last condition, it
is natural to construct such a functional from conserved quantities of the problem.

In each of the (Lyapunov) stability results of Weinstein and Oh, the key to es-
tablishing the second condition for the Lyapunov functional is spectral analysis of
the Hessian L := E ′′ at the ground state η. Theorem 1.8 from [12] does the same
in a more general setting for L := E(·) − ωQ(·) , showing that this quantity is con-
served in time and is locally convex at the bound state (and critical point) u(t). In
this manner, it is shown that L has only one negative eigenvalue, which can then be
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avoided due to some orthogonality conditions arising from the symmetries discussed
above. The Lyapunov functional is thus shown to be convex enough to guarantee
the second condition. The FGJS approach in [7] is of the same Lyapunov flavor, but
more attention is given to the parameters σ, and only “approximate” conservation of
an energy functional is used. This approximation is enough to guarantee stability for
finite time, but it is an artifact of the argument that letting V = 0 does not recover
stability of solitons for all time.

There are two conserved quantities in the problem (1.1), the Hamiltonian energy
of the system,

Hλ(ψ) :=
1

2

∫ (
|∇ψ|2 + λV h|ψ|2

)
dx− F (ψ),

and the square integral (usually interpreted as particle mass) of the solution,

N (ψ) = ||ψ||22.

Here F (u) is a functional with Fréchet derivative F ′(u) = f(u). Proofs of the conser-
vation laws may be found in Appendix B. For the case λ = 0, the Lyapunov functional
we construct is a weighted sum of these two quantities:

Eµ(ψ) := H0(ψ) + µN (ψ) =
1

2

∫ (
|∇ψ|2 + µ|ψ|2

)
dx− F (ψ).

By use of Equation (1.4) and integration by parts, we find that Eµ(ηµ) = 0. For the
case λ 6= 0, Hλ(ψ) is easily seen to be conserved in time, but it is no longer translation
invariant. For this reason, following [7], we retain Eµ as an “approximately conserved”
energy functional. While this choice of functional allows us to retain the basic shape
of the Lyapunov argument, it breaks the last two conditions in Definition 1.11. This
is why we do not obtain global-time orbital stability in Theorem 1.6.

1.3 Related Research in Asymptotic Stability

All of the above results have concerned orbital stability, but some researchers are
studying asymptotic stability as well. In 2013, Scipio Cuccagna and Dmitry E. Peli-
novsky proved asymptotic stability (in L∞ norm) of soliton solutions for the following
cubic NLS:

iut + uxx + 2|u|2u = 0, u(0) = u0.

In their paper [6], they employ a steepest descent method attributed by them to Deift
and Zhou, as well as scattering and inverse scattering transforms. They obtain both
positive and negative time asymptotics, with fixed symmetry parameters.

Theorem 1.13 (Cuccagna-Pelinovsky, 2013). Fix s ∈ (1/2, 1], d = 1, let ε > 0
be given, and consider an initial value u(0) = u0 perturbed by at most ε in L2,s

norm from a traveling soliton ϕσ0 with some initial parameters σ0. Then there exist
constant asymptotic parameters σ±∞ close to those of the original soliton ϕ such that
for ±t ≥ T > 0,

||u(t)− ϕσ±∞||L∞(Rd) ≤ Cε|t|−
1
2 .
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Here the L2,s norm is just

||f ||L2,s := ||
(√

1 + x2
)s
f ||L2 .

Z. Gang and I. M. Sigal studied ‘trapped’ solitons (those localized near a minimum
of the potential) of Equation 1.1 in [8, 9] with various conditions on the potential. By
working in weighted L2 spaces they obtain asymptotic stability of solitons, showing
that excess energy from perturbations is radiated to infinity. Whether soliton solu-
tions of (1.1) (for λ = 0 or otherwise) or related NLS are asymptotically stable in an
unweighted L2 norm does not appear to be known at this point.

1.4 Document Structure

The structure of this document is as follows. Chapter 2 sets the stage for spectral
theory of the Hessian form E ′′µ(η) in both the λ > 0 and λ = 0 problems, beginning
with a quick review of Fréchet derivatives and critical points of Eµ. Chapter 5 contains
the specialized coercivity result for λ > 0, after Chapters 3 and 4 have introduced the
necessary orthogonality conditions and local existence of the time-dependent param-
eters σ(t) governing the traveling soliton ησ(t). Chapter 6 decomposes the solution ψ
into a soliton ησ(t) and an error term w according to these orthogonality conditions
and gives estimates on the deviation of the parameters σ(t) from those of a free soli-
ton. It is the concern of Chapter 7 to show that the time dependence of Eµ(ψ(t)) is
negligible on the time scale we consider, while Chapter 8 draws all preceding chapters
together and closes the proof of the main theorem.

Chapters 9 and 10 are devoted to proving the extension of Weinstein’s stability
result, with some rehashing of spectral analysis that was not compatible with Chapter
5. We have already asserted in the introduction (it is proved in Appendix B) that
the energy Eµ of the system is conserved for λ = 0. According to the definition and
theorem of the Lyapunov method, it remains to show that ησ is a local minimum of
Eµ.

The appendices contain a proof of Ehrenfest’s Law, as well as some elementary
calculations and proofs deemed too unwieldy to include in the body of this document.

1.5 General Notation

Regarding notation, we follow the standard || · ||p and || · ||H1 for Lp and Sobolev
norms respectively. As a shorthand we set

|| · || = || · ||2,

and we recall that
||u||2H1 = ||∇u||2 + ||u||2.

We use both the standard L2 complex inner product

(u, v) :=

∫
uv̄ ddx,
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as well as a real-valued version

〈u, v〉 := Re

∫
uv̄ ddx

that is distinguished by its angle brackets. From the latter, we construct a symplectic
form

ω (u, v) := Im

∫
uv ddx =

〈
u, J−1v

〉
,

which we employ frequently throughout the paper. Now and hereafter, the operator
J indicates multiplication by i−1.

Copyright c© Joseph B. Lindgren, 2017.
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Chapter 2 Preliminary Spectral Analysis of Lη

As already mentioned, our project is to prove a fully nonlinear stability result. This
notion differs significantly from linear stability, so we present the reader with a brief
comparison of the main ideas. In linear stability analysis, negativity of the real parts
of all eigenvalues of the linearized operator indicates linear stability of an equilibrium.
If A is a linearized operator with eigenvalues λj, then the linearized problem

ψ̇ = Aψ

is formally solved by combinations of exponentials of the form eλjt. If the real parts
of the eigenvalues are negative, the exponentials will decay in time. The perturbed
solution thus relaxes to the equilibrium, indicating linear stability. In contrast, each
negative eigenvalue of E ′′µ(ησ) in the orbital (nonlinear) stability setting represents a
collapse of the Lyapunov functional Eµ in some direction. This prevents the func-
tional from having a local minimum at the soliton profile ησ, and so there is nothing
preventing nearby solutions from escaping to infinity. For an illustration of this, see
Figure 2.1. In this figure, one can observe that a solution with energy trajectory on
the red line is not trapped by the functional, while one with trajectory remaining
on the green line is trapped. In order to salvage the argument, we must obtain con-
straints on the perturbation of ψ from ησ that forbid evolution of the solution ψ into
the negative eigenspace of Lη. Here we are saved by the manifold of infinitely many
equivalent ground states, which allows us to choose parameters for a traveling soliton
that closely approximates the perturbed solution ψ and stays out of the negative
eigenspace of Lη.

Our approach to the λ = 0 problem (1.2) (seen in Chapters 9 - 10) follows [20],
choosing traveling soliton parameters a, v, γ so that the time evolving perturbation is
minimized (in a modified H1 norm) for each t > 0. Because the minimization prob-
lem constrains certain inner products to vanish, these constraints are often known as
orthogonality conditions. For the λ > 0 argument, our approach follows the similar
methods of the Fröhlich-Gustafson-Jonsson-Sigal paper [7], but there the symplectic
form ω is introduced first and the minimization is obtained by imposing a decom-
position into a soliton and an error function w(x, t) that is skew orthogonal to the
the tangent space of the soliton manifold G (Chapter 3). In each approach, these
orthogonality conditions allow us to avoid the single negative eigenvalue of Lη.

In the current chapter, we establish basic facts about (Fréchet) derivatives of Eµ.
We determine the negative eigenvalues and nullspace of the Fréchet Hessian operator,
which we write as Lη := E ′′µ . On the way, we observe that ησ is a critical point of
Eµ. Since Eµ(ψ) is polynomially bounded in ψ in H1-norm, it can be expanded in a
Fréchet power series around some function η ∈ H1 as below:

Eµ(η + ξ) = Eµ(η) + E ′µ(η)(ξ) + E ′′µ(η)(ξ, ξ) + . . . .

Thus, to show that η is a local minimum of Eµ, it suffices to prove that E ′µ(η) = 0
and E ′′µ(η)(ξ, ξ) > 0 in a neighborhood of η.
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Figure 2.1: “Bad” direction(s) of the energy functional Eµ near ηµ correspond to a
negative eigenvalue of E ′′µ . Shown are directions with upward (green) and downward
(red) concavity of Eµ on H1(Rd).

We do not forget that since H0 is not a conserved quantity of (1.1), the case
λ 6= 0 requires careful, time-dependent analysis. Instead, facts about Eµ in the zero
potential case provide a starting point for the careful estimates made later in this
document.

One last comment should be made. In the calculations and proofs of this chapter,
we concentrate on the soliton profile (or ground state) ηµ instead of the traveling
soliton ησ. This is due to a direct calculation showing that

Eµ(ησ) = Eµ+|∇φ|2(ηµ) = Eµ+ 1
4
|v(t)|2(ηµ). (2.1)

All that is involved in showing the above formula is translation invariance of the
Lebesgue integral on Rd, the observation that 〈iηµ,∇ηµ〉 = 0, and the definitions of
Eµ and the phase function φ(x, t). Because of this formula, calculations done for ηµ
carry information also about ησ.

2.1 Fréchet derivatives of Eµ

We turn now to straightforward calculations of the Fréchet derivatives of Eµ. Recall
that we have defined

Eµ(u) =
1

2

∫ (
|∇u|2 + µ|u|2

)
dx− F (u).
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Then E ′µ(u) is the (linear) operator K that satisfies

lim
||w||H1→0

||Eµ(u+ w)− Eµ(u)−Kw||
||w||H1

= 0.

To discover K, we expand the difference Eµ(u+ w)− Eµ(u) as follows:

Eµ(u+ w)− Eµ(u)

=
1

2

∫ [
|∇u+∇w|2 + µ|u+ w|2

]
dx− F (u+ w)

−
[

1

2

(∫
|∇u|2 + µ|u|2

)
dx− F (u)

]
=

1

2

∫ [
|∇w|2 + 2Re(∇u∇w) + µ

(
|w|2 + 2Re(uw)

)]
− [F (u+ w)− F (u)]

=
1

2

∫ [
|∇w|2 − 2Re(∆uw) + µ (2Re(uw)) +O(w2)

]
dx− [F (u+ w)− Fu]

=

∫
[−Re(∆uw) + µ (Re(uw))] +O

(
||w||2H1

)
dx− [F (u+ w)− Fu] .

Thus, Kw = Re
[∫

(−∆ + µ)w − F ′(u)w
]

= 〈(−∆ + µ)u− f(u), w〉, or alternately,

E ′µ(u) = (−∆ + µ)u− f(u).

Note that for u = ηµ being a soliton profile with energy µ, we have

E ′µ(ηµ) = 0

by Equation (1.4).
Now we compute the second Fréchet derivative, E ′′µ . This is the linear operator L

satisfying

lim
||w||H1→0

||E ′µ (u+ w)− E ′µ(u)− Lw||
||w||H1

= 0.

After some easy cancellations, we obtain

0 = lim
||w||H1→0

||E ′µ (u+ w)− E ′µ(u)− Lw||
||w||H1

= lim
||w||H1→0

|| (−∆ + µ) (u+ w)− f(u+ w)− [(−∆ + µ) (u)− f(u)]− Lw||
||w||H1

= lim
||w||H1→0

|| (−∆ + µ)w − (f(u+ w)− f(u))− Lw||
||w||H1

and so
E ′′µ(u)w = Lw = (−∆ + µ− f ′(u))w.
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We will refer often to this second derivative evaluated at the function u = ηµ by the
name

Lη := E ′′µ(ηµ) = (−∆ + µ− f ′(u)) ηµ.

Here the explicit form of f ′(u) is given by the following calculation:

f ′(η)ξ =
d

dε

∣∣
ε=0
f(η + εξ)

=
d

dε

∣∣
ε=0

(∣∣η + εξ
∣∣2k · (η + εξ)

)
=
(
k
∣∣η + εξ

∣∣2(k−1)
(η + εξ)2Re(ηξ) +

∣∣η + εξ
∣∣2kξ) ∣∣

ε=0

=
∣∣η∣∣2k (2kRe(ξ) + ξ)

(2.2)

It can be determined by direct calculation that Lη is the linearized operator for
the stationary equilibrium soliton eiµtηµ of the problem (1.2). We remark also that
since Lη is visibly self-adjoint, its eigenvalues will be real numbers.

The spectral analysis of Lη is a well-known but lengthy argument which we take
mostly from [19], [20], and [7]. Since the analysis is completely independent of the
external potential, we present it here in Chapters 2 - 5.

2.2 Negative Eigenvalues of Lη

To show that there exists only one such eigenvalue, we repeat here the statement and
proof of an abstract proposition given in [7], but then immediately specify the result
to our setting.

Let X be a Banach space, let K ∈ C3 (X,R), and define

M := kerK = {u ∈ X : K(u) = 0} .

Further, let E be a C2 functional on X. Now assume there exists a Hilbert space H
such that X is a dense subset, and that the Hessian quadratic form Hess E(u) (α, β)
defines a self-adjoint operator E ′′(u) on H such that

〈α, E ′′(u)β〉 = Hess E(u) (α, β)

for all α ∈ X and β ∈ D (E ′′) ⊂ X.
Here the first Fréchet derivative E ′(η) : TηM → R is a functional acting on the

tangent space of the manifold M , while the Hessian can be viewed as a bilinear form
E ′′(η) : TηM × TηM → R or as a map into the dual of the tangent space of M as
below:

E ′′(η) : TηM → (TηM)∗ .

In any case, the tangent space TηM is given by local coordinates as

TηM =
{
∂sηs|s=0 : ηs ∈ C1 ([0, ε],M) , ηs=0 = η

}
.

Then we have the following result:
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Proposition 2.1. If η is a minimizer of E on the set M ⊂ X, and K ′(η) 6= 0, then
the Hessian operator E ′′(η) has at most one negative eigenvalue.

Proof. We first show that TηM = {ξ ∈ X : 〈K′(η), ξ〉 = 0} =: K ′(η)⊥ by a double
containment argument. Note that by hypothesis, E ′(η) = 0 and E ′′(η) ≥ 0.

[⊆]: Let ξ ∈ TηM . Then by the previous characterization of the tangent space
there exists ηs such that ξ = ∂s|s=0ηs, and further, ηs takes values in M . Thus, by
the chain rule for Fréchet derivatives

0 = ∂s (0) |s=0 = ∂sK (ηs)

∣∣∣∣
s=0

= 〈K ′ (ηs) |s=0, ∂sηs|s=0〉 = 〈K ′ (η) , ξ〉 .

[⊇]: Let ξ ∈ X satisfy 〈K′(η), ξ〉 = 0, and define

f (a, s) :=
1

s2
K
(
η + sξ + s2aK ′(η)

)
.

Expanding s2f (a, s) in a power series, we obtain

s2f (a, s) =K
(
η + sξ + s2aK ′(η)

)
|s=0 + s

d

ds

[
K
(
η + sξ + s2aK ′(η)

)]
|s=0

+ s2 d
2

d2s

[
K
(
η + sξ + s2aK ′(η)

)]
|s=0 +O(s3)

=K (η) + s 〈K ′ (η) , ξ〉
+ s2

[〈
K ′′(η), [ξ]2

〉
+ 〈K ′(η), aK ′(η)〉

]
+O(s3).

(2.3)

Here we have used a consequence of the chain rule on second derivatives

d2

d2s
[K (q(s))] |s=0 =

[
K ′′(q(0)) · [q′(0)]

2
+K ′(q(0)) · q′′(0)

]
to obtain the last equality above. Thus, (2.3) becomes

s2f (a, s) =K (η) + s 〈K ′ (η) , ξ〉 |s=0

+ s2
[〈
K ′′(η), [ξ]2

〉
+ 〈K ′(η), aK ′(η)〉

]
+O(s3)

and by our assumptions on K and ξ, we find that

s2f (a, s) = 0 + s · 0 + s2
[〈
K ′′(η), [ξ]2

〉
+ 〈K ′(η), aK ′(η)〉

]
+O(s3)

or
f (a, s) =

〈
K ′′(η), [ξ]2

〉
+ 〈K ′(η), aK ′(η)〉+O(s).

Choosing

b = −〈ξ,K
′′(η)ξ〉

||K ′(η)||2

now yields
f(b, 0) = 0
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and

∂af(b, 0) = lim
s→0

1

s2

〈
K ′
(
η + sξ + s2bK ′(η)

)
, s2K ′(η)

〉
= lim

s→0

〈
K ′
(
η + sξ + s2bK ′(η)

)
, K ′(η)

〉
= ||K ′ (η) ||2

6= 0.

Finally, invoking the implicit function theorem yields a map s 7→ a(s) so that
f (a, s) = 0. Thus ηs := η + sξ + s2a(s)K ′(η) satisfies

ηs=0 = η,

∂sηs|s=0 = ξ,

and
K(ηs) = s2f (a, s) = 0,

as desired.
Having established

TηM = K ′(η)⊥,

we can rewrite E ′′(η) ≥ 0 for η ∈M as

inf
ξ∈K′(η)⊥

〈ξ, E ′′(η)ξ〉 ≥ 0.

Applying the max-min principle, we find that the number of non-positive eigenvalues
of E ′′(η) is no greater than the co-dimension of K ′(η)⊥, which is 1.

With the proof complete, we now specify X = H1(Rd), H = L2(Rd), and E = Eµ,
recalling that we have previously defined

Eµ(ψ) :=
1

2

∫ (
|∇ψ|2 + µ|ψ|2

)
dx− F (ψ).

Using the scaling transformation T sµ from Chapter 1 to write ηµ(x) = µ1/2kη1(µ1/2x),
we quickly obtain via chain rule (and integrate by parts in the second term of the
penultimate line)

∂µ

∫
[ηµ(x)]2 =∂µ

∫
µ1/k

[
η1(µ1/2x)

]2
=
(
∂µµ

1/k
) ∫ [

η1(µ1/2x)
]2

+ µ1/k

∫
∂µ
[
η1(µ1/2x)

]2
=
(
1/k · µ1/k−1

) ∫ [
η1(µ1/2x)

]2
+ µ1/k−1/2

∫
η1(µ1/2x)∇η1(µ1/2x)

=
(
1/k · µ1/k−1

) ∫ [
η1(µ1/2x)

]2
+ 0
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>0.

Thus we find, by using Theorem 3 of [12], that η minimizes Eµ with respect to the
constraint K(u) := 1

2

∫
|u|2 ddx − m = 0. Applying Proposition 2.1, we see that

Lη = E ′′µ(ηµ) has at most one negative eigenvalue.
Moreover, since Lη∂µη = −η, we have

〈∂µη,Lη∂µη〉 =

∫
∂µη · (−η) = −1

2
∂µ

∫
η2 < 0,

and so we know that Lη must also have at least one negative eigenvalue. Hence Lη
has exactly one negative eigenvalue.

2.3 The Null Space of Lη

A non-trivial zero eigenvalue of Lη is no safer than a negative one, since this admits
degenerate local minima in the form of level troughs leading to infinity. We must
therefore identify the nullspace of Lη and introduce more orthogonality conditions to
keep our solution of (1.1) from falling into it. To this end, we pick a natural basis
for C = R2 and decompose complex-valued functions u ∈ L2

(
Rd;C

)
as u1 + iu2 for

u1, u2 ∈ L2
(
Rd;R

)
. This allows us to split our operator into actions on real and

complex parts as follows:

Lηu =

[
L1 0
0 L2

] [
u1

u2

]
=

[
L1u1

L2u2

]
,

where
L1 = −∆ + µ− (2k + 1)η2k

and
L2 = −∆ + µ− η2k.

This is done by using the explicit form f ′(u)ξ =
∣∣u∣∣2k (2kRe(ξ) + ξ) from (2.2). Then

by calculations done in Chapter 3, we have

Lηiη =

[
L1 0
0 L2

] [
0
η

]
=

[
0
L2η

]
= ~0

and

Lη∂xiη =

[
L1 0
0 L2

] [
∂xiη

0

]
=

[
L1∂xiη

0

]
= ~0

which imply that the nullspace Null(Lη) of Lη contains

[
0
η

]
and

[
∂xiη

0

]
. In fact,

we can show that this spans Null(Lη).

Proposition 2.2. Null (Lη) = spanR {(0, η) , (∂xiη, 0)}.
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Proof. Since η ∈ L2(Rd), ∂xiη has at least one zero, and so (by oscillation theory) L1

has at least one negative eigenvalue. Hence, L2 is a non-negative operator.
Proving Null (L1) = Cη′ is more complicated, so we give a proof for the case

d = 1 and for other dimensions refer to [20] and [7]. Note that for d = 1, L1w = 0 is
a homogeneous ODE, so we may use a special case of Abel’s identity,

W (y1, y2) (x) = W (y1, y2) (x0) · exp

(∫ x

x0

−p (ξ) dξ

)
,

to compute the Wronskian of two solutions of the DE, where for us p (ξ) = 0. Hence
the Wronskian is independent of x. Supposing then, that ν were another element of
Null(L1), we obtain

W (η′, ν) = det

[
η′ ν
η′′ ν ′

]
= η′ν ′ − νη′′ = lim

x→∞
(η′ν ′ − νη′′) = 0.

Separating variables in this new equation, we find that

ν ′

ν
=
η′′

η′
,

or
ln ν = ln (η′) + C,

for some C ∈ C. This last equation forces ν = Cη′ ∈ Cη′.

Now that we know Lη has a negative eigenvalue and nullspace Null (Lη) =
{(0, η) , (∂xiη, 0)}, we can take steps to avoid these bad directions. It turns out that
skew orthogonality to the tangent space of G at η (via the symplectic form ω) is a
sufficient condition. In the next chapter, we introduce this tangent space, and in
Chapter 5 present proof of a coercivity estimate on Lη.

Copyright c© Joseph B. Lindgren, 2017.
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Chapter 3 The Tangent Space TηG

As mentioned in the introduction of this document, we wish to choose the represen-
tative of G closest to the solution ψ of (1.1). Recall that G := Gη is the notation we
use for the manifold of equivalent solitons generated by the four symmetry groups
discussed (just after Theorem 1.3) in the introduction. Figure 3.1 The current chap-
ter is devoted to constructing a basis for the space TηG of functions tangent to the
manifold of solitons G at the representative η and to identifying the actions of Lη
on this basis. We will use this basis in Chapter 4 to obtain parameters σ that de-
scribe a decomposition of the solution ψ of Equation (1.1) into tangent and normal
components.

In Chapter 6, this information and the actions of Lη on the basis of TηG will
be useful in achieving a factorization of (1.1) that reveals the potential-modified
equations for the parameter family σ(t).

3.1 The Tangent Space to the Manifold of Solitons

Because G is completely determined by the symmetries it describes, its tangent vectors
at the representative ηµ ∈ G can be easily computed. These tangent vectors define
local coordinates for G via the cotangent bundle T ∗G, allowing us to simplify the task
of minimizing over a set of parameters to management of a collection of orthogonality
conditions (see Chapter 4). We define the relevant directional derivatives and include
the direct calculations below:

zt :=∇a

(
T tra ηµ

)
|a=0 = ∇a [ηµ(x− a)] |a=0

=−∇ηµ,

zg :=
∂

∂γ

(
T gγ ηµ

)
|γ=0 =

∂

∂γ

[
eiγηµ(x)

]
|γ=0

=iηµ,

1

2
zb :=∇v

(
T galv ηµ

)
|v=0,t=0 = ∇v

[
ei(

1
2
v·x− 1

4
|v|2t)ηµ (x− vt) |t=0

]
|v=0

=∇v

[
ei(

1
2
v·x)ηµ (x)

]
|v=0

=
i

2
xηµ,

zs :=
∂

∂µ̃

(
T sµ̃η1

)
|µ̃=µ

=∂µηµ.
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Figure 3.1: Parameters σ(t) chosen locally on TησGη to minimize error ||ψ(t)− ησ(t)||2
(shown in red).
Credit for the original image is due to www.researchgate.net/figure/228371900_

fig1_Figure-1-Optimization-on-a-manifold-The-tangent-space-T-M-x

Note that when we write ∇y for (y1, y2, . . . , yd) = y ∈ Rd, we mean

∇y := (∂y1 , ∂y2 , . . . , ∂yd).

We are now ready to claim and prove the following proposition.

Proposition 3.1. The set {zt, zg, zb, zs} forms a basis of TηG.

Proof. Due to the limited number of parameters, {zt, zg, zb, zs} must be a spanning
set of TηG. By observing that ∇η and ixη are odd functions, while ∂µηµ and iη
are even, and that in each of these pairs one function is real while the other is pure
imaginary, we conclude that {zt, zg, zb, zs} is also a linearly independent set, hence a
basis of TηG.

Remark: In an abuse of notation, we consider zt and zb as sub-collections of
linearly independent functions, so we really have a basis of 2d+ 2 functions.
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3.2 Actions of Lη on TηG

The current stability approach depends heavily on the nature of Lη = E ′′µ and its
coercivity. For technical reasons, it will be useful to know how Lη acts on the tangent
space of the manifold of solitons. Recall that in the last chapter, we defined

Lηu := E ′′µ(ηµ)u = (−∆ + µ− f ′(ηµ))u

We record the following identities:

Lηzt =0,

Lηzg =0,

Lηzb =2izt,

Lηzs =izg.

It is also worth noting that

L2
ηzb = Lη(−2izt) = 0, L2

ηzs = Lηizg = 0.

Below are included the explicit calculations. In the second and third calculations, we
use Equation (2.2) derived from the explicit form of the nonlinearity.

Lηzt = (−∆ + µ) (−∇η)− f ′(η) (−∇η)

=−∇ (−∆ + µ) (η) +∇(f(η))

=−∇ ((−∆ + µ) η − f(η))

=0.

Because η is real-valued, the explicit form of f ′(η)iη yields

Lηzg = (−∆ + µ) (iη)− f ′(η)iη

=i (−∆ + µ) η − i
∣∣η∣∣2k · (η)

=i (−∆ + µ) η − if(η)

=0.

Using −∆(ixη) = −2i∇η − ix∆η and applying Equation (2.2) once more, we obtain

Lηzb = (−∆ + µ) (ixη)− f ′(η) (ixη)

= (−∆ + µ) (ixη)− ix|η|2η
=ix (−∆ + µ) η − ixf(η)− 2i∇η
=ix ((−∆ + µ) η − f(η))− 2i∇η
=− 2i∇η
=2izt.
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Using ∂µ (µη) = η + µ∂µη, we obtain

Lηzs = (−∆ + µ) (∂µη)− f ′(η)∂µη

= (−∆ + µ) (∂µη)− ∂µf(η)

=∂µ [(−∆ + µ) η − f(η)]− η
=∂µ [0]− η
=izg.

These formulas will be used in Chapter 6.

Copyright c© Joseph B. Lindgren, 2017.
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Chapter 4 Orthogonal Decomposition

In this chapter, we utilize the variational characterization of an L2-norm minimizer.
For η ∈ G to minimize the L2 distance to ψ, the first (Fréchet) derivatives of
||ψ − η||L2(Rd) with respect to ψ must vanish. A quick calculation shows that this is
equivalent to the condition

〈z, η〉 = 0 (4.1)

for all z ∈ TηG. For our purposes, however, we prefer to equip the manifold G with
a symplectic form via its cotangent bundle T ∗G. To define the cotangent bundle, we
refer to [1, p. 202]. For any η ∈ G, define the cotangent space T ∗Gη of G at η to be the
collection of all 1-forms acting on TGη (the dual of TGη). Then the cotangent bundle
T ∗G is the union over all η ∈ G of the coordinate pairs (η, T ∗Gη). Note that T ∗G has
dimension

2 dim(TG) = 2 dim(G) = 2(2d+ 2).

As a vector space of even dimension, T ∗G can be equipped with a symplectic form to
define its geometry. Using local coordinates, an identification can be made between
η and T ∗Gη. The following definition is taken directly from [14, p. 290].

Definition 4.1 (Symplectic Form). Let F be a vector space. A symplectic form ω is
a real-valued bilinear form ω : F×F → R that is anti-symmetric and non-degenerate.
That is, for any v, w ∈ F ,

• ω(v, w) = −ω(w, v)

• and the linear map v 7→ Φω(v)(w) := ω(v, w) is an isomorphism between F and
its dual F ∗.

In place of the real inner product condition, we take instead the symplectic form
ω(v, w) := 〈v, J−1w〉 defined in the introduction and construct a collection of skew
orthogonality conditions

ω(z, w) = 0,∀z ∈ TηG. (4.2)

It is important to note that ω is extended from TηG ×TηG to H1×H1 via projection
of H1 onto TηG in each input. The orthogonality conditions then ensure that the
components of w in TηG are parallel to each of the tangent vectors z. But this is
only possible if the projection of w onto TηG is zero! Hence condition (4.2) yields
a formulation of orthogonality equivalent to condition (4.1). We shall see later that
condition (4.2) is convenient to work with.

In Section 4.1 we obtain a matrix representation Ωη of the symplectic form ω in
the basis {zt, zg, zb, zs}. In Section 4.2 we use the invertibility of Ωη in a neighborhood
of η to establish local existence of the parameter family σ that achieves the desired
orthogonal decomposition of ψ.
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4.1 Matrix representation of the symplectic form Ωη

Our symplectic form, as defined in the introduction, is

ω(u, v) = 〈u,Ωηv〉 .

In this section, we take the collection of tangent vectors {zk} as our basis and compute
the matrix representation of

Ωη|{zk} =
〈
zj, J

−1zk
〉

= Re

(∫
zjizk

)
entry by entry. Note first that because of the operation of complex conjugation on i,
the matrix will be anti-symmetric.

For convenience, we define

m(µ) :=
1

2
||ηµ||2,

but sometimes omit the µ subscript. We regard zt = z1,...,d and zb = zd+1,...,2d as
d-dimensional vector quantities. Finally, let ~ej be the jth standard basis vector in Rd

and

δij =

{
1 if i = j

0 otherwise
.

Then for any i, j ∈ {1, . . . , d}, we have

〈
~ej · zt, J−1~ek · zt

〉
=Re

(∫
~ej · zti~ej · zt

)
= δijRe

(
−i
∫
|zt|2

)
=0,〈

~ej · zt, J−1~ek · zb
〉

=Re

(∫
~ej · zti~ej · zb

)
= Re

(∫
−ηxj iixkη

)
= Re

(∫
xk · ηxjη

)
=−Re

(
1

2

∫
δij|η|2

)
= −δijm,

(where we integrated by parts to obtain the penultimate equality).

〈
~ej · zt, J−1zg

〉
=Re

(∫
~ej · ztizg

)
= Re

(∫
−ηxj iiη

)
=Re

(∫
ηxjη

)
=︸︷︷︸
IBP

Re

(
−
∫
ηηxj

)
= 0,

〈
~ej · zt, J−1zs

〉
=~ej ·Re

(∫
ztizs

)
= Re

(∫
−ηxj i∂µηµ

)
= Re

(
i

∫
ηxj∂µηµ

)
=0,
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In the second row, we have〈
~ej · zb, J−1~ek · zt

〉
=−

〈
~ej · zt, J−1~ek · zb

〉
=δijm,〈

~ej · zb, J−1~ek · zb
〉

=Re

(∫
~ej · zbi~ek · zb

)
= Re

(∫
ixjηiixkη

)
=Re

(
−i
∫
xjxk|η|2

)
=0,〈

~ej · zb, J−1zg
〉

=Re

(∫
~ej · zbizg

)
= Re

(∫
ixjηiiη

)
= Re

(
−i
∫
xj|η|2

)
=0,〈

~ej · zb, J−1zs
〉

=Re

(∫
~ej · zbizs

)
= Re

(∫
ixjηµi∂µηµ

)
= Re

(∫
xjηµ∂µηµ

)
=∂µ

(
1

2

∫
xj|ηµ|2

)
= ∂µ (0)

=0,

where the vanishing of the integral in the penultimate line follows from spherical
symmetry of ηµ. The third row consists of the following entries:

〈
zg, J

−1~ej · zt
〉

=−
〈
~ej · zt, J−1zg

〉
=0,〈

zg, J
−1~ej · zb

〉
=−

〈
~ej · zb, J−1zg

〉
=0,〈

zg, J
−1zg

〉
=Re

(∫
zgizg

)
= Re

(∫
iηiiη

)
= Re

(
−i
∫
|η|2
)

=0,〈
zg, J

−1zs
〉

=Re

(∫
zgizs

)
= Re

(∫
iηi∂µηµ

)
=Re

(∫
η∂µηµ

)
= ∂µ

(
1

2

∫
|ηµ|2

)
=m′(µ).

In the last row of the matrix, we have〈
zs, J

−1~ej · zt
〉

=−
〈
~ej · zt, J−1zs

〉
=0,〈

zs, J
−1~ej · zb

〉
=−

〈
~ej · zb, J−1zs

〉
=0,〈

zs, J
−1zg

〉
=−

〈
zg, J

−1zs
〉

=−m′(µ),
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〈
zs, J

−1zs
〉

=Re

(∫
zsizs

)
= Re

(∫
∂µηµi∂µηµ

)
= Re

(
−i||∂µηµ||22

)
=0.

Putting this all together in matrix form, we have

Ωη|{zk} =
〈
zj, J

−1zk
〉

= Re

(∫
zjizk

)
=


0ij −δijm ~0T ~0T

δijm 0ij ~0T ~0T

~0 ~0 0 m′

~0 ~0 −m′ 0

 .

We will make extensive use of this operator and associated notation in Chapter 6.

4.2 Local Existence of the Parameter Family σ

We now investigate the existence of the parameter family σ for solutions ψ not far
from η in a sense that we make precise below. Let I ⊂ R+ be closed and bounded,
with an interior interval I0 ⊂ I\∂I also closed, and let BK ⊂ Rd be bounded. Define
the space of all possible parameters

Σ := Rd × Rd × [0, 2π)× I

and a subset of Σ
Σ0 := Rd ×BK × [0, 2π)× I0.

These sets are spaces in which the parameter family {a, v, γ, µ} = σ lives. Finally,
we define the tube set

Uδ :=

{
ψ ∈ H1 : inf

σ∈Σ0

||ψ − ησ||H1 ≤ δ

}
of functions within δ > 0 of some representative ησ ∈ G. We now use this formulation
of closeness to guarantee existence of σ for ψ that deviate by no more than δ from
the orbit of equivalent solitons G. Note that v ∈ BK forces limited speed of the
soliton, keeping the problem physically meaningful. The limitation µ ∈ I0 is key to
invertibility of Ωη, which is a central element of the proof of the existence theorem
below:

Proposition 4.2. There exists δ � infµ∈I0 m
′(µ) and a unique σ = σ(ψ) ∈ C1(Uδ,Σ)

such that for each ψ ∈ Uδ,
ω
(
ψ − ησ(ψ), z

)
= 0,

i.e., 〈
ψ − ησ(ψ), J

−1z
〉

= 0, ∀z ∈ Tησ(ψ)
G. (4.3)

Proof. Let zσ,j := Savγzµ,j, where

{σ1, . . . , σ2d+2} = {a, v, γ, µ} ,
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{zµ,1, . . . , zµ,2d+2} = {zt, zb, zg, zs} =

{
−∇ηµ,

i

2
xηµ, iηµ, ∂µηµ

}
,

and
∂k := ∂σk , ∀k ∈ {d+ 1, . . . , 2d+ 2} ,

∂k := ∂σk +
1

2
σk+d∂σ2d+1

,∀k ∈ {1, . . . , d} .

Note that the zσ,j span TησG and are linearly independent (though not all mutually
orthogonal). Also, set

φ :=
1

2
v · x+ γ

so that
ησ = Savγηµ = eiφ(x−a)ηµ(x− a).

The calculations below verify that {zµ,j}j being a basis of TηµG implies {zσ,j}j is
a basis of TησG.

Calculations:
For k ∈ {1, . . . , d},

∂kησ =

{
∂ak +

1

2
vk∂γ

}
ησ

=

{
∂ak +

1

2
vk∂γ

}[
eiφ(x−a)ηµ(x− a)

]
= ∂ak

[
eiφ(x−a)ηµ(x− a)

]
+

1

2
vk∂γ

[
eiφ(x−a)ηµ(x− a)

]
=

[
i
1

2
vke

iφ(x−a)ηµ(x− a)− eiφ(x−a) (ηµ)k (x− a)

]
+

1

2
vk
[
ieiφ(x−a)ηµ(x− a)

]
= −eiφ(x−a) (ηµ)k (x− a)

= Savγ
[
− (ηµ)k

]
,

so for k = {1, . . . , d} (viewed as a d-tuple),

∇kησ = Savγzt.

We calculate the tangent vectors corresponding to the remaining values of k below:
k = {d+ 1, . . . , 2d} (also viewed as a d-tuple):

∇kησ = ∇v

[
eiφηµ(x− a)

]
= (∇vφ) ησ =

1

2
ixησ = Savγ

1

2
ixηµ = Savγzb,

k = 2d+ 1 :

∂kησ = ∂γ
[
eiφηµ(x− a)

]
= (∂γφ) ησ = iησ = Savγiηµ = Savγzg,

k = 2d+ 2 :

∂kησ = ∂µ
[
eiφηµ(x− a)

]
= eiφ∂µ [ηµ(x− a)] = Savγ∂µηµ = Savγzs.
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Thus, {zσ,j}j is a basis of TησG, since TησG = SavγTηµG.

Now we use the implicit function theorem on G : H1 × Σ 7→ R2d+2 given by

Gj (ψ, σ) :=
〈
ψ − ησ, J−1zσ,j

〉
∀j ∈ {1, . . . , 2d+ 2}

to obtain σ (ψ). We check that

• G is C1 in ψ (G is linear in ψ) and σ (since ησ and zσ,j are C1 in σ, so is G),

• G (ησ0 , σ0) = 0 for any σ0 ∈ Σ (this is by definition of G),

• and ∂σG (ησ0 , σ)
∣∣
σ=σ0

is invertible for any σ0 ∈ Σ (we check this below).

For any 1 ≤ j, k ≤ 2d+ 2,

∂kGj (ησ0 , σ)
∣∣
σ=σ0

=∂k
〈
ησ0 − ησ, J−1zσ,j

〉 ∣∣
σ=σ0

=−
〈
∂kησ, J

−1zσ,j
〉 ∣∣

σ=σ0
+
〈
ησ0 − ησ, J−1∂kzσ,j

〉 ∣∣
σ=σ0

=−
〈
zσ,k, J

−1zσ,j
〉 ∣∣

σ=σ0
+
〈
ησ0 − ησ0 , J−1 (∂kzσ,j)

∣∣
σ=σ0

〉
=−

〈
zσ0,k, J

−1zσ0,j
〉

+ 0

=−
〈
zσ0,k, J

−1zσ0,j
〉

=−
〈
zµ0,k, J

−1zµ0,j
〉

=− (Ωη0)kj ,

where Ωη0 is represented by a matrix with respect to a basis {zµ0,`}
2d+2
`=1 . Given our

assumptions on η0, we find that Ωη0 is invertible for any σ0 ∈ Σ, and so also is
∂σG (ησ0 , σ)

∣∣
σ=σ0

. Thus, there exists δ > 0 satisfying

δ � inf
µ∈I0
{m′(µ),m(µ)} ≤ inf

µ∈I0
m′(µ)

(see more on invertibility of Ωη in Section 6.4) so that there is a unique C1 map
σ = σ (ψ) satisfying G (ψ, σ (ψ)) = 0 for each ψ ∈ Bδ (ησ0) ⊂ Vσ0 . (Here Br(x)
denotes a ball of radius r centered at the point x while Vx denotes a neighborhood of
x.)

Now, set σ0 = {0, 0, 0, µ0} and for any ψ ∈ Uδ, note that there exists {n, µ0} :=
{a, v, γ, µ0} so that

||ψ − η{n,µ0}||H1 ≤ δ.

(This is because Σ0 is a closed set and bounded in all directions except the one
corresponding to a ∈ Rd. Since a is merely a translation and the profile ηµ is localized,
the minimizing parameter a must sit inside a bounded subset of Rd. Hence the subset
of Σ0 on which we locally seek the minimizing parameters {n, µ0} is a compact set.)
Then

||S−1
n ψ − ηµ0||H1 = ||S−1

n ψ − η{0,µ0}||H1 ≤ δ,
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and we can find a unique σ = σ (S−1
n ψ) so that for all z ∈ Tη

σ(S−1
n ψ)
G,

ω
(
S−1
n ψ − ησ(S−1

n ψ), z
)

= 0.

To transform back, we choose ñ = {ã, ṽ, γ̃} = {a, v, γ + av} so that SñS−1
n = id,

yielding a unique σ̃ = ñ ◦ σ (S−1
n ψ) so that for all z̃ = Sñz ∈ Tη

σ(SñS−1
n ψ)
G = Tησ̃(ψ)

G,

ω
(
ψ − ησ̃(ψ),Sñz

)
= ω

(
S−1
n ψ − ησ(S−1

n ψ), z
)

= 0.

Since
〈Savγv,Savγw〉 = 〈v, w〉

for any v, w ∈ H1(Rd), Proposition (4.2) quickly yields the following corollary:

Corollary 4.3. Given the hypotheses of Proposition (4.2), there exists a C1 map
σ(t) := {a(t), v(t), γ(t), µ(t)} so that〈

S−1
avγψ − ηµ, J−1z

〉
= 0, ∀z ∈ TηµG. (4.4)

If we define w(x, t) := S−1
avγψ − ηµ, we have

ω(w, z) =
〈
w, J−1z

〉
= 0, ∀z ∈ TηµG. (4.5)

Here we have indicated the dependence of ηµ and z on µ(t). The study of σ ∈ C1

continues in earnest in Chapter 6. Meanwhile in Chapter 5 we establish useful lower
bounds on the bilinear form 〈·,Lη·〉 for functions orthogonal to the tangent space
TηµG in the sense of Proposition 4.3.
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Chapter 5 Coercivity of Lη

In this chapter, we give a preview of the coercivity results used later to close stability
arguments Chapters 8 and 9. Here we use information about the spectrum of Lη and
tangent space TηG from Chapters 2 and 3, respectively. These coercivity results are
key in obtaining lower bounds on the energy functional E , which in turn are critical in
trapping the deviation ψ − ησ. Recall that the orthogonality conditions ω (w, z) = 0
were developed in Chapter 4 to avoid the negative eigenvalue of Lη. The following
proposition is the fruit of careful calculations which follow the methods of Weinstein
[20, 19] and FGJS [7]:

Proposition 5.1. There exists ρ′ > 0 such that if ω (w, z) = 0 for all z ∈ TηG, then
〈w,Lηw〉 ≥ ρ′||w||2H1.

To avoid exhausting author and reader alike, we have divided the proof of Propo-
sition 5.1 into three steps. Each step builds on the one before until the proof is
complete. Since the first step figures prominently in the stability analysis for the
λ = 0 as well, we dignify it with a separate proposition, stated below. The proof of
Proposition 5.2 is given in Appendix D, where an alternate formulation of the ground
state η is brought to bear along with explicit but tedious variational calculations.

Proposition 5.2. Let X1 := {w ∈ H1 : ||w|| = 1, 〈w, (η, 0)〉 = 0} be the set of all
complex-valued H1 functions with unit L2 norm that are real-orthogonal to η. Then

inf
w∈X1

〈w,Lηw〉 = 0. (5.1)

We now proceed to prove Proposition 5.1.

Proof of Proposition 5.1.

Step 1 See Proposition 5.2.

Step 2

We now modify the space X1 by adding the remaining orthogonality conditions from
Equation (4.5) to construct

X :=
{
w ∈ H1

(
Rd,C

)
: ||w|| = 1, ω (w, z) = 0, ∀z ∈ TηG

}
.

We now wish to show that

α := inf
w∈X
〈w,Lηw〉 > 0. (5.2)

To this end, recall that ω (w, z) = 〈w, J−1z〉, while (0, η) ∈ TηG, so that ω (w, (η, 0)) =∫
w (0, η) = 0. Now consider the Euler-Lagrange equations corresponding to (5.2),

which are
Lηw = αw +

∑
k

γkJzk.
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By construction we have X ⊂ X1. Thus α ≥ 0. There are three possible cases, the
first two of which we show are impossible:

(i) α = 0 and γj 6= 0 for at least one j

(ii) α = 0 and γj = 0 for all j

(iii) α > 0.

If (i), then for at least one zk ∈ TηG,

〈zk,Lηw〉 = 0 +
∑
j

γj 〈zj, Jzk〉

=
∑
j

γjRe

(∫
zjJzk

)
=
∑
j

γjRe

(
−
∫
zjJ−1zk

)
= −

∑
j

γj
〈
zj, J

−1zk
〉

=

〈
−
∑
j

γjzj,Ωηzk

〉
= 〈−γjzj,Ωηzk〉
6= 0

by direct observation of the matrix form of Ωη. This contradicts (by orthogonality of
w to zk and/or by Lηzk = 0)

〈zk,Lηw〉 = 〈Lηzk, w〉 = 0,∀k.

If (ii), then w ∈ Null (Lη). Recalling Proposition 2.2, we observe that

Null (Lη) = {(0, η), (∂jη, 0)j=1,...,d} ⊂ TηG.

Thus we must have

0 = ω (w, zk) = ω

(∑
j

βjzj, zk

)
= βk

〈
zk, J

−1zk
〉

= βk||zk||2

for all k, which contradicts ||w|| = 1. Thus, (iii) must hold, and so α > 0.
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Step 3

Step 2 implies that there exists ρ′′ > 0 depending on µ such that

〈w,Lηw〉 ≥ ρ′′||w||2. (5.3)

We improve this L2 bound to H1 as follows:
Let 0 < δ < 1, and rewrite (5.3) as

〈w,Lηw〉 ≥ (1− δ) ρ′′||w||2 + δ 〈w,Lηw〉 .

By using the explicit form of Lη, we obtain

〈w,Lηw〉 ≥ ||∇w||2 − Cµ||w||2,

where Cµ = supx (µ+ |f ′ (η) |) . Then

〈w,Lηw〉 ≥ (1− δ) ρ′′||w||2 + δ
(
||∇w||2 − Cµ||w||2

)
= (ρ′′ − δρ′′ − δCµ) ||w||2 + δ||∇w||2

= δ||w||2H1 ,

where we now specify δ ∈ (0, 1) solving δ = ρ′′−δρ′′−δCµ to obtain the last equality.
In other words, we set

δ :=
ρ′′

(1 + ρ′′ + Cµ)
.
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Chapter 6 Frame Transformed NLS and the Equations of Motion

In this chapter we derive the approximate modulation equations (the first two being
Newton’s equations) for the perturbed solution. We have already laid the groundwork
in Chapter 4 for a parametrization {σ(t), w(t, x)} for the solution ψ(t, x) of (1.1)
satisfying

(ψ − ησ) ⊥ J−1TησMs.

The family of parameters σ(t) = {a(t), v(t), γ(t), µ(t)} describes the evolution of the
perturbed soliton initial condition ψ0, while the error function w(t) tracks the skew-
orthogonal deviation of ψ(t, x) from the traveling soliton ησ(t)(t, x). This parametriza-
tion is well-defined for ψ ∈ Uδ, that is, for ψ near the soliton orbit G, as detailed in
Section 4.2. Having established existence and uniqueness of these parameters in
Chapter 4, we now seek to express σ and w as solutions of coupled ODEs. These
will be important in establishing an upper bound on the second variation of Eµ in
Chapter 7, which makes possible the conclusion of the argument in Chapter 8.

To obtain σ and w, we make a transformation Sa,v,γ : H1 → H1 to a frame of
reference in which we view the profile ηµ of the soliton ησ. That is, we define

Savγu := eiφ(·−a(t),t)u(· − a),

so that
ηµ = S−1

avγησ,

and we set
w := S−1

avγ (ψ − ησ) . (6.1)

Lemma 6.1 below is simply Equation (1.1) rewritten in this frame, with transformed
solution u := S−1

avγψ.

Remainders of the Nonlinearity

For the sake of brevity, we also introduce notation for the remainders of various order

approximations of the nonlinearity F (u) =
∫ |u|2k+2

2k+2
, an antiderivative of f . In what

follows, the superscript n in R(n) indicates the order (in w) of the remainder:

R(2) (w) :=F (η + w)− F (η)− 〈F ′ (η) , w〉 ,

R(3) (w) :=F (η + w)− F (η)− 〈F ′ (η) , w〉 − 1

2
〈F ′′ (η)w,w〉 ,

and

Nη (w) :=F ′ (η + w)− F ′ (η)− F ′′ (η)w.

We note that
Nη (w) = R(3)′ (w) . (6.2)
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Estimates

For any η ∈ H2(Rd) and w ∈ H1(Rd) with ||η||H1 + ||w||H1 ≤ M , the above nonlin-
earities satisfy the following bounds:

|R(2)(w)| ≤ c(M)||w||2H1 ,

|R(3)(w)| ≤ c(M)||w||3H1 ,

and
||Nη(w)||H−1 ≤ C(M)||w||2H1 .

The first two inequalities follow directly from the fact that R(2) and R(3) are
(Fréchet derivative) Taylor sums of first and second order in w, respectively. The last
bound follows directly from identity (6.2).

6.1 Frame Transforming the NLS

Recall that we have taken the power nonlinearity f(u) =
∣∣u∣∣2k · (u), and that the

modified potential λV h satisfies V ∈ C2 and ||V ||L∞ = 1, with λ ∈ R chosen suf-
ficiently small. Recalling also the definition of the set Uδ from Section 4.2, we now
state and prove the following lemma:

Lemma 6.1. If ψ ∈ Uδ solves (1.1), then u := S−1
avγψ satisfies

u̇ = J ((−∆ + µ)u− f(u)) + α · Ku+ JRV hu, (6.3)

where
RV h := λ

[
V h (x+ a)− V h(a)− h∇V h(a) · x

]
= O

(
λh2x2

)
and K is a tuple of carefully chosen linear operators to be specified later.

Here we are using the shorthand notations

α · K :=
2d+2∑
j=1

αjKj, (6.4)

α · K :=
2d+1∑
j=1

αjKj (6.5)

and indicate spatial translation of a function ψ by

ψa(x) := ψ(x+ a).

Because the choice of the linear operators Kj is one of convenience, we will introduce
their definitions in the body of the proof. We will also use the notation

|α| := max{αj}2d+2
j=1 (6.6)

in many future estimates. In the proof, as in some of the following chapters, we
suppress the time dependence of the parameters σ to avoid unnecessary notational
clutter.
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Proof of Lemma 6.1. First, consider the solution ψ of (1.1) when viewed in the mov-
ing frame. Then from

ψ = Savγu = ei(
1
2
v·(·−a)+γ)u(· − a),

we obtain
u(x) = e−i(

1
2
v·x+γ)ψ(x+ a),

or
S−1
avγψ = u = e−iφψa, (6.7)

where, as before, we take

φ(x) =
1

2
v · x+ γ

and use the notation fa := f (·+ a) for translation of any function f by a in the
spatial variable.

We use spatial translation to obtain

iψ̇ (x+ a) = −
[
∆ψ (x+ a)− λV h

a ψa + f (ψa)
]

(6.8)

from Equation (1.1), which yields the third equality in the calculation immediately
following.

Differentiation of (6.7) results in

iu̇ = i
d

dt

(
e−iφ

)
ψa + ie−iφ

d

dt
(ψa)

= i
[
−iφ̇e−iφψa + e−iφ∇ψa · ȧ+ e−iφψ̇ (·+ a)

]
= φ̇u+ ie−iφ∇ψa · ȧ− e−iφ

(
∆ψa − λV h

a ψa + f (ψa)
)

+ [µu− µu]︸ ︷︷ ︸
=0

= φ̇u+ ie−iφ∇ψa · ȧ+ e−iφ
(
−∆ψa + λV h

a ψa − f (ψa)
)

+
[
µe−iφψa − µu

]
= e−iφ

(
−∆ + µ+ λV h

a

)
ψa − e−iφf (ψa)︸ ︷︷ ︸

=f(u)

+ie−iφ∇ψa · ȧ+
(
φ̇− µ

)
u.

= e−iφ
(
−∆ + µ+ λV h

a

)
ψa − f(u) + ie−iφ∇ψa · ȧ+

(
φ̇− µ

)
u,

(6.9)

with a quick nod to the explicit form of the nonlinearity in simplifying

e−iφf (ψa) = e−iφ
∣∣ψa∣∣2k · (ψa) =

∣∣e−iφψa∣∣2k · (e−iφψa) =
∣∣u∣∣2k · (u) = f(u).

Now, for clarity of presentation, we note that by the product and chain rules

e−iφ∇ψa = ∇
(
e−iφψa

)
+ i∇φe−iφψa. (6.10)

Further, since ∇φ = v/2 is independent of x,

∇
(
−i∇φ · e−iφψa

)
= −i∇φ · ∇

(
e−iφψa

)
,
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and so

∆
(
e−iφψa

)
= ∇2

(
e−iφψa

)
= ∇

(
−i∇φe−iφψa + e−iφ∇ψa

)
= −i∇φ · ∇

(
e−iφψa

)
+∇

(
e−iφ∇ψa

)
= −i∇φ · ∇

(
e−iφψa

)
− i∇φ · e−iφ∇ψa + e−iφ∆ψa

(using the product rule on the middle term)

= −i∇φ · ∇
(
e−iφψa

)
− i∇φ ·

(
∇
(
e−iφψa

)
+ i∇φ · e−iφψa

)
+ e−iφ∆ψa

= −2i∇φ · ∇
(
e−iφψa

)
+ |∇φ|2 · e−iφψa + e−iφ∆ψa (6.11)

We can rearrange (6.11) so that it takes the form

e−iφ∆ψa = ∆
(
e−iφψa

)
+ 2i∇φ · ∇

(
e−iφψa

)
− |∇φ|2e−iφψa. (6.12)

Now we can rewrite Equation (6.9) as

iu̇ =
(
−e−iφ∆ψa

)
+
(
µ+ λV h

a

)
u− f(u) + iȧe−iφ∇ψa +

(
φ̇− µ

)
u

=−
[
∆
(
e−iφψa

)
+ 2i∇φ · ∇

(
e−iφψa

)
− |∇φ|2e−iφψa

]︸ ︷︷ ︸
using (6.12)

+
[
µ+ λV h

a

]
u− f(u)

+ iȧ
[
∇
(
e−iφψa

)
+ i∇φe−iφψa

]︸ ︷︷ ︸
using (6.10)

+
(
φ̇− µ

)
u

=−
[
∆u+ 2i∇φ · ∇u− |∇φ|2u

]
+
[
µ+ λV h

a

]
u− f(u)

+ iȧ [∇u+ i∇φu] +
(
φ̇− µ

)
u.

Dividing both sides by i and observing that φ̇ = 1
2
v̇ ·x+ γ̇ and ∇φ = 1

2
v, we find that

u̇ =J (−∆u+ µu− f(u))− (2∇φ− ȧ) · ∇u

+ J
(
|∇φ|2 + λV h

a −∇φȧ+ φ̇− µ
)
u

=J (−∆u+ µu− f(u))− (v − ȧ) · ∇u

+ J

(
|v|2

4
+ λV h

a −
v

2
ȧ+

1

2
v̇ · x+ γ̇ − µ

)
u.

(6.13)

Now, expanding V h in a Taylor series about a as

V h(x+ a) = V h
a (x)

= λV h(a) + λh∇V h(a) · x+ λh2D2V h(a) · x2 + λh3D3V h(a) · x3 + . . .

= V h(a) + h∇V h(a) · x+RV h(x)

and collecting like terms in (6.13) leads us to

u̇ =J (−∆u+ µu− f(u))
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−∇u · (v − ȧ)

− Jxu ·
(
−1

2
v̇ − λh∇V h(a)

)
− Ju

(
µ− 1

4
|v|2 +

ȧv

2
− λV h(a)− γ̇

)
+ JRV h(x)u.

Finally, we define the (anti-self adjoint) operators

Kj = −∂xj , Kd+j = −Jxj, K2d+1 = −J, K2d+2 = ∂µ, ∀j ∈ {1, . . . , d} ,

and the corresponding coefficients

αj = vj − ȧj,

αd+j =− 1

2
v̇j − ∂xjV (a),

α2d+1 = µ− 1

4
v2 +

1

2
ȧ · v − V (a)− γ̇,

α2d+2 =− µ̇,

also for all j ∈ {1, . . . , d}. In this way we obtain

u̇ = J (−∆u+ µu− f(u)) + α · Ku+ JRV hu,

which is Equation (6.3). The size ofRV h(x) of follows from the Taylor series expansion
of V h.

It may be of interest to note that the Kj act on ηµ to generate the basis vectors
{zj} of the tangent space TηG as below:

Kjη = zj, ∀j ∈ {1, . . . , 2d+ 2}. (6.14)

The αj are coefficients of the error terms which are not due to the potential λV h.

6.2 Solving for w

Now that we have achieved the change of frame, it is time to solve for the skew-
orthogonal error w and the (so far) implicitly defined parameters σ.

This project is founded upon the following three facts: (i) u = η+w by (6.1), (ii)
E ′µ(η) = 0 (by η being an energy minimizer of Eµ), and (iii)

−∆u+ µu− f(u) =E ′µ(u)

=E ′µ (η + w)

=E ′µ(η) + E ′′µ(η)w + wE ′′′µ (η)w + . . .

=0 + Lηw + wF ′′′(η)w + . . . ,
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=Lηw + (F ′(η + w)− F ′(η)− F ′′w) ,

=Lηw +Nη(w).

(To get this last equation, we recall the definitions Lη = E ′′µ(η) and Nη, the latter
being given earlier in this chapter). By the chain rule, we also have

u̇ = η̇ + ẇ = µ̇
∂η

∂µ
+ ẇ,

and so we can rewrite (6.3) as

µ̇
∂η

∂µ
+ ẇ = JLηw + JNη(w) + α · K (η + w) + JRV h · (η + w) , (6.15)

or, alternately, as

ẇ = JLη,σw + JNη(w) + q(σ), (6.16)

where
Lη,σ := Lηw +RV hw + J−1α · K,

Nη(w) = F ′ (η + w)− F ′ (η)− F ′′ (η)w,

and
q(σ) := α · Kη + JRV hη.

Thus we have implicitly defined w by the (nonlinear) ODE (6.16).

6.3 Solving for σ

To derive the ODE for the collection of parameters σ, we need to use the skew
orthogonality condition (4.3) and Equation (6.15) above. We will also make use of
the following short lemma, whose proof is postponed until Section 6.5:

Lemma 6.2. For z ∈ TηG, with Lη and w as already defined,

〈Jz, JLηw〉 = 0.

Moreover, differentiating the skew orthogonality condition and using product and
chain rules, we obtain

0 =
d

dt
〈Jz, w〉 = 〈Jz, ẇ〉+ µ̇ 〈J∂µz, w〉 . (6.17)

Now, integrating (6.15) against Jz yields

〈Jz, µ̇∂µη〉+ 〈Jz, ẇ〉 = 〈Jz, JLηw〉︸ ︷︷ ︸
=0

+ 〈Jz, JNη(w)〉+ 〈Jz, α · K (η + w)〉

+ 〈Jz, JRV h · (η + w)〉
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or, after applying (6.17) to the left hand side and 〈Ja, Jb〉 = 〈a, b〉 to some terms on
the right hand side, we have

µ̇ 〈Jz, ∂µη〉−µ̇ 〈J∂µz, w〉 = 〈z,Nη(w)〉+α·〈Jz,Kη〉+α·〈Jz,Kw〉+〈z,RV h · (η + w)〉 .

Rearranging terms, we obtain

µ̇ 〈Jz, ∂µη〉−α·〈Jz,Kη〉 = µ̇ 〈J∂µz, w〉+〈z,Nη(w)〉+α·〈Jz,Kw〉+〈z,RV h · (η + w)〉 .
(6.18)

Now we use that K2d+2 = ∂µ and α2d+2 = −µ̇, and recall from Equation (6.14) that
zj = Kjη for each j to rewrite the left hand side of (6.18) as

− α2d+2 〈Jz,K2d+2η〉 − α · 〈Jz,Kη〉
=− α · 〈Jz,Kη〉

=−
∑
j

〈Jz, zj〉αj.

We observe that K is visibly anti-self-adjoint and commutes with J . We also recall
the notation used for the basis vectors of the tangent space (introduced in Chapter 3)

z1,...,d = zt =−∇ηµ,
zd+1,...,2d = zb =ixηµ,

z2d+1 = zg =iηµ,

z2d+2 = zs =∂µηµ.

Then making the substitution

µ̇ 〈J∂µz, w〉+ α · 〈Jz,Kw〉 = α · 〈Kz, Jw〉

into the left hand side of Equation (6.18) and choosing in particular z = zk for any
k, we obtain

−
∑
j

〈
zk, J

−1zj
〉
αj =−

∑
j

〈Jzk, zj〉αj

= 〈zk, Nη(w) +RV h · (η + w)〉 − α · 〈Kzk, Jw〉 .
(6.19)

Invoking the matrix representation Ωη for ω(zk, zj) = 〈zk, J−1zj〉, we find that

Ωη|{zk}αj =


0 −m1 0 0
m1 0 0 0
0 0 0 m′

0 0 −m′ 0




α1,...,d

αd+1,...,2d

α2d+1

α2d+2

 =


−m · αd+1,...,2d

m · α1,...,d

m′ · α2d+2

−m′ · α2d+1

 .

(6.20)
Finally, we observe that because η and RV h are real, the terms 〈Jη,RV hη〉 and
〈xkη, JRV hη〉 are both zero.
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With all these tools in hand, and cancelling factors of J and i wherever possible,
we rearrange (6.19) and view the right hand side as an error term commensurate with
||w||H1 . For the tuple k = (1, . . . , d), the left hand side of (6.19) becomes

−m · αd+1,...,2d = 〈z1,...,d, Nη(w) +RV h · (η + w)〉 − α · 〈Kz1,...,d, Jw〉
= 〈−∇η,Nη(w) +RV hw〉+ 〈−∇η,RV hη〉+ α · 〈K∇η, Jw〉

or (since αd+1,...,2d = −1
2
v̇ −∇V (a)),

1

2
v̇ =−∇V (a)

− 1

m(µ)
[〈−∇η,Nη(w) +RV hw〉+ 〈−∇η,RV hη〉+ α · 〈K∇η, Jw〉] .

(6.21)

For the tuple k = (d+ 1, . . . , 2d), we have

m · α1,...,d = 〈zd+1,...,2d, Nη(w) +RV h · (η + w)〉 − α · 〈Kzd+1,...,2d, Jw〉
= 〈ixη,Nη(w) +RV hw〉+ 〈ixη,RV hη〉 − α · 〈Kixη, Jw〉

or (since α1,...,d = v − ȧ),

ȧ =v

− (m(µ))−1 [〈xη, JNη(w) + JRV hw〉+ 〈xη, JRV hη〉+ α · 〈Kxη, w〉] .
(6.22)

For k = 2d+ 1, the left hand side of (6.19) becomes

m′ · α2d+2 = 〈z2d+1, Nη(w) +RV h · (η + w)〉 − α · 〈Kz2d+1, Jw〉
= 〈iη,Nη(w) +RV hw〉 − α · 〈Kiη, Jw〉

or (since α2d+2 = −µ̇),

−µ̇ =0 + (m′(µ))
−1

[〈η, JNη(w) + JRV hw〉+ α · 〈Kη, w〉] . (6.23)

And finally, for k = 2d+ 2, the left hand side of (6.19) becomes

−m′ · α2d+1 = 〈z2d+2, Nη(w) +RV h · (η + w)〉 − α · 〈Kz2d+2, Jw〉
or (since α2d+1 = µ− v2

4
+ ȧ

2
v − V (a)− γ̇),

γ̇ =µ− v2

4
+
ȧ

2
v − V (a)

+ (m′(µ))
−1

[〈∂µη,Nη(w) +RV hw〉+ 〈∂µη,RV hη〉 − α · 〈K∂µη, Jw〉] .
(6.24)

Collecting (6.21), (6.22), (6.23), and (6.24) together as a (2d+ 2)-vector equation
and abbreviating this as

σ̇ = Y (σ)− δY (σ,w),

we arrive at the following equation:

δYj (σ,w) =
2d+2∑
k=1

(
Ω−1
η

)
jk
βj [〈zk, Nη(w)〉+ 〈zk,RV h · (η + w)〉 − α 〈Kzk, Jw〉] ,
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where βj = −1 if j ∈ {d + 1, . . . , 2d} and βj = 1 otherwise. βj is introduced purely
to solve the notational issue of mismatched signs amongst the αj used above.

We note that ||RV hzk|| = O (λh2). Thus, by (i) ||Nη(w)|| ≤ c||w||2H1 for ||w||H1 ≤
1 and (ii) using the notation |α| := maxj |αj| from (6.6), we obtain

δY ≤ ||Ω−1
η ||

(
||w||2H1 + λh2 + |α| · ||w||

)
≤ B

(
||w||2H1 + λh2 + |α| · ||w||

)
,

where ||Ω−1
η || ≤ B is a bound on the operator norm of Ω−1

η .

6.4 Estimating ||Ω−1
η ||

We choose 0 < R < µ0 so that I ′0 := [µ0 − R, µ0 + R] ⊂ I0. To enforce µ(t) ∈ I ′0, we
choose t so that

|µ(t)− µ0| ≤ sup
s∈(0,t)

|µ̇| · t ≤ R. (6.25)

Then using the matrix representation of the operator, the operator norm is bounded
by the maximal eigenvalue of Ω−1

η :

||Ω−1
η || ≤max

{
1

m(µ)
,

1

m′(µ)

}
≤C ·max

{
1
√
µ
,
√
µ

}
≤C ·max

{
1√

µ0 −R
,
√
µ0 +R

}
We note that this last expression is finite, and abbreviate this bound as

||Ω−1
η || ≤ B <∞.

We will see in Chapter 8 that (6.25) is of the same order (in the relevant param-
eters) as the stability time bound given in Theorem 1.6.

6.5 Proof of Lemma 6.2

Proof. We recall first that Lηu = (−∆ + µ)u−
∣∣η∣∣2k (2kRe(u) + u). By the following

argument, Lη is a self-adjoint operator on our inner product space:
Let ϕ, ζ be any two elements of H1(Rd). Then, integrating by parts twice in the

first term and shuffling some ζ and ϕ factors between the nested Re(·) operations in
the third term, we obtain

〈ϕ,Lηζ〉 =Re

(∫
ϕ
[
(−∆ + µ) ζ −

∣∣η∣∣2k (2kRe(ζ) + ζ
)]

dx

)
=

∫
Re
[
ϕ (−∆ + µ) ζ

]
−Re

[
ϕ
∣∣η∣∣2k (2kRe(ζ) + ζ

)]
dx
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=

∫
Re
[
ζ (−∆ + µ)ϕ

]
−Re

[
ζ
∣∣η∣∣2k (2kRe(ϕ) + ϕ)

]
dx

=Re

(∫ [
(−∆ + µ)ϕ−

∣∣η∣∣2k (2kRe(ϕ) + ϕ)
]
ζ dx

)
= 〈Lηϕ, ζ〉 .

Further, JJ = |J |2 = 1, and so

〈Jz, JLηw〉 = 〈z,Lηw〉
= 〈Lηz, w〉

=
∑

i∈{t,g,b,s}

ci 〈Lηzi, w〉

for any z =
∑
cizi ∈ TηG with coefficient c ∈ R2d+2. Now we invoke the known zero

eigenvectors and “zero modes” from Section 3.2

Lηzt =0,

Lηzg =0,

Lηzb =2izt,

Lηzs =izg,

to get ∑
i∈{t,g,b,s}

ci 〈Lηzi, w〉 =0 + 0 + cb 〈2izt, w〉+ cs 〈2izg, w〉

=2cb
〈
J−1zt, w

〉
+ 2cs

〈
J−1zg, w

〉
=0.

The last step follows from the skew orthogonality condition 〈J−1z, w〉 = 0 for any
z ∈ TηG.

Copyright c© Joseph B. Lindgren, 2017.

44



Chapter 7 Approximate Conservation of Energy

The main result of this chapter is Proposition 7.1, given below. This proposition shows
that while the energy functional is not conserved, it is slowly varying in time relative
to the current deviation from the traveling soliton ησ(t). This will be an important
ingredient (see Lemma 8.4) in guaranteeing that the evolving solution ψ remains close
to the traveling soliton. Key to this “approximate conservation” is the smallness
of the coupling constant λ and the assumption V ∈ C∞ ∩ L∞. The semiclassical
parameter is unnecessary. Further, the constant C in Proposition 7.1 depends on the
size of integrals against ∇V , not norms of ∇V . Thus, large discrepancies in the scale
of variations between factors in these integrals may cause the average value of the
potential to be a bigger determiner of stability time scale than an L∞ norm of V .

Recall that when a solution ψ(t) ∈ H1 (t fixed) of Equation (1.1) lies inside the
tubular neighborhood Uδ (defined at the outset of Section 4.2) we have local existence
of the parameters σ(t) = {a(t), v(t), γ, (t)µ(t)}. Recall further that we have given the
name w(t) to the (skew orthogonal) deviation of the frame transformed solution

u(t) = S−1
avγψ(t)

from the (time independent) soliton profile

ηµ = S−1
avγησ(t),

and that |α|(t) defined in Section 6.1 bounds the eccentricity of the parameters σ(t)
away from their free, traveling soliton trajectories. With this notation in force, we
now can precisely formulate our “approximate conservation” result.

7.1 Main Estimate

Proposition 7.1. Let ψ ∈ Uδ solve Equation (1.1). Then

d

dt
[Eµ(u)− Eµ(ηµ)] ≤ C

(
|α| · ||w||2H1 + λh||w||2H1 + λh2||w||H1

)
,

where λ and h are the coupling constant and semi-classical parameter in (1.1), re-
spectively.

In the proof of this result we will make use of the following lemma, which is in-
dependent of the specific choice of external potential λV h. In much of this chapter,
therefore, we use the more general notation V in place of λV h for the external po-
tential. We will continue to use the notation fa(x) := f(x + a) to indicate spatial
translation of a function.

Lemma 7.2. Let V be the external potential in Equation (1.1). Then

d

dt
(Eµ(u)) =

1

2
µ̇||u||2 −

〈(
1

2
v̇ +∇Va

)
iu,∇u

〉
.
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Here some tools from Chapters 4 and 6 are brought to bear, and we exploit the
similarities between two Hamiltonians Hλ and H0 defined in the introduction. We
rely on the following minor lemma.

Lemma 7.3. Let ψ solve Equation (1.1). Then

d

dt

{∫
V |ψ|2 dx

}
= 2 〈(∇V ) iψ,∇ψ〉

We prove the main result modulo these two lemmas, giving their proofs in Section
7.2.

Proof of Prop. 7.1. Since η is stationary, the definition

Eµ(ψ) :=
1

2

∫ (
|∇ψ|2 + µ|ψ|2

)
dx− F (ψ)

yields
d

dt
Eµ(η) =

1

2

∫
µ̇|η|2 dx =

1

2
µ̇||η||2.

We now rely on Lemma 7.2 as follows (and write V = λV h) to obtain

d

dt
(Eµ(u)− Eµ(ηµ)) =

1

2
µ̇||u||2 −

〈(
1

2
v̇ +∇Va

)
iu,∇u

〉
− 1

2
µ̇||η||2

=
1

2
µ̇||u||2 − 1

2
µ̇||η||2︸ ︷︷ ︸

=:A

−
〈(

1

2
v̇ +∇Va

)
iu,∇u

〉
︸ ︷︷ ︸

=:B

We now deal individually with the expressions marked as A and B. Noting that
u = η + w, while

〈w, η〉 = −〈w, izg〉 = −
〈
w, J−1zg

〉
= 0

due to Proposition 4.3, and |µ̇| = |α2d+2| ≤ |α|, we obtain

A =
1

2
µ̇||u||2 − 1

2
µ̇||η||2

=
1

2
µ̇
(
||η||2 + ||w||2

)
− 1

2
µ̇||η||2

=
1

2
µ̇||w||2

≤ C · |α| · ||w||2.

Applying another orthogonality condition from Proposition 4.3, we have

〈iη,∇w〉 = 〈i∇η, w〉 = 〈izt, w〉 = 0, (7.1)

and because of the real inner product 〈·, ·〉, also

〈iqη,∇η〉 = 0
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for any q ∈ L∞. So, once again decomposing u = η + w, we get

B =

〈(
1

2
v̇ +∇Va

)
i(η + w), (∇η +∇w)

〉
=

〈(
1

2
v̇ +∇Va

)
iw,∇w

〉
+ 〈(∇Va) iη,∇w〉+ 〈(∇Va) iw,∇η〉 .

Employing a “put-and-take” trick on the first term and using equation (7.1) once
more to get

(∇V (a)) · 〈iη,∇w〉 = 0 = (∇V (a)) · 〈iw,∇η〉 ,

for use in the second and third terms, we obtain

B =

〈(
1

2
v̇ +∇V (a) +∇Va −∇V (a)

)
iw,∇w

〉
+ 〈(∇Va −∇V (a)) iη,∇w〉+ 〈(∇Va −∇V (a)) iw,∇η〉

=

〈(
1

2
v̇ +∇V (a)

)
iw,∇w

〉
︸ ︷︷ ︸

O(|α|·||w||2
H1)

+ 〈(∇Va −∇V (a)) iw,∇w〉︸ ︷︷ ︸
O(λh||w||2

H1)

+ 〈(∇Va −∇V (a)) iη,∇w〉+ 〈(∇Va −∇V (a)) iw,∇η〉︸ ︷︷ ︸
O(λh2||w||H1)

.

Thus,
B ≤ C ·

(
|α| · ||w||2H1 + λh||w||2H1 + λh2||w||H1

)
.

The underbraces indicate the upper bounds term-by-term that establish the esti-
mate given in Proposition 7.1. They are obtained by applying

(i) the Taylor series expansion of V = λV h at a along with the hypothesis V ∈ C∞
and bounds

||DβV ||∞ ≤ Cλh|β|, ∀β ∈ Nd,

(ii) compactness of the support of η, and

(iii) the estimate

|1
2
v̇ +∇V (a)| ≤ |α|

obtained from −αd+j = 1
2
v̇j + ∂jV (a).

By putting together the estimates on A and B we finally obtain

A+ B ≤ C ·
(
|α| · ||w||2H1 + λh||w||2H1 + λh2||w||H1

)
,

as desired.

What now remains is to return and prove supporting Lemmas 7.3 and 7.2.
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7.2 Proofs of Supporting Lemmas

The techniques used in these proofs are elementary, but the calculations are somewhat
tedious. We use the notation V n as shorthand for (V (x))n.

Proof of Lemma 7.3. We integrate Equation (1.1) against V iψ as follows to obtain:

0 = 〈iψt, V iψ〉+ 〈∆ψ, V iψ〉+ 〈−V ψ + f(ψ), V iψ〉

or
〈ψt, V ψ〉 = −〈∆ψ, V iψ〉 − 〈−V ψ + f(ψ), V iψ〉 .

Noting that d
dt
〈ψ, V ψ〉 = 2 〈ψt, V ψ〉 and deleting imaginary terms below leads to the

desired result:

d

dt

(
1

2

∫
V |ψ|2

)
=

1

2

d

dt
〈ψ, V ψ〉

=− 〈∆ψ, V iψ〉+Re

∫
i
(
V 2|ψ|2 + V f(ψ)ψ

)︸ ︷︷ ︸
∈R

=− 〈∆ψ, V iψ〉+Re

∫
i
(
V 2|ψ|2 + V

∣∣ψ∣∣2k · (ψ)ψ
)

︸ ︷︷ ︸
∈R

=− 〈∆ψ, V iψ〉
= 〈∇ψ, i∇ (V ψ)〉
= 〈∇ψ, i ((∇V )ψ + V∇ψ)〉
= 〈∇ψ, i (∇V )ψ〉+ 〈∇ψ, iV∇ψ〉

= 〈∇ψ, (∇V ) iψ〉 −Re
∫
i
(
V |∇ψ|2

)︸ ︷︷ ︸
∈R

= 〈∇ψ, (∇V ) iψ〉 .

In the proof of Lemma 7.2 below, we use Lemma 7.3, as well as the definition ofHV

(from the introduction), the phase function φ(x, t) (first introduced in Proposition
1.4) of ησ, and Ehrenfest’s theorem (stated and proved in Appendix A). This last
ingredient, which could be colloquially referred to as “a Newton’s law for quantum
mechanical expectation values,” allows us to convert a specific integral of ∇ψ into an
integral of ∇V .

Proof of Lemma 7.2. Note that

||S−1
avγψ||2 = ||ψ||2 (7.2)

and ∫
V |S−1

avγψ|2 =

∫
V−a|ψ|2. (7.3)
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From the definition of Hλ, we obtain

2Hλ

(
S−1
avγψ

)
=2Hλ

(
e−iφψa

)
=

∫
|∇
(
e−iφψa

)
|2 + V |e−iφψa|2 dx− 2F (e−iφψa)

=

∫
| − i∇φe−iφψa + e−iφ∇ψa|2 + V |ψa|2 dx− 2

∫ ∣∣e−iφψa∣∣2k+2

2k + 2

=

∫
|∇φψa|2 + 2Re (−i∇φψa · ∇ψa) + |∇ψa|2 + V |ψa|2 dx

− 2

∫ ∣∣ψa∣∣2k+2

2k + 2

Since ∇φ = v/2, and the integral is invariant under the mapping of functions fa 7→ f ,
we determine that

2Hλ

(
S−1
avγψ

)
=
v2

4
||ψa||2 − iv 〈ψa,∇ψa〉+

∫
|∇ψa|2 + V |ψa|2 dx− 2

∫ ∣∣ψa∣∣2k+2

2k + 2

=
v2

4
||ψ||2 − iv 〈ψ,∇ψ〉+

∫
|∇ψ|2 + V−a|ψ|2 dx− 2

∫
|ψ|2k+2

2k + 2

=
v2

4
||ψ||2 − iv 〈ψ,∇ψ〉+

∫
|∇ψ|2 + V−a|ψ|2 dx− 2F (ψ)

=
v2

4
||ψ||2 − iv 〈ψ,∇ψ〉+ 2Hλ (ψ) +

∫
(V−a − V ) |ψ|2 dx.

Thus

2Hλ

(
S−1
avγψ

)
= 2Hλ (ψ) +

v2

4
||ψ||2 − iv 〈ψ,∇ψ〉+

∫
(V−a − V ) |ψ|2 dx. (7.4)

Then using the definitions of Eµ and HV to get

2Eµ (u) = 2Eµ
(
S−1
avγψ

)
= 2Hλ

(
S−1
avγψ

)
+ µ||S−1

avγψ||2 −
∫
V |S−1

avγψ|2 dx,

and substituting Equations (7.2), (7.3), and (7.4) into the right hand side of this
equation we obtain

2Eµ(u) =

[
2Hλ (ψ) +

v2

4
||ψ||2 − iv 〈ψ,∇ψ〉+

∫
(V−a − V ) |ψ|2 dx

]
+ µ||ψ||2 −

∫
V−a|ψ|2 dx

=2Hλ (ψ) +

(
v2

4
+ µ

)
||ψ||2 − iv 〈ψ,∇ψ〉 −

∫
V |ψ|2 dx.

Now Ehrenfest’s theorem (see Appendix A) decrees that

d

dt
〈ψ,−i∇ψ〉 = −〈ψ, (∇V )ψ〉 . (7.5)
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Recalling from Chapter 1 above that Hλ(ψ) and ||ψ||2 are conserved quantities, we
see that

2
d

dt
Eµ(u) =

(
vv̇

2
+ µ̇

)
||ψ||2 − iv̇ 〈ψ,∇ψ〉 − v · d

dt
〈ψ,−i∇ψ〉 − d

dt

{∫
V |ψ|2 dx

}
=

(
vv̇

2
+ µ̇

)
||ψ||2 − iv̇ 〈ψ,∇ψ〉+ v 〈ψ, (∇V )ψ〉︸ ︷︷ ︸

∗

− 2 〈(∇V ) iψ,∇ψ〉︸ ︷︷ ︸
∗∗

=

(
vv̇

2
+ µ̇

)
||ψ||2 − iv̇ 〈ψ,∇ψ〉+ v 〈(∇V )ψ, ψ〉 − 2 〈(∇V ) iψ,∇ψ〉

where the (∗) term comes from applying Ehrenfest’s theorem (7.5) and (∗∗) is from
applying Remark 7.3.

Now we collect
(
v̇
2

+∇V
)

terms as follows:

2
d

dt
Eµ(u) =

(
vv̇

2
+ µ̇

)
||ψ||2 − iv̇ 〈ψ,∇ψ〉+ v 〈(∇V )ψ, ψ〉 − 2 〈(∇V ) iψ,∇ψ〉

=µ̇||ψ||2 + v

〈
v̇

2
ψ, ψ

〉
− 2

〈
i
v̇

2
ψ,∇ψ

〉
+ v 〈(∇V )ψ, ψ〉 − 2 〈i (∇V )ψ,∇ψ〉

=µ̇||ψ||2 + v

〈(
v̇

2
+∇V

)
ψ, ψ

〉
− 2

〈
i

(
v̇

2
+∇V

)
ψ,∇ψ

〉
=µ̇||ψ||2 +

〈(
v̇

2
+∇V

)
vψ, ψ

〉
+

〈(
v̇

2
+∇V

)
2i∇ψ, ψ

〉
=µ̇||ψ||2 +

〈(
v̇

2
+∇V

)
· (v + 2i∇) (ψ) , ψ

〉
,

where the penultimate equality follows from complex conjugation of ∇ψψ in the last
inner product. Now making the replacement ψ = Savγu = eiφu−a and cancelling the
uni-modular factor |eiφ|2, we see that

2
d

dt
Eµ(u) =µ̇||u||2 +

〈(
v̇

2
+∇V

)
· (v + 2i∇)

(
eiφu−a

)
, eiφu−a

〉
=µ̇||u||2 +

〈(
v̇

2
+∇V

)
·
(
veiφu−a + 2i

[
i∇φeiφu−a + eiφ∇u−a

])
, eiφu−a

〉
=µ̇||u||2 +

〈(
v̇

2
+∇V

)
· (vu−a + 2i [i∇φu−a +∇u−a]) , u−a

〉
=µ̇||u||2 +

〈(
v̇

2
+∇Va

)
· (vu+ [−2∇φu+ 2i∇u]) , u

〉
=µ̇||u||2 +

〈(
v̇

2
+∇Va

)
· (vu+ [−vu+ 2i∇u]) , u

〉
=µ̇||u||2 + 〈i (v̇ + 2∇Va)∇u, u〉 .

Here the last few steps involve invariance of the inner product under the mapping of
the integrand by x 7→ (x+ a) and the substitution 2∇φ = v.
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Now, since (v̇ + 2∇Va) ∈ L∞(Rd) is real-valued for each t ∈ R, we can move
complex conjugates once more to obtain

2
d

dt
Eµ(u) = µ̇||u||2 − 〈(v̇ + 2∇Va) iu,∇u〉 ,

which completes the proof.

Copyright c© Joseph B. Lindgren, 2017.
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Chapter 8 Short Time Orbital Stability For 0 ≤ λ� 1

In this chapter, we conclude the stability argument for soliton solutions of Equation
(1.1). Of critical importance are the following two propositions, the first of which
relies heavily on spectral analysis from Chapters 2 - 5:

Proposition 8.1. Let ψ solving (1.1) be decomposed according to Proposition 4.3 as
ψ = ηµ+w, with Equation (4.4) holding. Then there exist uniform, positive constants
ρ and c such that ∣∣∣∣ (Eµ(ηµ + w)− Eµ(ηµ))

∣∣∣∣ ≥ ρ

2
||w||2H1 − c||w||3H1 . (8.1)

Proof. By Proposition 5.1, there exists ρ′ > 0 such that if w ⊥ TηG, then

〈w,Lηw〉 ≥ ρ′||w||2H1 .

Computing, then, we find that

2 (Eµ(ηµ + w)− Eµ(ηµ))

=

∫ [
|∇(η + w)|2 + µ|η + w|2

]
dx− 2F (η + w)−

[∫ [
|∇η|2 + µ|η|2

]
dx− 2F (η)

]
= [2 〈∇η,∇w〉+ 〈∇w,∇w〉+ 2 〈η, w〉+ µ 〈w,w〉]− 2 [F (η + w)− F (η)] .

we obtain (via integration by parts, the Taylor expansion of F (u) and the equations
for η and Lη)

2 (Eµ(ηµ + w)− Eµ(ηµ)) = [2 〈∇η,∇w〉+ 2 〈η, w〉+ 2 〈F ′(η), w〉]
+ [〈∇w,∇w〉+ µ 〈w,w〉 − 〈F ′′(η)w,w〉]
+O(||w||3H1)

=0 + 〈w, (−∆ + µ− f ′(η))w〉+O(||w||3H1)

= 〈w,Lηw〉+O(||w||3H1)

Hence we obtain ∣∣∣∣ (Eµ(ηµ + w)− Eµ(ηµ))

∣∣∣∣ ≥ ρ||w||2H1 − c||w||3H1 ,

for some c = c(η) > 0, as desired.

As noted above, to avoid confusion we will use δY instead of δX for the difference
σ̇ − Y (σ). We define

X := |||w|||H1 := sup
s∈(0,t)

||w(s)||H1 . (8.2)

Then we have the following proposition, which will be used to impose a uniform
bound on X for t less than some T (ε, λ, h):
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Proposition 8.2 (9.2). Let ρ be the coercivity constant given in Proposition 8.1.There
exists a constant c independent of λ and ε0, such that for ||w||H1 ≤ 1,

ρ|||w|||2H1 ≤ cε20 + ct
(
λh2|||w|||H1 + λh|||w|||2H1 + |α|∞ · |||w|||2H1

)
+ c|||w|||3H1 (8.3)

We establish two ancillary lemmas and then proceed to the proof of 8.2.

8.1 Supporting Lemmas

Define
∆E := Eµ0 (u0)− Eµ0 (ηµ0) ,

where µ0 := µ(0), u0 := S−1
avγψ

∣∣
t=0
, and

w0 := u0 − ηµ(0) = S−1
avγ

(
ψ(0)− ησ(0)

)
.

Lemma 8.3 (9.1). |∆E| ≤ cε20 for some c > 0 independent of ε0 and λ.

Proof. Using
E ′µ0 (ηµ0) = 0,

R(2)
η (w) := F (η + w)− F (η)− 〈F ′(η), w〉 ,

and
|R(2)

η (w)| ≤ c(M)||w||2H1 ,

we obtain (using the stationary Equation (1.4) to remove cross terms in the fourth
step)

∆E =Eµ0 (u0)− Eµ0 (ηµ0)

=Eµ0 (w0 + ηµ0)− Eµ0 (ηµ0)−
〈
E ′µ0 (ηµ0) , w0

〉
=
[
||∇ (w0 + ηµ0) ||2 + µ0||w0 + ηµ0||2 − F (w0 + ηµ0)

]
−
[
||∇ηµ0 ||2 + µ0||ηµ0||2 − F (ηµ0)

]
−
〈
Lηµ0 (ηµ0) , w0

〉
=
[
||∇w0||2 + µ0||w0||2

]
− [F (w0 + ηµ0)− F (ηµ0)− 〈F ′ (ηµ0) , w0〉]

=||∇w0||2 + µ0||w0||2 −R(2)
ηµ0

(w0).

Hence,

|∆E| ≤||∇w0||2 + µ0||w0||2 + C||w0||2H1

≤c̃||w0||2H1

To finish the proof, recall that |v0| ≤ BK , for some 0 < K < ∞, while w0 =
u0 − ησ(0). Hence, invoking spatial translation invariance of the integral and later
dropping the unimodular phase factor, we obtain

||w0||2H1 =||S−1
avγ

(
ψ0 − ησ(0)

)
||2H1

=||e−i
1
2
v(0)x(ψ0 − ησ(0))||2H1
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=||e−i
1
2
v(0)x(ψ0 − ησ(0))||22 + ||∇

[
e−i

1
2
v(0)x(ψ0 − ησ(0))

]
||22

=||(ψ0 − ησ(0))||22

+ || − i1
2
v(0)e−i

1
2
v(0)x(ψ0 − ησ(0)) + e−i

1
2
v(0)x∇(ψ0 − ησ(0))||22

=||(ψ0 − ησ(0))||22

+ || − i1
2
v(0)(ψ0 − ησ(0)) +∇(ψ0 − ησ(0))||22.

Now, applying the triangle inequality, we see that

||w0||2H1 ≤||(ψ0 − ησ(0))||22

+

(
v(0)

2
||(ψ0 − ησ(0))||2 + ||∇(ψ0 − ησ(0))||2

)2

≤
(

1 +
1

2
v(0)

)2

||(ψ0 − ησ(0))||2H1

Thus we obtain
||w0||H1 ≤ (1 + v(0))||ψ0 − ησ(0)||H1 .

Moreover, by continuity of the map σ : Uδ → Σ (See Proposition 4.2) there exists
C > 0 such that

||(ησ(0) − ησ(0))||2H1 ≤ C|σ(0)− σ0|.

Finally, recalling the notation σ(0) = σ(ψ0) and σ0 = σ(ησ0), and noting that deriva-
tives of the map σ are uniformly bounded in the closed set Uδ, we obtain

|σ(0)− σ0| ≤ C||ψ0 − ησ0||2 ≤ C||ψ0 − ησ0||H1 .

Using the triangle inequality to put these last three estimates together, we find that

||w0||H1 ≤(1 + v(0))||ψ0 − ησ(0)||H1

≤(1 + v(0))
[
||ψ0 − ησ0||H1 + ||ησ0 − ησ(0)||H1

]
≤C · (1 + v(0))||ψ0 − ησ0||H1

≤C · (1 + v(0))ε0.

Thus, at last we have
|∆E| ≤ cε20,

for c := (C · (1 + v(0)))2.

Lemma 8.4. For ηµ, w, λ, h, and α defined above,∣∣∣∣ (Eµ(ηµ + w)− Eµ(ηµ))

∣∣∣∣ ≤ cε20 + ct
(
λh2|||w|||H1 + λh|||w|||2H1 + |α|∞ · |||w|||2H1

)
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Proof. From the modified Proposition 7.1 given above, we obtain∣∣∣∣ (Eµ(ηµ + w)− Eµ(ηµ))

∣∣∣∣ ≤ |∆E|+ ct
(
λh2|||w|||H1 + λh|||w|||2H1 + |α|∞ · |||w|||2H1

)
by integrating on the time interval s ∈ (0, t) and taking a supremum on the right
hand side over the same interval. By Lemma 8.3, we have |∆E| ≤ cε20 for some c
independent of ε0 and λ. Thus, taking suprema over s ∈ (0, t) on the left hand side
as well, we obtain

sup
s∈[0,t]

∣∣∣∣ (Eµ(ηµ + w)− Eµ(ηµ))

∣∣∣∣ ≤ cε20 + ct
(
λh2|||w|||H1 + λh|||w|||2H1 + |α|∞ · |||w|||2H1

)

Proof of Proposition 8.2. Taking suprema on both sides of the coercivity estimate
(8.1) given above bounds the left hand side from below. The lower (coercive) and
upper bounds together immediately yield inequality 8.3.

8.2 Proof of Main Theorem

Recall that we have ηµ solving Equation(1.4), a traveling soliton ησ(t) with initial
conditions σ0 = {a0, v0, γ0, µ0}, and the orthogonal decomposition ψ = ηµ + w of
the solution of Equation (1.1). Moreover, the parameters σ(t) are governed by the
approximate Newton’s equations (see the main theorem 1.6 ), with error terms of order
|α|. It now remains to show that ||w(t)||H1 and |α| remain small for t ≤ T (ε0, λ, h).
Put another way, X(t) and |α|∞ must be small for the same time bound, where |α|∞
is the notation we will use for |α|∞ := sups∈(0,t) |α|.

The critical inequality

Suppose that for the modified potential λV h (that is, satisfying V ∈ C2, ||V ||L∞ = 1,
and λ ∈ R sufficiently small), we have

ρX2 ≤ cε20 + ct
[
λh2X + (λh+ |α|∞)X2

]
+ cX3 (8.4)

and
δY = O

(
||w||2H1 + λh2 + |α|||w||

)
. (8.5)

Now, suppose that for large enough K,

ct (λh+ |α|∞)
1
2 ≤ ρ

K
(8.6)

and

(λh+ |α|∞)
1
2 ≤ K

2
. (8.7)

Then from (8.4) and (8.6) we obtain

0 ≤cε20 + ctλh2X + ct (λh+ |α|∞)X2 − ρX2 + cX3
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≤cε20 +
ρ

K
λ

1
2h

3
2X +

ρ

K
(λh+ |α|∞)

1
2 X2 − ρX2 + cX3

(and by assuming X ≤ 1 and the implicit time bound (8.7) )

≤
(
cε20 +

ρ

K

√
λh3
)
− ρ

2
X2 + cX3.

Rescaling c yields

0 ≤
(
cε20 + 2ρK−1

√
λh3
)
− ρX2 + cX3, (8.8)

and we define the right hand side of the last inequality (8.8) as a polynomial P (X).

The first positive root of P (X)

Nearly all that remains to be shown is that the quantity X is bounded by the first root
of P (X), so long as time constraints (8.6) and (8.7) hold. The following lemma es-
tablishes the approximate location of the first root, subject to smallness assumptions
on the parameters ε0 and λ.

Lemma 8.5. For any δ > 0, there exist constants q, q′ > 0 so that for ε0 and λ both
sufficiently small, P (X) has a root in the open intervalq′

√2
√
λh3

K
+

ε0√
ρ

 , q

√2
√
λh3

K
+

ε0√
ρ

 ⊂ (0, δ) . (8.9)

Proof. Set a2 = ε20ρ
−1 and b2 = 2K−1

√
λh3. Then P (X) = ρ (ca2 + b2)− ρX2 + cX3

Define Xq = q · (b+ a), with q > 0 to be determined. Then

P (Xq)− ρ
(
ca2 + b2

)
= −ρX2

q + cX3
q

= ρX2
q

(
−1 +

c

ρ
Xq

)
= ρq2 (a+ b)2

(
−1 +

cq

ρ
(b+ a)

)
︸ ︷︷ ︸

<−1/2

and choosing a and b small enough (done by choosing ε0 and λ small enough), we
can force the last factor to be less than −1

2
, so that

−2ρq2
(
b2 + a2

)
≤ −ρq2

(
b2 + a2 + 2ab

)
= −ρq2 (a+ b)2

≤ P (Xq)− ρ
(
ca2 + b2

)
≤ −ρq

2

2
(a+ b)2

≤ −ρq
2

2

(
a2 + b2

)
,
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or

ρ
(
ca2 + b2

)
− 2ρq2

(
b2 + a2

)
≤ P (Xq) ≤ ρ

(
ca2 + b2

)
− ρq2

2

(
a2 + b2

)
Now choose q′ so that

ρ
(
ca2 + b2

)
− 2ρ (q′)

2 (
b2 + a2

)
> 0

and q so that
ρ
(
ca2 + b2

)
− 2−1ρq2

(
a2 + b2

)
< 0.

Then, by the Intermediate Value Theorem, there exists a root r of P (X) in the desired
interval (Xq′ , Xq). All that is required for this interval to be contained in (0, δ) is to
choose the parameters λ and ε0 smaller still.

Conclusion of the argument

To conclude the argument, we look to Figure 8.2. There, we name the first positive

Figure 8.1: The first positive root r of P (X).

root of P (X) to be r and observe that the first interval on which the inequality (8.8)
holds is [0, r). If X(0) lies in this interval, there is no way for X(t) to escape past r
so long as inequalities (8.6) and (8.7) hold. This is due to continuity of X in time,
which comes from the local existence of σ as a C1 function of t. More formally, what
this means is that if we choose

||w(0)||H1 ≤ Xq′ ≤ r,
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then we obtain via (8.9) that

||w(t)||H1 ≤ X(t) ≤ r ≤ Xq ≤ q

√2
√
λh3

K
+

ε0√
ρ

 (8.10)

for all t satisfying (8.6) and (8.7).
We require r < δ in order to utilize the results from preceding chapters, beginning

with the local existence of σ(t) from Proposition 4.2.
Now, by recalling that α = σ̇ − Y (σ) = −δY and using (8.5), we see that

|α| ≤ |δY | = Bc
(
||w||2H1 + λh2 + |α|||w||

)
(8.11)

Solving for |α|, moreover, we have

|α| (1−Bc||w||) ≤ Bc
(
||w||2H1 + λh2

)
(8.12)

and letting ||w|| ≤ (2Bc)−1 , we can force (1−Bc||w||) > 1
2

and then take a supremum
on each side to obtain

|α|∞ ≤ 2Bc
(
X2 + λh2

)
≤ BC̃

(
2
√
λh3

K
+
ε20
ρ

+ λh2

)
, (8.13)

for t still satisfying (8.6) and additionally (6.25). (Notice that we have used r < δ for
small δ(λ, h, ε0) again to obtain positivity of the coefficient of |α| in Estimate (8.12).)
Since λ is assumed to be small and h < 1, we have λh2 <

√
λh3 , and so

|α|∞ ≤ C̃

(
2
√
λh3

K
+
ε20
ρ

)
= C

(√
λh3 +

ε20
ρ

)
=: A. (8.14)

Finally, we can simplify our time scale bound by noting that t ≤ C (λh+ |α|∞)−
1
2 is

implied by t ≤ C (λh+ A)−
1
2 . Thus (provided λh ≤

√
λh3, that is, λ ≤ h), we end

up shortening the time interval to

t ≤ C (λh+ A)−
1
2 = O

(
λh+

√
λh3 +

ε20
ρ

)− 1
2

= O
(√

λh3 + ε20ρ
−1
)− 1

2
, (8.15)

under which, of course, the result (8.10) will still hold. We note here that (i) up a
constant and (ii) for the small |α|∞ we consider, this is less generous than the bound
(6.25), which now turns out to be

t ≤ R ·

(
sup
s∈(0,t)

|µ̇|

)−1

≤ C̄

|α|∞

Hence µ(t) ∈ I0, the argument is closed, and we have “soliton stability” for times
satisfying (8.15).
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8.3 Norm-changing Perturbations of ψ0

If ||ψ0|| 6= ||η|| (the difference being at most ||w0|| ≤ ε), we use the rescaling

ϕλ(x, t) = λei(λ
2t)η (λx)

to obtain
||ψ|| = ||ϕλ|| = λ||η||

with
||ϕλ − η||H1 < O(ε).

Note that ησ(x, t) = eiφ(x−a(t),t)η(x− a(t)) solving (1.2) (for fixed µ) is equivalent
to

−µη + ∆η + f(η) = 0,

while ϕλ solving (1.2) is equivalent to

−(µ+ λ2)ϕλ + ∆ϕλ + f(ϕλ) = 0.

Now, choosing λ > 0 so that ||ψ|| = ||ϕλ|| = λ||η||, we reapply the “equal norm”-
limited proof of Theorem 9.1 to show that ρ(µ+λ2) (ψ (·, t) ,Gϕλ) < ε. Finally, we use
the triangle inequality and inequality (9.5) (in the penultimate inequality) to get

ρµ (ψ(t),Gη) ≤||eiφ(x,t)ψa(t) (x, t)− η||H1

≤||eiφ(x,t)ψa(t) (x, t)− ϕλ||+ ||ϕλ − η||H1

<||eiφ(x,t)ψa(t) (x, t)− ϕλ||+ ε

<C(µ+ λ2)ρ(µ+λ2) (ψ (·, t) ,Gϕλ) + ε

<
(
C(µ+ λ2) + 1

)
ε.
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Chapter 9 Global Time Orbital Stability For λ = 0

For the sake of completeness, we note that in the absence of an external potential we
get global time orbital stability for traveling solitons. This is not at all obvious from
the above result, as setting λ = 0 in Theorem 1.6 fails to recover global stability. A
shorter argument that follows papers [19, 20] of M. I. Weinstein (and which does not
obtain explicit modulation equations) is used instead.

9.1 The λ = 0 Setting

As mentioned in Chapter 1, setting λ = 0 reduces the problem (1.1) to (1.2), a
focusing NLS with nonlinearity f . This equation is recalled below:

iψt + ∆ψ + f(ψ) = 0,

with initial data
ψ(0) = ψ0 ∈ H1

(
Rd
)
.

Many of the calculations can be done for arbitrary dimension, but in some cases
we must restrict to the sub-critical case k < 2/d in order to make use of a scaling
argument. We also inherit the limitation d ∈ {1, 3} from Proposition 5.2.

Well-posedness of this problem for H1 initial data was obtained by Ginibre and
Velo (see Theorem 1.1). As was mentioned in the introduction, M. I. Weinstein
employed a Lyapunov argument to show stability of standing solitary waves solving
Equation (1.2), that is eiµtηµ(x), where ηµ solves Equation (1.4) as follows:

− (∆ + µ) ηµ + f(ηµ) = 0.

The Lyapunov functional that (following Weinstein) we employ is identical to the
one in the λ 6= 0 case. To condense some later notation we introduce

∆Eµ[ϕ, η] := 2 (Eµ(ϕ)− Eµ(η)) .

where (as before)

Eµ(ϕ) :=H0[ϕ] + µN [ϕ]

=
1

2

∫ (
|∇ϕ|2 + µ|ϕ|2

)
dx− F (ϕ),

where µ > 0. Since H0[ϕ] and N [ϕ] are conserved in time for λ = 0 (see Chapter 1 or
the proofs in Appendix B), the second Lyapunov condition d

dt
Eµ[ϕ(t)] = 0 ≤ 0 holds.It

remains to verify that the first condition in Definition 1.11 is satisfied: Eµ(ϕ) > Eµ(ηµ)
for any ϕ in some punctured neighborhood of ησ. Recall the calculation (2.1), which
says

Eµ(ησ) = Eµ+|∇φ|2(ηµ) = Eµ+|v|2/4(ηµ), (9.1)

linking energies of soliton and ground state. We will use this in the proof of Theorem
9.1 (stated in Section 9.3) to make our estimates in the moving frame of reference.
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9.2 Definitions and Notation

We recall from an earlier chapter that, given a certain conditions on a(t), v(t) ∈ Rd

and γ(t), µ(t) ∈ R for each t ∈ R,

ψ{a,v,γ}(t)(x, t) = ei(
1
2
v(t)(x−a(t))+γ(t))ηµ (x− a(t))

is a ground state of Equation (1.2). Recall also that we employ the notation

φ(x) :=
1

2
v · x+ γ

and
ψa(x) := ψ(x+ a).

For convenience, we define a modified H1 norm

||f ||2H1
µ(Rd) := µ||f ||22 + ||∇f ||22,

and sometimes use the shorthand

||f || := ||f ||2.

Finally, we specify Definition 1.7 so that

Gψ :=
{
eiγ)ψ (·+ a) : a ∈ Rd, γ ∈ R

}
, (9.2)

and we measure stability using the metric ρµ, defined as follows in terms of the H1
µ

norm introduced earlier:

[ρµ (ψ(t),Gη)]2 := inf
a∈Rd,γ∈R

{
||eiφψa(t)− η||2H1

µ

}
. (9.3)

Later, we will choose a = a(t) and γ = γ(t) so that this infimum is attained for
each t. In the absence of an external potential we hold parameters v and µ constant.
We note in passing that by translation and phase invariance of Lebesgue integrals,
ρµ (ψ,Gη) = ρµ (η,Gψ).

Copyright c© Joseph B. Lindgren, 2017.
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9.3 Sketch of the Proof

For clarity of presentation, we give a sketch of the basic Lyapunov argument first,
devoting later sections to filling in the details surrounding the assumption (9.4). In
doing so, we closely follow the structure of presentation given by Weinstein in [20].

Theorem 9.1. Let k < 2/d with d = 1 or d = 3, let ηµ solve Equation (1.4), and let
Gηµ be generated by translation and phase symmetries T tra , T

g
γ .

Then for any ε > 0, there exists δ(ε) > 0 so that for any ψ(x, t) solving (1.2) with
initial data ψ0 ∈ H1(Rd),

ρµ(ψ0, T
gal
v Gηµ) < δ(ε)

implies
ρµ
(
ψ(t), T galv Gηµ

)
< ε

for all t > 0. (In other words, the ηµ-orbit is orbitally stable.)

Proof. (Sketch) We choose a = a(t) and γ = γ(t) to minimize ρµ (ψ(t),Gη) for each
t, and write

S−1
avγψ = e−iφ(x,t)ψa(x, t) = η(x) + w(x, t).

Here w is the perturbation of ψ from Gη (see the definition of ρµ), which we decompose
as follows:

w =: r + is.

Now, if we have

∆Eµ∗ [ψ(t), ησ(t)] ≥ D||w||2H1 −D′O
(
||w||2+θ

H1

)
, (9.4)

for µ∗ = µ − |v|
2

4
, θ > 0, and for perturbations w of the ground state η that do not

change the L2 norm of ψ, we can close the Lyapunov argument.
Noting that the deviation ρµ

(
ψ(t), T galv Gη

)
is by definition controlled by ||w(t)||H1

as follows:√
min{µ, 1}||w(t)||H1 ≤ ρµ

(
ψ(t), T galv Gη

)
≤
√

max{µ, 1}||w(t)||H1 , (9.5)

we see that
∆Eµ∗ [ψ(t), ησ(t)] ≥ g

(
ρµ
(
ψ(t), T galv Gη

))
,

where g(δ) = kδ2 − O
(
δ2+θ

)
with all constants positive. Now, invoking continuity

of E : H1(Rd) → R and the control given by (9.5), we conclude that for any ε > 0,
there exists δ > 0 such that

ρµ
(
ψ0, T

gal
v Gη

)
< δ

implies

g
(
ρµ
(
ψ(t), T galv Gη

))
≤ ∆Eµ∗ [ψ(t), ησ(t)] = ∆Eµ∗ [ψ0, ησ0 ] < g(ε). (9.6)

Since g(0) = 0 and g(δ) > 0 (even g′(δ) > 0) for δ > 0 sufficiently small, we see
that g must be increasing somewhere near 0. (See Figure 9.1 for a sketch of these
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Figure 9.1: The “trapping” region of g(x) near 0 corresponding to stable perturbations
of initial data ψ0.

features.) Hence g is monotone increasing on an interval [0, α) for some α > 0, and
so for small enough ε,

ρµ
(
ψ(t), T galv Gη

)
< ε,

for all t > 0.

We now provide more details concerning the lower bound (9.4) on the difference
∆Eµ∗ . In the calculations that follow, we make the now familiar decomposition

S−1
a,v,γψ(x, t) = e−iφ(x,t)ψa(x, t) = η(x) + w(x, t),

where w = r + is is the perturbation of ψ from the ground state η. We observe, for
convenience of calculation, that for any p, q ∈ H1(Rd),

||p+ q||2H1
µ

=||∇p+∇q||2 + µ||p+ q||2

=||∇p||2 + 2 〈∇p,∇q〉+ ||∇q||2 + µ||p||2 + 2µ 〈p, q〉+ µ||q||2 (9.7)

=||p||2H1
µ

+ ||q||2H1
µ

+ 2 〈∇p,∇q〉+ 2µ 〈p, q〉 .

Using phase and translation invariance and time independence of E , we obtain first

∆Eµ∗ [φ0, ησ(0)] =2
(
Eµ∗(ψ(t))− Eµ∗(ησ(t))

)
=2
(
Eµ[e−iφ(·,t)ψa(·, t)]− Eµ[ηµ(·)]

)
=2 (Eµ(ηµ + w)− Eµ(ηµ)) ,

and then, applying (9.7) and expanding F (ηµ + w) in a power series,
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∆E [φ0, ησ(0)] =

[∫
|∇ηµ +∇w|2 + µ|ηµ + w|2 dx

]
− 2F (ηµ + w)

−
∫ [
|∇ηµ|2 + µ|ηµ|2 dx

]
− 2F (ηµ)

=||ηµ + w||2H1
µ
− ||ηµ||2H1

µ

− 2 [F (ηµ + w)− F (ηµ)]

=||w||2H1
µ

+ 2 〈∇ηµ,∇w〉+ 2µ 〈ηµ, w〉

− 2 〈F ′(ηµ), w〉 − 〈F ′′(ηµ)w,w〉+O
(∫
|w|3

)
=||w||2H1

µ
+ 2 〈∇ηµ,∇w〉+ 2µ 〈ηµ, w〉

− 2 〈f(ηµ), w〉 − 〈f ′(ηµ)w,w〉+O
(∫
|w|3

)
.

After some rearrangement, along with use of Equation (1.4) and the definition of Lη,
this becomes

∆Eµ∗ [φ0, ησ(0)] = [2 〈∇ηµ,∇w〉+ 2µ 〈ηµ, w〉 − 2 〈f(ηµ), w〉]

+
[
||w||2H1

µ
− 〈f ′(ηµ)w,w〉

]
+O

(∫
|w|3

)
=0 + 〈Lηw,w〉+O

(∫
|w|3

)
.

Finally, decomposing w = r + is and letting

L1 = −∆ + µ− (2k + 1)η2k
µ ,

L2 = −∆ + µ− η2k
µ ,

just as in Chapter 2, we arrive at

∆Eµ∗ [φ0, ησ(0)] =0 + 〈Lηw,w〉+O
(∫
|w|3

)
= (L1r, r) + (L2s, s)−

∫
O
(
w3
)
dx.

Spectral analysis of the operators L± is now required to establish estimate (9.4), but
under slightly different orthogonality conditions than those in our λ 6= 0 approach,
as is dictated by the minimization problem in the first section of the next chapter.

Copyright c© Joseph B. Lindgren, 2017.
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Chapter 10 Variational Arguments for Coercivity of L±

This chapter is devoted to establishing estimate (9.4) via careful analysis of the op-
erators L1, L2 defined above. Since L2 has no negative eigenvalues, we quickly obtain
a lower bound on (L2s, s). Due to its negative eigenvalue, the corresponding esti-
mate for the operator L1 requires much more work, including Lagrange multiplier
and compactness arguments to construct a minimizer of (L1r, r).

10.1 Minimization Problem

Critical to these estimates are orthogonality conditions (10.2) and (10.3) obtained by
choosing a, γ so that the infimum in the definition of ρµ (ψ(t),Gη) is attained. We use
a calculus of variations approach.

Recall the definitions

φ(x) :=
1

2
v · x+ γ,

ψa(x) := ψ(x+ a),

and
e−iφψa =: η(x) + w(x, t) =: η + r + is,

and vary the parameters a, γ so as to find a minimizer of

inf
(a,γ)∈R2d+1

||e−iφψa − η||2H1
µ

(10.1)

where as before

||u||2H1
µ

:=

∫
|∇u|2 + µ|u|2.

By calculations carried out in Appendix C, we arrive at the following minimizing
constraints, or orthogonality conditions:

From varying γ, we obtain
(f(η), s) = 0. (10.2)

From varying a, we get

2 (∇ (f(η)) , r)− v (f(η), s) = 0,

or (after applying Equation (1.4) )

(∇ (f(η)) , r) = (f ′(η)∇η, r) = ~0. (10.3)

These two constraints are critical to the following analysis of L±.
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10.2 Analysis of L2

We have already shown in Section 2.2 that L2 is a non-negative operator, i.e.,

inf
||s||H1=1

(L2s, s) ≥ 0.

If this minimum were attained by s = η subject to the constraint (s, f(η)) = 0, then
we would have

0 = (L2η, η)

=

∫
|∇η|2 + µη2 − (η)2k η2

≥C(µ)||η||H1 − (η, f(η))

=C(µ)||η||H1 ,

a contradiction. So by the non-degeneracy of η, we must have

inf {(L2s, s) : (s, f(η)) = 0, ||s||H1 = 1} > 0.

Hence (L2s, s) /(s, s) ≥ C1 > 0, or

(L2s, s) ≥ C1(s, s).

Now, noting that

(L2s, s) =

∫
|∇s|2 + s2 − (η)2k s2 =

∫
|∇s|2 +

(
1− (η)2k

)
s2,

we see that

||s||2H1 =

∫
|∇s|2 + |s|2

= (L2s, s) +

∫
|ηks|2

≤ (L2s, s) + sup
x

(η)2k · (s, s)

≤C2 (L2s, s)

for some C2 > 0, which is the uniform H1 bound we wanted.

10.3 Analysis of L1

L1 is more difficult to handle than L2 was, since L1 has exactly one negative eigenvalue
(see again Section 2.2). First, we invoke Proposition 5.2 and reformulate it as follows
by rewriting the orthogonality condition 〈w, η〉 = 0 in terms of the L2 inner product
(·, ·):
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Proposition 10.1. Let k < 2/d. Then for any ξ ∈ H1(Rd;R) with (ξ, η) = 0, we
have the lower bound

(L1ξ, ξ) ≥ 0.

For now, we assume that

||φ|| = ||φ0|| = ||η||, (10.4)

and for convenience ||η|| = 1. This quickly yields the formula (via ||η+w||2 = ||ψ||2 =
||η||2),

(r, η) = −1

2
||w||2.

We also that recall from Section 2.3 that the nullspace of L1 is

Null (L1) = span
{
∂xjη,∀1 ≤ j ≤ d

}
.

Now, to preserve the flow of the argument we present a proposition and defer the
proof until the next subsection.

Proposition 10.2 (L1 constrained coercivity). Let k < 2/d. Then subject to the
constraints

(r, η) = 0,

(r,∇(f(η))) = ~0,

we have

inf
r∈H1

(L1r, r)

(r, r)
= λ

for some λ > 0.

With this result, we are now ready to finish the coercivity argument for L1.

Proposition 10.3 (Prop. 3.3). For r satisfying the condition (r, ∇f(η)) = ~0 and
||ψ|| = ||η||,

(L1r, r) ≥ D||r||2H1 −D′||w||3H1 −D′′||w||4H1 .

Here D, D′, and D′′ are positive constants.

Proof. Decomposing r = r‖ ⊕ r⊥ := (r, η) η ⊕ r − (r, η) η, we see that

(L1r, r) = (L1r⊥, r⊥) + 2
(
L1r‖, r⊥

)
+
(
L1r‖, r‖

)
.

We estimate each term on the right hand side individually. For the first term, we
refer to Proposition 10.2. Thus we find that (since we assumed ||η|| = 1)

(L1r⊥, r⊥) ≥D||r⊥||2

=D
[
||r||2 − ||r‖||2

]
=D

[
||r||2 − (r, η)2 ||η||2

]
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=D

[
||r||2 − 1

4
||w||4

]
.

As for the other terms, we have(
L1r‖, r‖

)
= (r, η)2 (L1η, η)

=
1

4
(L1η, η) ||w||4

≥−D′||w||4,

since (L1η, η) is bounded below, and(
L1r‖, r⊥

)
= (r, η) (L1η, r⊥)

≥−D′′||w||3,

where the last line, seen below, follows from Cauchy-Schwarz and the orthogonal
decomposition r = r‖ ⊕ r⊥:

(L1η, r⊥) = (−∆η + η − (2k + 1)f(η), r⊥)

= (−∆η − (2k + 1)f(η), r⊥)

=− (∆η + (2k + 1)f(η), r⊥)

≤||∆η + (2k + 1)f(η)|| · ||r⊥||,

(10.5)

and
||r⊥|| ≤ ||r|| ≤ ||w||.

Note that in the first line of estimate (10.5), we used (r⊥, η) = 0. Collecting the
estimates for each of the three terms, we find that

(L1r, r) ≥ D||r||2 −D′||w||3 −D′′||w||4.

By a similar argument used for promoting the bound on (L2v, v) from L2 to H1, we
can replace ||r||2 by ||r||2H1 in this last inequality, which completes the proof.

Proof of Proposition 10.2

In this subsection we prove Proposition 10.2. The proof is adapted from Proposition
2.9 in [19]. First we prove that λ = 0 implies a non-trivial admissible minimizer
exists (Step 1). Then we rely on a Lagrange multiplier argument to show that this
minimizer cannot satisfy the given constraints (Step 2).

Proof of Proposition 10.2. We suppose that λ = 0 and seek a contradiction.
Step 1:
Choose a sequence of real-valued functions {fn}n∈N such that ||fn|| = 1, the

orthogonality constraints
(fn, η) = 0,

(fn,∇ (f(η))) = ~0
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hold, and (L1fn, fn) ↓ 0 as n→∞. Then using the definition of L1 to get

(L1fn, fn) = ||fn||2H1 −
∫
f ′(η)|fn|2,

we find that for any ε > 0 there exists N ∈ N so that for any n > N ,

||fn||2H1 −
∫
f ′(η)|fn|2 ≤ ε,

and by η ∈ L∞,

||fn||2H1 ≤ ε+

∫
f ′(η)|fn|2 ≤ ε+ C(η)||fn||2. (10.6)

Since ||fn|| = 1, we have the uniform bound

0 < 1 ≤ ||fn||2H1 ≤ ε+ Cη. (10.7)

This implies that we can choose a subsequence {fk} that converges weakly H1
0 to

some f∗ ∈ H1. Weak H1
0 convergence suffices to establish that the orthogonality

constraints above hold also for f∗.
It remains to show that 〈Lηfk, fk〉 → 〈Lηf∗, f∗〉 as k →∞, (with ||f∗|| = 1).
We begin by showing that the nonlinear terms converge. That is, we show that

as k →∞, ∫
f ′(η)

(
f 2
k − f 2

∗
)
→ 0. (10.8)

First, let ε > 0 be given and choose R > 0 sufficiently large enough to guarantee
that

∫
Uc
f ′(η) =

∫
Uc

(2k + 1)η2k ≤ ε
2

for U = BR(0), U c = Rd\U . Thus we have

∣∣ ∫ f ′(η)
(
f 2
k − f 2

∗
) ∣∣ =

∣∣ ∫
U

f ′(η)
(
f 2
k − f 2

∗
) ∣∣+

∣∣ ∫
Uc
f ′(η)

(
f 2
k − f 2

∗
) ∣∣

≤
∫
U

f ′(η)
∣∣f 2
k − f 2

∗
∣∣+

ε

2
·
(
||fk||2 + ||f∗||2

)
≤
∫
U

f ′(η)
∣∣f 2
k − f 2

∗
∣∣+ ε

Thus, applying Rellich-Kondrachov compactness (L2(U) ⊂⊂ W 1,2(U) = H1(U)) to
the bounded sequence {fk}, we obtain strong convergence in L2(U) of a subsequence
{fkm}. In other words, ||fkm − f∗||L2(U) → 0 as m→∞, and hence

lim
m→∞

∣∣ ∫ f ′(η)
(
f 2
km − f

2
∗
) ∣∣ ≤ lim

m→∞

∫
U

f ′(η)
∣∣f 2
km − f

2
∗
∣∣+ ε

≤ lim
m→∞

||η||2kL∞(U)||fkm + f∗||L2(U)||fkm − f∗||L2(U) + ε

≤ 0 + ε.
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Since ε was arbitrary, we can take the limit ε→ 0 obtain

lim
m→∞

∣∣ ∫ f ′(η)
(
f 2
km − f

2
∗
) ∣∣ = 0. (10.9)

We use this to estimate the nonlinear term of (L1f∗, f∗). To show (L1f∗, f∗) = 0,
it remains to bound the other two terms. Take a function ζ ∈ L2 with unit norm,
and observe that by the weak convergence fn ⇀ f∗, Fatou’s Lemma, and also the use
of Cauchy-Schwarz,

(ζ,∇f∗) = lim inf
n→∞

(ζ,∇fn) ≤ ||ζ|| · lim inf
n→∞

||∇fn|| = lim inf
n→∞

||∇fn||.

Setting ζ = ∇f∗/||∇f∗|| yields

||∇f∗|| ≤ lim inf
n→∞

||∇fn||. (10.10)

Putting together estimates (10.9) and (10.10) and assuming ||f∗|| = 1, we obtain

(L1f∗, f∗) ≤ lim inf
n→∞

(L1fn, fn) = 0.

and Proposition 10.1 now forces (L1f∗, f∗) = 0, as desired.
Note: Although we do not know if ||f∗|| = 1, we can apply Fatou’s lemma once

more to obtain
||f∗||2 ≤ lim inf

n→∞
||fn||2 = 1. (10.11)

If the inequality is strict, we simply rescale so that f∗ has unit norm. Then f∗ is
admissible (it satisfies the specified constraints) and it is a minimizer of (L1f, f).

Step 2:
Since the infimum is attained at an admissible function f∗, the statement of Propo-

sition 10.2 is equivalent to only having a non-trivial solution (f∗, λ, β, γ) of the La-
grange multiplier problem

(r, η) = 0,

(r,∇ (f(η))) = ~0,
||r|| = 1,

(L1 − λ) r = βη + γ∇ (f(η)) ,∀β ∈ R, γ ∈ Rd.

(10.12)

in the case λ > 0. This is because (due to our constraints)

((L1 − λ) r, r) = β (η, r) + γ (∇ (f(η)) η, r) = 0,

and so
(L1r, r) = λ (r, r) = λ.

To show coercivity of L1, we continue to seek a contradiction to the supposition λ = 0.
That is, we assume a non-trivial solution of

(r, η) = 0,

(r,∇ (f(η))) = ~0,
||r|| = 1,
L1r = βη + γ∇ (f(η)) ,
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in the variables r, β, γ. Integrating the last equation against ∇η, we obtain

(L1r,∇η) = (βη + γ∇ (f(η)) ,∇η)

=0 + γ (∇ (f(η)) ,∇η) .

Noting that L1 is self-adjoint and NullL1 = spanj∈{1,...,d}
{
ηxj
}

, we see that

(L1r,∇η) = (r, L1∇η) =
(
r,~0
)

= ~0,

and we briefly calculate

(∇ (f(η)) ,∇η) = (f ′(η)∇η,∇η) =
(
(2k + 1)η2k∇η,∇η

)
= (2k + 1)||ηk∇η||2 6= 0.

Thus, γ = ~0 is forced, and we move on to determine the values of r and β from the
simplified equation

L1r = βη.

Letting ϕθ := − β
2kµ

(η + kx · ∇η) + θ · ∇η for any θ ∈ Rd, we show by direct
calculation that

L1ϕθ = βη.

Moreover, these ϕθ are the only functions to do so, since we have a complete descrip-
tion of the kernel of L1 above. In the calculation we use the facts θ · ∇η ∈ Null(L1)
and the Equation (1.4) solved by η:

L1ϕθ =
{
−∆ + µ− (2k + 1)η2k

}
ϕθ

=− β

2kµ

{
−∆ + µ− (2k + 1)η2k

}
(η + kx · ∇η)

=− β

2kµ

{
−∆η + µη − (2k + 1)η2k+1

}
− β

2µ

{
−∆ + µ− (2k + 1)η2k

}
(x · ∇η)

=− β

2

{
−2kη2k+1

}
− β

2µ

{
−∆ (x · ∇η) + µ (x · ∇η)− (2k + 1)η2k (x · ∇η)

}
=
β

µ
η2k+1 − β

2µ

{
− (2∆η + x · ∇∆η) + x · ∇ (µη)− x · ∇

(
η2k+1

)}
=
β

µ

(
η2k+1 + ∆η

)
− β

2µ
x · ∇

(
−∆η + µη − η2k+1

)
=
β

µ
(µη)− kβ

2
x · ∇ (0)

=βη
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It remains to discover the parameters β and θ for which the two orthogonality con-
ditions hold. To this end, we observe that

(x · ∇η, η) =
∑
i

∫
xi (∂xiη) η dx

=−
∑
i

∫
∂xi (xiη) η dx

=−
∑
i

∫
η2 dx−

∑
i

∫
xi∂xi (η) η dx

=−
∑
i

||η||2 − (x · ∇η, η) ,

or

(x · ∇η, η) = −d
2
||η||2.

Thus,

(ϕθ, η) =

(
−β

2
(η + x · ∇η) + θ · ∇η, η

)
=− β

2
[(η, η) + (x · ∇η, η)] + 0

=− β

2

[
||η||2 − d

2
||η||2

]
=0

only if β = 0 (assuming d 6= 2). Here we have used (θ · ∇η, η) = 0, which is shown
below via integration by parts:

(θ · ∇η, η) =
∑
i

∫
ηθi∂xiη = −

∑
i

∫
(∂xiη) θiη = − (θ · ∇η, η) .

Finally, we check (ϕθ,∇ (f(η))) = 0. To this end, we calculate

(ϕθ,∇ (f(η))) =

(
−β

2
(η + x · ∇η) + θ · ∇η,∇ (f(η))

)
=− β

2
(η,∇ (f(η)))− β

2
(x · ∇η,∇ (f(η))) + (θ · ∇η,∇ (f(η))) .

But

(η,∇ (f(η))) =

∫
η∇
(∣∣η∣∣2k · (η)

)
=−

∫ ∣∣η∣∣2k · (η)∇η

=− 1

2k + 1

∫
η∇
(∣∣η∣∣2k · (η)

)
=− 1

2k + 1
(η,∇ (f(η)))
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implies
(η,∇ (f(η))) = ~0, (10.13)

and by spherical symmetry of η (hence also of
(
∇
(
(2k + 1)η2k

))2
),

(x · ∇η,∇ (f(η))) =
∑
i

∫
xi (∇η) f ′(η)∇η dx

=
∑
i

∫
xi(2k + 1)η2k (∇η)2 dx

=
∑
i

∫
2k + 1

2k2
xi
(
∇
(
ηk+1

))2
dx

=~0.

(10.14)

Calculating

(θ · ∇η,∇ (f(η))) = θ

∫
∇η∇ (f(η)) = θ

∫
(2k + 1)η2k (∇η)2 = (2k + 1)θ||η∇η||2,

(10.15)
and putting this together with (10.13) and (10.14) we find that

(ϕθ,∇ (f(η))) =− β

2
(η,∇ (f(η)))− β

2
(x · ∇η,∇ (f(η))) + (θ · ∇η,∇ (f(η)))

=0 + 0 + (θ · ∇η,∇ (f(η)))

=(2k + 1)θ||ηk∇η||2
(10.16)

Thus θ = 0 is also forced. Hence we must have r = ϕθ = 0, and thus the only
solution of the Lagrange multiplier problem for λ = 0 is the trivial one (r = 0, β =
0, γ = ~0). But this contradicts our assumption that ||r||2 = 1, and hence we must
have λ > 0.

Copyright c© Joseph B. Lindgren, 2017.
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Chapter A Ehrenfest’s Theorem

What follows is a proof sketch of Ehrenfest’s theorem. The theorem is stated for
ψ ∈ H1, but we assume two weak derivatives for the sake of the sketch. The authors in
[7] assert that standard approximation arguments can remove this extra assumption.

Theorem A.1. For ψ(x, t) in H1(Rd) solving (1.1),

∂t 〈ψ,−i∇ψ〉 = −〈ψ, (∇V )ψ〉 .

Proof. Let Iψ(t) :=
〈
ψ,−i∂xjψ

〉
. Then

∂tIψ(t) =
〈
∂tψ,−i∂xjψ

〉
+
〈
ψ,−i∂xj∂tψ

〉
=
〈
(i∂tψ) , ∂xjψ

〉
+
〈
ψ,−∂xj (i∂tψ)

〉
and using i∂tψ = (−∆ + V )ψ − f(ψ) we obtain

∂tIψ(t) =
〈
(−∆ + V )ψ − f(ψ), ∂xjψ

〉
+
〈
ψ,−∂xj ((−∆ + V )ψ − f(ψ))

〉
= Re

∫
−∆ψ∂xjψ + V ψ∂xjψ − f(ψ)∂xjψ + ψ

[
−∂xj (−∆ψ + V ψ − f(ψ))

]
= Re

∫
−∆ψ∂xjψ︸ ︷︷ ︸+V ψ∂xjψ − f(ψ)∂xjψ︸ ︷︷ ︸+ψ∂xj∆ψ︸ ︷︷ ︸−ψ∂xjV ψ + ψ∂xjf(ψ)︸ ︷︷ ︸

= Re

∫
V ψ∂xjψ − ψ∂xjV ψ

= Re

∫
V ψ∂xjψ − ψV ∂xjψ − ψ

(
∂xjV

)
ψ

= Re

∫
−ψ

(
∂xjV

)
ψ

=
〈
−ψ,

(
∂xjV

)
ψ
〉
,

which is what we wanted to show.

Copyright c© Joseph B. Lindgren, 2017.
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Chapter B Miscellaneous Calculations

This appendix is contains several calculations that are straightforward but too tedious
to include in the body of this document. Proofs in order of appearance are for (i)
invariant transformations of solutions to Equations (1.1) and (1.2), (ii) Proposition
1.4, and (iii) conservation of quantities Hλ and N for Equation (1.1).

Here, as elsewhere, we indicate translation of a function f by fa(x) = f(x + a).
However, a t subscript always means a time derivative.

B.1 Invariance Proofs

Invariance for all λ ∈ R

Proposition B.1. Equation (1.1) is invariant under the gauge transformation

T gγ : u(x, t) 7→ eiγu(x, t).

Proof. It suffices to show that substitution of the transformed solution

ϕ(x, t) = T gγψ(x, t) = eiγψ(x, t)

into Equation (1.1) yields Equation (1.1) once more, as follows. If

i
(
eiγψ

)
t
+ ∆

(
eiγψ

)
+ |
(
eiγψ

)
|2k
(
eiγψ

)
= λV h

(
eiγψ

)
,

then (since γ is a constant) we obtain

(iψt) e
iγ + (∆ψ) eiγ +

(
|ψ|2kψ

)
eiγ =

(
λV hψ

)
eiγ,

and cancelling the factors of eiγ yields Equation (1.1).

Invariance for λ = 0

Proposition B.2. Equation (1.2) is invariant under translation, scaling, and
Galilean transformations recalled below:

T tra : u(x, t) 7→ u(x− a, t),
T sµ : u(x, t) 7→ √µu (

√
µx, µt) ,

T galv : u(x, t) 7→ ei(
1
2
v·x− 1

4
|v|2t)u (x− vt, t) .

Proof. As before, we simply substitute into the relevant equation. In this case, we
recover Equation (1.2).

1) Translation invariance: We substitute the transformed solution

ϕ(x, t) = ψa(x, t) = ψ(x+ a, t)

75



into Equation (1.2) to get

i (ψa)t + ∆ (ψa) + | (ψa) |2k (ψa) = 0.

Passing derivatives leads directly to

(iψt)a + (∆ψ)a +
(
|ψ|2kψ

)
a

= 0,

and translating the equation by x 7→ x− a we obtain Equation (1.2) once again.
2) Scaling invariance: We substitute the transformed solution

ϕ(x) = µ
1
2ku (
√
µx, µt)

into Equation (1.2) to get

iµµ
1
2kψt(

√
µx, µt) + µµ

1
2k∆ψ(

√
µx, µt) + |µ

1
2kψ(
√
µx, µt)|2kµ

1
2kψ(
√
µx, µt) = 0,

since
ϕt(x) = µµ

1
2kψt(

√
µx, µt)

and
∆ϕ(x) = µµ

1
2k∆ψ(

√
µx, µt).

Then cancelling the common factor µµ
1
2k , we get(

iψt + ∆ψ + |ψ|2ψ
)

(
√
µx, µt) = 0,

and and scaling
√
µx 7→ x and µt 7→ t yields Equation (1.2).

3) Galilean invariance: We take

ϕ(x, t) = eiξ(x,t)ψ(x− vt, t),

with ξ = 1
2
v · x+ |v|2

4
t. Noting that ∇ξ = v/2 and ξt = −|v|2/4 we get

ϕt(x, t) =
[
iξt(x, t)e

iξ(x,t)ψ(x− vt, t) + eiξ(x,t)ψt(x− vt, t)−∇ξeiξ(x,t)∇ψ(x− vt, t)
]

=eiξ(x,t)
[
−i |v|

2

4
ψ(x− vt, t) + ψt(x− vt, t)−

v

2
∇ψ(x− vt, t)

]
and

∆ϕ(x, t) =
[
∆
(
eiξ(x,t)

)
ψ(x− vt, t) +∇

(
eiξ(x,t)

)
∇ (ψ(x− vt, t))

+ eiξ(x,t)∆ (ψ(x− vt, t))
]

=eiξ(x,t)

[
−
(
|v|
2

)2

ψ(x− vt, t) + i
v

2
∇ψ(x− vt, t) + ∆ψ(x− vt, t)

]

=eiξ(x,t)
[
−|v|

2

4
ψ(x− vt, t) + i

v

2
∇ψ(x− vt, t) + ∆ψ(x− vt, t)

]
.
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Thus, when substituting ϕ(x, t) into Equation (1.2), two pairs of terms cancel so
that we are left with

eiξ(x,t) ·
(
iψt + ∆ψ + |ψ|2kψ

)
(x− vt, t) = 0.

Then cancelling eiξ(x,t) and translating x− vt 7→ x, we have Equation (1.2)

iψt + ∆ψ + |ψ|2kψ = 0,

as desired.

B.2 Proof of Proposition 1.4

Proof. We use the notation φ(x) := 1
2
v · x+ γ, take u(x, t) := eiφ(x−a)ηµ(x− a) to be

our traveling soliton, and calculate the relevant quantities from Equation (1.2) (NLS
with λ = 0) below. Observe that

d

dt
(φ(x− a)) = vt/2 · (x) + v/2 · (−at) + γt,

∇(φ(x− a)) = v/2,

and
∆(φ(x− a)) = 0.

Then

iut =i
d

dt

[
eiφ(x−a)ηµ(x− a)

]
=i

[
i
d

dt
(φ(x− a))eiφ(x−a)ηµ(x− a) + eiφ(x−a)∂µ [ηµ(x− a)] · µt

+eiφ(x−a)(∇ηµ)(x− a) · (−at)
]

=− eiφ(x−a)

[
1

2
vt · (x− a) +

1

2
v · (−at) + γt

]
ηµ(x− a)

+ ieiφ(x−a) [∂µ [ηµ(x− a)] · µt + (∇ηµ)(x− a) · (−at)] ,

∆u =∆
(
eiφ(x−a)

)
ηµ(x− a) + 2∇

(
eiφ(x−a)

)
∇ (ηµ(x− a)) + ∆ (ηµ(x− a))

=−
∣∣∇φ∣∣2eiφ(x−a)ηµ(x− a) + 2i∇φeiφ(x−a)∇(ηµ)(x− a) + eiφ(x−a)∆(ηµ)(x− a)

=eiφ(x−a)

[
−|v|

2

4
ηµ(x− a) + 2i

(v
2

)
∇(ηµ)(x− a) + ∆(ηµ)(x− a)

]
,

and

|u|2ku = eiφ(x−a)|ηµ(x− a)|2kηµ(x− a).

Now, since the traveling soliton u is supposed to solve Equation (1.2), we obtain

0 =iut + uxx + |u|2ku
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=− eiφ(x−a)

[
1

2
vt · (x− a) +

1

2
v · (−at) + γt

]
ηµ(x− a)

+ ieiφ(x−a) [∂µ [ηµ(x− a)] · µt + (∇ηµ)(x− a) · (−at)]

+ eiφ(x−a)

[
−|v|

2

4
ηµ(x− a) + 2i

(v
2

)
∇(ηµ)(x− a) + ∆(ηµ)(x− a)

]
+ eiφ(x−a)|ηµ(x− a)|2kηµ(x− a),

or, after cancelling factors of eiφ(x−a) and regrouping terms in a natural way,

0 =−
[
|v|2

4
+

1

2
v · (−at) + γt

]
ηµ(x− a) + ∆(ηµ)(x− a) + |ηµ(x− a)|2kηµ(x− a)

− 1

2
vt · (x− a)ηµ(x− a) + iµt∂µ [ηµ(x− a)] + i (v − at)∇(ηµ)(x− a).

Observing that the right hand side is zero if and only if the coefficient of ηµ(x−a)
is −µ (see equation 1.4) and each of the coefficients of the ηµ terms on the second line
are zero (by linear independence of the TηGη basis functions established in Proposition
3.1), we conclude that the parameters of a traveling soliton constructed above must
satisfy the following system of ODEs:

|v|2
4
− 1

2
v · at + γt = µ,

−1
2
vt · (x− a) = 0,∀x ∈ Rd,

iµt = 0,
i(v − at) = 0.

This is equivalent to 
at = v,
vt = 0,
µt = 0,

γt = µ+ |v|2
4
,

and solving the initial value problem for a, v, γ, µ, we obtain
a(t) = v0t+ a0,
v(t) = v0,
µ(t) = µ0,

γ(t) =
(
µ0 + |v0|2

4

)
t+ γ0.

B.3 Conservation Laws for Equation (1.1)

Proposition B.3. Let ψ solve (1.1). Then the quantities

Hλ(ψ) :=
1

2

∫
|∇ψ|2 + λV h|ψ|2 dx− F (ψ)
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and
N (ψ) := ||ψ||22

are conserved in time

Proof. Hλ(ψ) is seen to be conserved in time by direct calculation and use of Equation
(1.1) and the definition F ′(ψ) := f(ψ):

d

dt
Hλ(ψ) =

d

dt

[
1

2

∫
|∇ψ|2 + λV h|ψ|2 dx− F (ψ)

]
= Re

∫
∇ψt∇ψ + λV hψtψ − f(ψ)ψt dx

= Re

∫
ψt

(
−∆ψ + λV hψ − f(ψ)

)
dx

= Re

∫
ψt
(
iψt
)
dx

= −Im||ψt||2

= 0.

To see conservation of N (ψ), integrate Equation (1.1) against the solution ψ as
below (

iψt + ∆ψ + f(ψ)− λV hψ, ψ
)

= 0

and rearrange to get

(iψt, ψ) =
(
−∆ψ − |ψ|2kψ + λV hψ, ψ

)
.

(Here we used the explicit form of the nonlinearity f(ψ) = |ψ|2kψ.) After integration
by parts, the right hand side of this equation is the real-valued expression∫

|∇ψ|2 + λV h|ψ|2 − |ψ|2k+2 dx.

Thus the left hand side, (iψt, ψ), is also real-valued, and so we see that

d

dt
N (ψ) =

d

dt
||ψ||2

=

∫
ψtψ + ψψt

=2Re

∫
ψtψ

=2Im (iψt, ψ)

=0.
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Chapter C Variational Calculations for λ = 0

In this appendix, we derive the two constraints (10.3) and (10.2) on the error w = r+is
for the case λ = 0. The strategy, as already mentioned in Chapter 10, is to choose
parameters a, γ in such a way as to minimize the H1

µ norm of w(t) for each time t.
After sorting through real and imaginary parts and using Equation (1.4), we arrive
at the claimed equations.

Recall the decomposition
e−iφψa = η + w,

and that for p, q ∈ H1(Rd),

||p+ q||2H1
µ

=||∇p+∇q||2 + µ||p+ q||2

=||∇p||2 + 2 〈∇p,∇q〉+ ||∇q||2 + µ||p||2 + 2µ 〈p, q〉+ µ||q||2

=||p||2H1
µ

+ ||q||2H1
µ

+ 2 〈∇p,∇q〉+ 2µ 〈p, q〉 .

Varying γ by δγ

Let φ(δγ) = φ− δγ, and consider the difference

∆γ := ||e−iφ(δγ)ψa − η||2H1
µ
− ||eiφψa − η||2H1

µ
.

Letting p = e−iφ(δγ)ψa − e−iφψa and q = e−iφψa − η = w, we find that

∆γ =||p+ q||2H1
µ
− ||q||2H1

µ

=||p||2H1
µ

+ 2 〈∇p,∇q〉+ 2µ 〈p, q〉 .

Expanding eiδγ in a power series, as below

eiδγ = 1 + iδγ − 1

2
(δγ)2 + . . .

we see that

p =e−iφ(δγ)ψa − e−iφψa
=e−iφψa

[
eiδγ − 1

]
=e−iφψa

[
iδγ +O (δγ)2]

= (η + w)
[
iδγ +O (δγ)2] ,

and thus,

∆γ

δγ
=

1

δγ

[
||iδγ (η + w) ||2H1

µ
+ 2 〈∇ (iδγ (η + w)) ,∇w〉

+2µ 〈(iδγ (η + w)) , w〉+O(δγ)2
]
.
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Now setting limδγ→0
∆γ

δγ
= 0 to reflect minimization (of (10.1)) over γ, we obtain the

constraint

0 = [2 〈i∇ (η + w) ,∇w〉+ 2µ 〈i (η + w) , w〉]
=2 [Im (∇η +∇w,∇w) + µIm (η + w,w)]

=2Im [(∇η,∇w) + µ (η, w)]

=2Im (−∆η + µη, w)

=2Im (−f(η), w)

=− 2 (f(η), s) .

In the last calculation we used

Im (w,w) = Im||w||2 = 0 = Im||∇w||2 = Im (∇w,∇w)

and Equation (1.4).

Varying a by δa

Consider the difference

∆a := ||e−iφψa+δa − η||2H1
µ
− ||e−iφψa − η||2H1

µ
.

Letting p = e−iφψa+δa − e−iφψa and q = e−iφψa − η = w, we find that

∆a =||p+ q||2H1
µ
− ||q||2H1

µ

=||p||2H1
µ

+ 2 〈∇p,∇q〉+ 2µ 〈p, q〉 .

This time, expanding ψa+δa in a power series as below

ψa+δa = ψa + δa∇ψa +O
(
δa2
)
,

we see that

p =e−iφ(δa)ψa+δa − e−iφψa
=δa∇ψae−iφ +O(δa2)

=δa
[
∇
(
ψae

−iφ)− ψa∇ (e−iφ)]+O(δa2)

=δa

[
∇
(
ψae

−iφ)− ψa iv
2
e−iφ

]
+O(δa2)

=δa

[
∇ (η + w)− iv

2
(η + w)

]
+O(δa2)

and thus

∆a

δa
=

1

δa
||δa

[
∇ (η + w)− iv

2
(η + w)

]
||2H1

µ
+

1

δa
O(δa2)
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+
1

δa
2

〈
δa∇

[
∇ (η + w)− iv

2
(η + w)

]
+O(δa2),∇w

〉
+

1

δa
2µ

〈
δa

[
∇ (η + w)− iv

2
(η + w)

]
+O(δa2), w

〉
=2

〈[
∆ (η + w)− iv

2
∇ (η + w)

]
,∇w

〉
+ 2µ

〈[
∇ (η + w)− iv

2
(η + w)

]
, w

〉
+O (δa)

Now, noting that
(∇w,w) = 0 = (∆w,∇w) ,

tracking down imaginary components, integrating by parts, and recalling Equation
(1.4) below

(−∆ + µ) η − f(η) = 0,

we obtain (in the case of minimizing a)

0 = lim
δa→0

∆a

δa

=2

〈[
∆ (η + w)− iv

2
∇ (η + w)

]
,∇w

〉
+ 2µ

〈[
∇ (η + w)− iv

2
(η + w)

]
, w

〉
=2

〈[
∆η − iv

2
∇η
]
,∇w

〉
+ 2µ

〈[
∇η − iv

2
η

]
, w

〉
=2

〈
−∇

[
∆η − iv

2
∇η
]

+ µ

[
∇η − iv

2
η

]
, w

〉
=2

〈(
∇− iv

2

)
(−∆η) +

(
∇− iv

2

)
(µη) , w

〉
=2

〈(
∇− iv

2

)
f(η), w

〉
=2
[
〈∇ (f(η)) , w〉 − v

2
Im (f(η), w)

]
=2 (∇ (f(η)) , r)− v (f(η), s) ,

or

(∇ (f(η)) , r) =
v

2
(f(η), s) .
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Chapter D Proof of Proposition 5.2

In this appendix we give a proof of Proposition 5.2 derived from the paper [19] of M. I.
Weinstein. The strategy of proof is to use the following alternate characterization of
the ground state profile η (quoted as Proposition 2.6 in [19] and proved as Theorem
B in [18]):

Theorem D.1 (Weinstein, 1983). The “ground state” ηµ is a minimizer of the func-
tional

I[u] := (2k + 2)
||∇u||kd||u||2−k(2−d)

||u||2k+2
2k+2

,

where || · ||p is the usual Lp norm and || · || = || · ||2. 1

It can be shown that the (first variation) condition that

d

dε
I [ηα,β + εξ]

∣∣
ε=0

= 0

is equivalent to the statement that ηα,β satisfies

−∆ηα,β + µηα,β − f(ηα,β) = 0.

The coercivity of L1 comes from the concavity (second variation) condition

d2

dε2

∣∣∣∣
ε=0

I(ηα,β + εξ) ≥ 0,

the orthogonality assumption 〈w, (η, 0)〉 = 0, and the subcritical exponent k < 2/d.
Here, (η, α, β) 7→ ηα,β(x) := αη (βx) is a scaling carefully chosen so that the co-
efficients here match those in the stationary Equation (1.4). We claim that I[·] is
invariant under this scaling; this invariance will be shown in the course of the proof.

Proof of Proposition 5.2. As mentioned in the proof of Proposition 2.2, L2 is a non-
negative operator. By the diagonalization

Lη =

[
L1 0
0 L2

]
also introduced in Chapter 2 it thus suffices to show

inf
r∈X1

〈r, L1r〉 = 0,

where X1 :=
{
w ∈ H1(Rd;R) : ||w|| = 1, 〈w, (η, 0)〉 = 0

}
.

In the next two subsections, we compute the first and second variations of I at η.
We use the short-hand notation f ′(u)ξ := d

dε
|ε=0f(u + εξ) when computing Fréchet

derivatives.

1The constant factor 2k + 2 is only included in this definition to simplify later notation.
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The first variation of the functional I

We rewrite

I[u] :=
H(u)G(u)

F (u)
= (2k + 2)

||∇u|kd||u||2+k(2−d)

||u||2k+2
2k+2

where
H(u) := ||∇u||kd, G(u) := ||u||2+k(2−d),

and

F (u) =
1

2k + 2
||u||2k+2

2k+2 =

∫
|u|2k+2

2k + 2

is simply the previously introduced antiderivative of the nonlinearity f(u).
For convenience, we write down

H ′(u)ξ = kd||∇u||kd−2 〈∇u,∇ξ〉 , G′(u)ξ = (2 + k (2− d)) ||u||k(2−d) 〈u, ξ〉

before computing

(F (u))2 · (I ′[u], ξ) = [H ′(u)ξG(u)F (u) +H(u)G′(u)ξF (u)−H(u)G(u)F ′(u)ξ]

=kd||∇u||kd−2 〈∇u,∇ξ〉 ||u||2+k(2−d)F (u)

+ ||∇u||kd (2 + k (2− d)) ||u||k(2−d) 〈u, ξ〉F (u)

− ||∇u||kd||u||2+k(2−d) 〈F ′(u), ξ〉 .

Rewritten, this becomes

(F (u))2

||∇u||kd−2||u||k(2−d)
· (I ′[u], ξ) = kd||u||2F (u)︸ ︷︷ ︸

Ak,d,u

〈∇u,∇ξ〉

+ (2 + k (2− d)) ||∇u||2F (u)︸ ︷︷ ︸
Bk,d,u

〈u, ξ〉

− ||∇u||2||u||2︸ ︷︷ ︸
Ck,d,u

〈F ′(u), ξ〉

=: 〈(−Ak,d,u∆u+Bk,d,uu− Ck,d,uF ′(u)) , ξ〉

Thus we see that the equation η must solve is

−Ak,d,u∆u+Bk,d,uu− Ck,d,uF ′(u) = 0. (D.1)

Rescaling (η 7→ ηα,β) and letting I be minimized at η gives us (since ξ is arbitrary)
the equation for the ground state

−∆η + µη − f(η) = 0,

as expected.
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The second variation of the functional I

To simplify future notation, we call

D[u] :=
(F (u))2

||∇u||kd−2||u||k(2−d)
,

ak,d := kd,

bk,d := 2 + k (2− d) ,

and
ck,d := 2k + 2.

Since the first variation is zero at u = η, we can use product rule to obtain

(I ′′[η]ξ, φ)

D[η]
=D[η] · (I ′′[η]ξ, φ) + (D′[η], φ) · (I ′[η], ξ)︸ ︷︷ ︸

=0

= (D[η] · I ′[η]ξ)
′
φ

=
[
ak,d 〈∇η,∇ξ〉 ||η||2F (η) + bk,d||∇η||2 〈η, ξ〉F (η)

−||∇η||2||η||2F ′(η)ξ
]′
φ

=ak,d
[
〈∇ξ,∇φ〉 ||η||2F (η) + 〈∇η,∇ξ〉 2 〈η, φ〉F (η)

+ 〈∇η,∇ξ〉 ||η||2 〈F ′(η), φ〉
]

+ bk,d
[
2 〈∇η,∇φ〉 〈η, ξ〉F (η) + ||∇η||2 〈ξ, φ〉F (η)

+||∇η||2 〈η, ξ〉 〈F ′(η), φ〉
]

−
[
2 〈∇η,∇φ〉 ||η||2 〈F ′(η), ξ〉+ ||∇η||2 〈η, φ〉 〈F ′(η), ξ〉
+||∇η||2||η||2 〈F ′′(η)φ, ξ〉

]
.

By the constraint (r, η) = 0,

(I ′′[η]r, r)

D[η]
=ak,d

[
〈∇r,∇r〉 ||η||2F (η) + 0 + 〈∇η,∇r〉 ||η||2 〈F ′(η), r〉

]
+ bk,d

[
0 + ||∇η||2 〈r, r〉F (η) + 0

]
−
[
2 〈∇η,∇r〉 ||η||2 〈F ′(η), r〉+ 0 + ||∇η||2||η||2 〈F ′′(η)r, r〉

]
.

Noting that by (D.1) and the constraint (r, η) = 0 we have

Ck,d,η 〈F ′(η), r〉 =||∇η||2||η||2 〈F ′(η), r〉
= 〈(−Ak,d,η∆η +Bk,d,ηη) , r〉
=Ak,d,η 〈∇η,∇r〉
=ak,d||η||2F (η) 〈∇η,∇r〉 .

Thus defining Lk,d,η := −Ak,d,η∆ +Bk,d,η − Ck,d,ηF ′′(η), we obtain

(I ′′[η]r, r)

D[η]
=ak,d

[
〈∇r,∇r〉 ||η||2F (η) + 〈∇η,∇r〉

(
ak,d||η||2F (η) 〈∇η,∇r〉 ||∇η||−2

)]
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+ bk,d
[
||∇η||2 〈r, r〉F (η)

]
−
[
2 〈∇η,∇r〉

(
ak,d||η||2F (η) 〈∇η,∇r〉 ||∇η||−2

)
+||∇η||2||η||2 〈F ′′(η)r, r〉

]
.

= 〈Lk,d,ηr, r〉+ (ak,d − 2)
[
〈∇η,∇r〉2

(
ak,d||η||2F (η)||∇η||−2

)]
Finally, forcing (I ′′[η]r, r) ≥ 0 yields

0 ≤ 〈Lk,d,ηr, r〉+ (ak,d − 2)
[
〈∇η,∇r〉2

(
ak,d||η||2F (η)||∇η||−2

)]
or

〈Lk,d,ηr, r〉 ≥ (2− kd) 〈∇η,∇r〉2 ak,d||η||2F (η)︸ ︷︷ ︸
Ak,d,η

||∇η||−2.

Thus, the stipulation that k < 2/d yields ‘specialized’ (i.e., constrained) coercivity.
As we have seen above, each of the operators Lk,d,η are coercive under orthogo-

nality and dimensional constraints, but for various ground states η. To obtain the
coercivity we desire for L1 = −∆ + µ+ f ′(η), we must ensure that the ground state
η solves the correct equation. It is necessary, therefore, to rescale coordinates in the
Equation (D.1) (hence in η itself). To justify this, we must show that the functional
I is invariant under such scalings. The calculations are given below.

Making the replacement η(x) 7→ αη(βx) =: αηβ =: ηα,β for α, β ∈ R, we obtain
(by a change of variables, y = βx, dy = βddx)

||ηα,β||2 =

∫
|αη(βx)|2 dx = α2

∫
|η(βx)|2 dx =

α2

βd

∫
|η(y)|2 dy

=α2β−d||η||2

||∇ηα,β||2 =

∫
|∇ {αη(βx)} |2 dx = α2

∫
|β(∇η)(βx)|2 dx =

α2β2

βd

∫
|∇η(y)|2 dy

=α2β2β−d||∇η||2

||ηα,β||2k+2
2k+2 =

∫
|αη(βx)|2k+2 dx = α2k+2

∫
|η(βx)|2k+2 dx =

α2k+2

βd

∫
|η(y)|2k+2 dy

=α2k+2β−d||η||2k+2
2k+2

Thus,

I[ηα,β]

2k + 2
=
||∇ηα,β||kd||ηα,β||2+k(2−d)

||ηα,β||2k+2
2k+2

=

(
α2β2β−d

) kd
2 ||∇η||kd

(
α2β−d

) 2k+2−kd
2 ||η||2+k(2−d)

(α2k+2β−d) ||η||2k+2
2k+2

=

(
αkdβkdβ

−kd2
2

)
||∇η||kd

(
α2k+2−kdβ−kdβ−dβ

kd2

2

)
||η||2+k(2−d)

(α2k+2β−d) ||η||2k+2
2k+2
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=
I[η]

2k + 2
.

We can now choose the two independent parameters α and β so that the rescaled
ground state η := ηα,β solves (D.1) with coefficients

Ak,d,η =1,

Bk,d,η =µ,

Ck,d,η =1.

Thus, for k < 2/d (and (r, η) = 0), we have

〈L1r, r〉 ≥ (2− kd) 〈∇η,∇r〉2 ||∇η||−2 > 0. (D.2)

Since this was all that remained to be shown, the proof is now complete.

Copyright c© Joseph B. Lindgren, 2017.
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