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    Given that data is increasing exponentially everyday, extracting and understanding the 
information, themes and relationships from large collections of documents is more and 
more important to researchers in many areas. In this paper, we present a cooperative se-
mantic information processing system to help biomedical researchers understand and dis-
cover knowledge in large numbers of titles and abstracts from PubMed query results. 
    Our system is based on a prevalent technique, topic modeling, which is an unsuper-
vised machine learning approach for discovering the set of semantic themes in a large set 
of documents.  In addition, we apply a natural language processing technique to trans-
form the “bag-of-words” assumption of topic models to the “bag-of-important-phrases” 
assumption and build an interactive visualization tool using a modified, open-source, 
Topic Browser. In the end, we conduct two experiments to evaluate the approach. The 
first, evaluates whether the “bag-of-important-phrases” approach is better at identifying 
semantic themes than the standard “bag-of-words” approach. This is an empirical study 
in which human subjects evaluate the quality of the resulting topics using a standard 
“word intrusion test” to determine whether subjects can identify a word (or phrase) that 
does not belong in the topic. The second is a qualitative empirical study to evaluate how 
well the system helps biomedical researchers explore a set of documents to discover pre-
viously hidden semantic themes and connections. The methodology for this study has 
been successfully used to evaluate other knowledge-discovery tools in biomedicine.  
 
KEYWORDS: Data Mining, Topic Modeling, Knowledge Discovery, Natural Language 

Processing, Information Visualization 
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Chapter 1 Introduction 

1.1 Knowledge Discovery 

    Knowledge discovery is a fundamental and important activity in biomedical re-

search. We all acknowledge the fact that knowledge is the end product of a data-driven 

discovery process [17]. Extracting and understanding the knowledge, information, themes 

and relationships from large collections of documents is an important task for biomedical 

researchers. It’s common for a biomedical researcher to read and analyze published arti-

cles in his or her area of expertise to get targeted information or just to stay up-to-date. 

However, it is getting increasingly difficult for researchers to keep up with even narrowly 

defined research areas. The approximate number of published paper by the end of 2008 

was 49,234,626, which grew to 50,712,009 by the end of 2009 [1].  PubMed as one of the 

most popular database on biomedical and life science topics has more than 22.6 million 

records as of today. For example, there will be 195,106 papers associated with the “diag-

nostic imaging” and “cardiovascular system” or 159,661 if limited to human studies, core 

clinical journals, and Medline. If a specialist wants to read all of these papers, it will take 

11 years and 124 days with 8 hours a day, 5 days a week and 50 weeks a year. By the 

same time, there will at least 82,142 more papers added and these will take another 8 

years and 78 days to finish [2].  

 

    The growth in the amount of existing data has exceeded the limit of human’s 

ability to manually read, understand, and organize. . Specialization in narrow areas is no 

longer sufficient to tame the problem. In addition, the problem is growing worse because 

of the increasing need for researchers to work across different areas and traditional scien-
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tific silos. Translational, multidisciplinary, and multilevel research requires researcehrs to 

understand and find links across disparate bodies of knowledge. In 1996 Usama Fayyad 

said,“… There is an urgent need for a new generation of computational theories and tools 

to assist humans in extracting useful information (knowledge) from the rapidly growing 

volumes of digital data….”  [3]. This thesis explores one such tool, topic models, to help 

humans explore and understannd large numbers of publications. 

 

1.2 Topic Models 

    Topic Models are a family of unsupervised learning algorithms developed to 

discover the hidden semantic structure of a large collection of documents. A topic model 

and corresponding user interface for browsing the model can help researchers search, 

browse, summarize and organize large archives of text documents [7]. Topic models ex-

tract a set of semantic themes from large electronic archives and assign multiple themes 

to each document. These themes are called “topics.” Once the topics are extracted, they 

can be used for classification, summarization, information retrieval, visualization and so 

on. The goal of topic models is to produce an efficient and convenient way to discover 

new information or knowledge from large sets of documents [8]. 

 

    Latent Dirichlet Allocation (LDA) [4], one of the most popular topic modeling 

methods, is an unsupervised machine learning approach that can be viewed as a three-

level hierarchical Bayesian model. It has already been applied in the context of biomedi-

cal research, for example, in the psychology domain for predicting behavior codes arising 

from couple therapy transcripts [5] and for risk stratification in ICU patients [6]  (Lehman 
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Lw) using nursing text from the first 24-hours of patients' ICU stays.  

 

    Unlike clustering approaches where documents are grouped into mutually exclu-

sive clusters based on document-based features, topic models represent each document as 

a mixture of different topics, each topic as a distribution of unique words with the topics 

varying in probability across all documents. Finally the topics are represented as bags of 

words where only the top  m  words (for some  m ) are shown for each topic. Since the 

words within each topic are ranked according to the conditional probabilities  p( w / t )  

learned when training the model, where  w  is the word under topic  z , the top few words 

of each topic provide insights into the subject of the topic. Figure 1 is an example of top-

ics generated by LDA based on 26,533 documents fetched from PubMed with the query 

‘public health [majr] AND united states [mh] AND “last 4 years’ 

 

1.3 Motivation 

    The original LDA model was developed based on the popular “bag-of-words” 

assumption, in which the word order and phrases are ignored. In many applications, re-

sults of LDA were found to contain ambiguous lists of words as representatives of the 

topics because of the inherent polysemy and homonymy of words. As a result, research-

ers may have trouble understanding what a topic is about and how some topics differ.  

 

    In general, single words convey less information than phrases. Some verbs or 

prepositions are even meaningless without related words. For example, the meaning of 

“magnetic resonance imaging” cannot be completely determined from any one of these 
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three words in isolation, “magnetic”, “resonance” or “imaging”. Thus the “bag-of-words” 

assumption can not always meet the needs of extracting salient themes from large sets of 

documents. In 2006, Wallach developed a bigram topic model [9] based on the original 

LDA (or just LDA), in which she incorporates bigram statistics into the latent topic vari-

ables to add the dependencies between consecutive words. In 2007, Wang et al. presented 

another topic model, called the topical n-gram model [11], based on Wallach's bigram 

model, which can form longer n-grams for    n > 2 . Even though the topical n-gram model 

approach enriches the generated topics by longer sequences of words, the topic genera-

tion process is still based on individual words with the word context providing evidence 

to form a longer n-gram. We call this approach the “bag-of-n-grams” method. 

 

     In this paper, we propose a new LDA based model called the Phrase LDA where 

the topics are generated based on “important” noun phrases instead of words or n-grams; 

thus our approach can be called the “bag-of-key-phrases” approach. We use the C-value 

method [12] for extracting the key phrases and build the LDA model based on the key 

phrases that have a C-value score (more on this later) that is above a certain threshold. A 

user study with 11 participants using the “word intrusion” test [13] for topic model evalu-

ation demonstrates that the Phrase LDA approach provides 7% improvement over the 

topical n-gram model. 8 out of 11 participants also answered that it was easy to compre-

hend the phrase LDA models. 

 

    Given that topic models are high-level tools to summarize the corpus, the out-

puts of topic models are not easy to understand by users who are not familiar with these 
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models and numerical distributions [15]. Hence, an efficient, effective and convenient 

way is needed to interact and visualize the topics, documents and corpus. In 2012, 

Chaney and Blei designed a visualization tool, called the topic browser [14], to present 

the summarization of the corpus, reveal the relationships between document and topics 

and the relationship between documents. In our system, we applied a modified topic 

browser to our cooperative semantic information processing for literature based biomedi-

cal knowledge discovery system. We evaluated how well the system helps biomedical 

researchers explore a set of documents to discover previously hidden semantic themes 

and connections. Information visualizations are difficult to evaluate, because they are 

primarily tools for supporting a creative process for developing insight and generating 

and then exploring hypotheses using open-ended discovery [16]. Thus a key measure of 

success of visualizations is whether they help biomedical researchers develop new ques-

tions and new hypotheses, not to simply answer pre-existing questions. We used the qual-

itative evaluation methodology developed by Saralya, North, and Duca for evaluating 

how well microarray visualization tools enabled biological insight. 
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Figure 1: Nine sample topics generated by LDA. Each list is a topic and represented by 

top 10 words ordered by the conditionally probability  p( w / t ) , where  w  is the word and 

 t  is the topic. 
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Chapter 2 Background  

    In this section, we provide a brief background on the original LDA, topical n-

gram model, the C-value method for key phrase extraction and visualization tool, topic 

browser. 

 

2.1 Generative Model 

    In probability and statistics, a generative model describes a process, usually one 

by which observable data is generated given some hidden parameters. In the simplest 

case, the model generates samples independently, which means there is no dependency 

between any two random samples [20].  Let’s take a coin as the generative source. If it is 

a fair coin, flipping it will result in a tail or head based on a uniform distribution: [19] 

 

 
   
f ( i )=

1
2

for i in { tail , head }  

 

Hence, the probability of a particular coin sequence can then be calculated by the product 

of the probability of individual observation.   

 

 
   
p{ i1 ,i2 ,...,ik } = p( ij )

j=1

k

∏  

 

If we treat a tail as 0 and a head as 1, this model can be viewed as a source that can gen-

erate numbers 0 or 1 according to the uniform distribution. 

 

    Generative models can also have a hierarchical structure. For example, we have 

two coins. One is a fair coin and the other is a trick (biased coin): 
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If the coin A is fair, 

   

f ( i )=

1
2

, i = tail

1
2

, i = head

⎧

⎨

⎪⎪⎪⎪⎪

⎩

⎪⎪⎪⎪⎪

 

If the coin B is the trick one, 

   

f ( i )=

4
5

, i = tail

1
5

, i = head

⎧

⎨

⎪⎪⎪⎪⎪

⎩

⎪⎪⎪⎪⎪

 

Now let’s imagine the following two random processes: 

1. Pick a coin from these two coins according to a uniform distribution; 

2. Flip the chosen coin. 

Based on this generative process, the probability of one sample should be: 

  

 

    

P( i )= P( A ) i P( i / A )+ P( B ) i P( i / B )=

1
2

i
1
2

+
1
2

i
4
5

=
13
20

i = tail

1
2

i
1
2

+
1
2

i
1
5

=
7
20

i = head

⎧

⎨

⎪⎪⎪⎪⎪

⎩

⎪⎪⎪⎪⎪

 

 

This model is hierarchical because the final outcome of each flip depends on the proba-

bility of choosing between the two coins. Models like this are also called mixture models 

because each observation depends on a mixture of several random choices. The weight of 

each observation is a sum of different distributions. In addition, the distributions in these 

processes can be any distribution we want. Mixture models are widely used in modern 

probabilistic modeling because they permit probabilistic reasoning and analysis of phe-

nomena using complex, interdependent representational structures.  

 

               Figures 2 and 3 are graphical representation of generative models [21]. Nodes 

are random variables. Solid nodes are observable variables and empty nodes are unob-
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servable (latent) variables. The edges show the dependency between nodes. The plates 

around nodes indicate the repetitions. Figure 2 means that we use one coin for the whole 

process and then repeatedly flip it N times. Figure 3 represents that for each of the N 

times, we pick a new coin first and then flip it. 

 

Figure 2: Sampling from a single coin 

 

 

Figure 3: Sampling with repeated choice of coin 

 

2.2 Latent Dirichlet Allocation (LDA)  

    Topic Models are a very popular class of mixture-based models. They have been ap-

plied to document classification, clustering and information retrieval. Topic models treat 



 

10 

each document as “bag-of-words” and assume that the words in each document ex-

changeable [4], which means the joint probability of words in each document is 

Table 1: Notation used in this paper 
 
Symbol Description 

 wn  Nth word in document 

 D  Documents in corpus 

 d  Single document 

 z  Topic 

 φz  Topic to words distribution for topic  z  

β  Dirichlet prior for φ  

α  Dirichlet prior for θ  

 θd  Document to topics distribution for docu-

ment  d  

δ  Dirichlet prior for σ  

 σ z ,w  Bigram distribution for each word  w  in 

topic  z  

γ  Beta prior for ψ  

 ψ z ,w  Bigram status for topic  z  and word  w  

 xn  Bigram status for the nth word 

 
φzd

 Topic  z  in document  d  to words distribu-

tion 
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 invariant to any permutation of these words. If we assume π  as a permutation of the in-

tegers from 1 to N: 

    
p( w1 ,...,wN )= p( wπ( 1 ) ,...,wπ( N ) ) ,  

where  w  is the word in a document. 

 

    In 2003, Blei, Ng and Jordan developed Latent Dirichlet Allocation (LDA)，

which is perhaps the most well known “bag-of-words” topic model. In the LDA model, a 

document is represented as a mixture of latent topics and each topic is represented as a 

distribution of unique words. In the generative modeling perspective, LDA represents a 

corpus of documents at three levels: the corpus level, the document level, and the word 

level as follows: 

1. At the corpus level, LDA generates a topic-words distribution  φz  for each topic  z  

from the topic-words Drichlet prior β ; 

2. At the document level, LDA generates a document-topics distribution  θd  for each 

document  d  from the document-topics Drichlet prior α ; 

3. At the word level, LDA generates the topic assignment  zn  from the document-

topics distribution  θd  first and then generates a word assignment from the topic-

words distribution 
 
φzd

 for each word  wn  in document  d . 
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Figure 4: Graphical Model of LDA 

 

Figure 4 is a graphical model representation of LDA.  The α  and β  are Dirichlet priors 

as explained in the list above at the corpus level and document level.  D  and  W  plates in 

this figure consist of distributions at the document level and word level respectively. The 

joint probability of this generative process is: 

 

 
   
p(θ,φ,z,w|α,β )= p(φt |β )

t=1

T

∏
⎛

⎝
⎜⎜⎜⎜

⎞

⎠
⎟⎟⎟⎟

p(θd |α )
d=1

D

∏ p( zd ,n |θd )p( wd ,n | zd ,n ,φ )
n=1

N

∏
⎛

⎝
⎜⎜⎜⎜

⎞

⎠
⎟⎟⎟⎟

 

 

where T is the number of topics, D is the number of document in corpus and N is the 

number of words in a particular document. From Figure 4, we can see only the word  w  

in each document is observable. Hence the central inference problem is to define the pos-

terior probability from the joint probability. 

 

 
  
p(θ,φ,z | w,α,β )=

p(θ,φ,z,w|α,β )
p( w|α,β )
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               However, this posterior distribution is intractable to compute in general. Hence 

some approximated posterior inference algorithms have been developed [26] [27]. For 

example, mean field vibrational methods [22] [23], expectation propagation [24], col-

lapsed Gibbs sampling [25], collapsed variational inference [28], online variational infer-

ence [29], Markov chain Monte Carlo sampling [30], and optimization-based variational 

inference [4], which is used in our system. 

 

2.3 Topical n-gram Model (TNG) 

              This original LDA approach is based on the bag-of-words approach, where the 

words  w  are conditionally independent given their assigned topic  z . However, as dis-

cussed in chapter 1, the word-based topics are often not informative. This leads to the de-

velopment of the topical n-gram model [11], where two more dependencies are intro-

duced at the word level. The first is the dependency between two consecutive words, the 

other is the dependency on the bigram status, which determines whether a bigram needs 

to be formed for the same consecutive word tokens depending on their nearby context. 

This model can also be expressed at three levels: 

1. At the corpus level 

a) TNG generates a topic-words distribution  φz  for each topic from the top-

ic-words Dirichlet prior β ; 

b) TNG generates the bigram status Bernoulli distribution  ψ z ,w  for each topic 

 z  and each word  w  from the Beta prior γ ; 

c) TNG generates the bigram distribution  σ z ,w  for each topic  z  and each 

word  w  from the Dirichlet prior δ  
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2. At the document level 

a) TNG generates a document-topics distribution  θd  for each document  d  in 

the corpus from the document-topics Dirichlet prior α ; 

3. At the word level 

a) TNG generates a topic assignment  zn  from the document-topics multino-

mial distribution  θd ; 

b) TNG generates a bigram status  xn  for each word  wn  in document  d  from 

the Bernoulli distribution 
   
ψ zn−1 ,wn−1

; 

c) If the bigram status    xn =1 , TNG generates the word assignment  wn  from 

the bigram distribution 
   
σ znwn−1

, else, TNG generates the word assignment 

 wn  from the topic-words distribution 
 
φzn

. 

 

 

Figure 5: Graphical model of the topical n-gram Model 
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            Figure 5 is a graphical model representation of the topical n-gram model (TNG), 

where D is the document level, T is the topic level, and W is the token level. Compared 

to the LDA model in Figure 4, the bigram status Bernoulli distribution ψ and the bigram 

distribution σ  are new in Figure 5. Hence, more uncertainties are added to the joint prob-

ability  p( w,z,x |α,β,γ ,δ ) .  Gibbs sampling [25] is used to conduct approximate posterior 

inference in the topical n-gram model. 

 

            In the topical n-gram model, the last term of the n-gram is the word considered 

when generating the topics. That is, even though the topical n-gram model approach en-

riches the generated topics by longer sequences of words, the topic generation process is 

still based on individual words with the word context providing evidence to form a longer 

n-gram. As mentioned in Chapter 1, constituent terms cannot capture the rich meaning of 

the whole phrase. Besides, based on this approach, there is no evidence to remove high 

frequency n-grams that may not be important (eg., “tend to show”). 

 

2.4 C-value Method 

           Extractive text summarization is an approach where short summaries of a collec-

tion of documents are generated by selecting a few sentences or phrases from those doc-

uments that represent the gist of the collection in some way. The C-value [12] method is 

an extractive text summarization method that extracts key phrases that capture a summary 

of a collection of documents. It uses both linguistic information [31]  [32] and statistical 

information [33] [34] to identify the key phrases.  

 



 

16 

           First the following three noun phrase regular expression filters are used to extract 

candidate phrases: 

1. Noun*Noun 

2. (Adj | Noun)+ Noun 

3. ((Adj | Noun)+ | ((Adj | Noun)* (NounPrep)?)(Adj | Noun)*)Noun 

Here Adj stands for adjective and NounPrep stands for a noun followed by a preposition. 

+ means zero or more, * means one or more and | means logical “or”. 

 

           Next for each candidate phrase, the C-value is computed based on its frequency 

and the frequencies of longer phrases that contain it in the given set of documents.  The 

C-value formula can be written as 

 

 

    

C( p )=

log2( len( p )) i f ( p ) if p is not nested

log2( len( p )) i f ( p )− 1
|Tp |

f ( q )
q∈Tp

∑
⎛

⎝

⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟
if p is nested

⎧

⎨

⎪⎪⎪⎪

⎩

⎪⎪⎪⎪

 

 

where  C( p )  is the C-value of phrase  p ,  len( p )  is the number of words in phrase  p , 

and  
Tp  is the set of the longer noun phrases that contain phrase  p , and  f ( p )  is the fre-

quency of  p  in all the documents of the corpus. If  p  is not nested, it implies that it does 

not appear in longer phrases. When it is nested, we discount its C-value based on the 

number of its occurrences in its longer phrases (the 
  

f ( q )
q∈Tp

∑  part) and dampen this dis-

count based on the number of unique longer phrases that contain it (the 
  

1
|Tp |

 part). With 
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this measure, the larger the C-value, the more important is the phrase relative other 

phrases with lower C-value. 

 

For example, Table 2.2 lists some phrase and their corresponding frequencies. “Real 

time” is a phrase nested in 5 unique longer phrases. Based on frequency alone, “Real 

time” seems more important than “Real time clock ”.  However, if one document contains  

these 5 phrases, “Real time clock” will be more important than the phrase “Real time”. If 

we calculate their C-value, we get 

 

    

C( Real time )= log2( 2 ) i (10−1
5

i10 )= 4

C(Real time clock )= log2( 3) i 6≈ 4.17
 

 

Based on their C-values,  “Real time clock” will rank higher than “Real time”. 

 

Table 2: Example for C-value method 

Phrase Frequency 

“Real time clock” 6 

“Real time system” 1 

“Real time output” 1 

“Real time expert system” 1 

“Real time imagegenaration” 1 
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2.5 Topic Browser 

          Givin that topic models have great potential to unveil the hidden sementic structure 

under a large collection of documents as well as each single document, visualizing the 

result of topic models is an interesting and promising reasearch topic. As Blei said in 

2011, 

 

          “…Topic modeling algorithms show much promise for uncovering meaningful 

thematic structure in large collections of documents. But making this structure useful 

requires careful attention to information visualization and the corresponding user 

interfaces…” [35] 

 

          In 2012, Chaney and Blei developed the Topic Browser [14] to visulize the results 

of the topic models. In their Topic Browser, they summarize the corpus by displaying all 

the generated topics. Each topic is represented by showing the first three most prevalent 

words (or phrases in the case of our model) in the topic.  

 

        Here is an example in Figure 6. Displaying these topics can help users  narrow down 

their interest to one or two particular topics. After users find some topic interesting, this 

browser allows them to navigate to the corresponding topic page, which could reveal the 

relationships between topic and documents and between topics and other topics. Figure 7 

shows a topic page. The title of this page is the first three phrases in the selected topic. 

The left-hand column is the distribution of all phrases in the topic with the phrases or-

dered from highest to lowest probability. The higher the phrase is, the higher the proba-

bility the phrase has in this topic. The middle column is a list of document titles, ordered 
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by the probability that the paper is about this topic. The higher the document is, the more 

the document is related to (or about) this topic. The right column is the related topics or-

dered by their similarity to the selected topic. After reviewing the listed document title 

under this topic, the users may find some document interesting. Clicking on the document 

title displays the document page. This page can reveal the relationships between the doc-

ument and topics and documents that are similar to the selected document. Figure 8 

shows a document page. The left column shows the topics related to this document. The-

se topics are also displayed in a pie chart, representing their proportions in that document 

respectively. The right column shows documents that are similar to this one in decreasing 

order of similarity.  

           Figure 6, Figure 7 and Figure 8 are all build based on 12,751 documents fetched 

from PubMed using the query “drugs abuse” within 5 years. 

 

Figure 6: Topics summrization page of the Topic Browser 
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Figure 7: Topic page of the Topic browser 

 

 

Figure 8: Document page of the Topic Browser 
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Chapter 3 Methods 

            In this Chapter, we describe the construction of our Phrase LDA model, the model 

evaluation and the interface evaluation that we conducted. 

 

3.1 Phrase LDA method 

          We use the traditional LDA method by reducing the contents of documents to noun 

phrases for which the C-value computed over the set of documents to be modeled is 

greater than 2. This threshold for the C-value was determined based on our experimental 

analysis. Most of the phrases with C-value less than 2 appear only 1 time over the whole 

corpus, which are meaningless for topic model to generate topics and extract relation-

ships between documents. In addition, removing these phrases can make the documents-

phrases matrix more concrete and the computation of topic model more quickly. We also 

removed noun phrases longer than 10 words. According to our experimental analysis, 

once a phrase’s length is longer than 10, there is a high probability that it’s not a phrase. 

Note that phrases that occur multiple times in the same document are used as many times 

as they appear, that is duplicate are retained. 

 

3.2 Evaluation of Models 

          To evaluate the phrase-based model we conducted an experiment with 11 partici-

pants using the word (phrase) intrusion test [13] and compared the Phrase LDA model 

with topical n-gram model.  We obtained a corpus of 26,533 citations using PubMed que-

ry 
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  public health[ majr ] AND united states[ mh] AND " last 4 years"[ dp ]  

 

to fetch the titles and abstracts from PubMed. This query fetches citations corresponding 

to articles that discuss public health as a major topic with US as a geographic location in 

the last four years. We chose this particular query as our participants are from the college 

of public health. We applied the time period constraint to limit the number of abstracts to 

a reasonable size. We treated each title and its corresponding abstract as a document. We 

first computed the C-value of the phrases from the corpus and retained only those phrases 

for each citation with the C-value larger than two. Based on this threshold, we chose 

51,627 unique phrases out of the total 365,156 phrases. Next the text for each citation is 

replaced with the C-value   > 2  noun phrases (including duplicates) that appear in the cita-

tion (abstract and title) text. 

 

      Figure 9 is a comparison between the unigram (or word) frequency distribution and 

the phrase frequency distribution computed for the Phrase LDA method. For the regular 

LDA, we chose 25,789 unique words out of 67,775 words based on the frequency thresh-

old of two. From Figure 9, we can see that most words or phrases are located in the fre-

quency range    2≤ f ≤100 . 
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Figure 9: Comparison of Word and Phrases selected Distributions 

 

           We built topic models for our corpus using the general LDA, topical n-gram mod-

el, and our phrase LDA model. For the original LDA and Phrase LDA we used the im-

plementation called LDA-C [36].  We set the number of topics at 50 for all models. The 

maximum number of iterations was 1000. We used the MALLET [37] toolbox for the 

implementation of the topical n-gram model. We set 50 topics and 1000 iterations for the 

26,533 documents. A sample of topics generated by these three models is shown in Table 

1. As can be seen, the n-gram models might not contain noun phrases and might just have 

frequent n-grams that are not necessarily meaningful. For example, “article includes” in 

the first topic in Table 3(b) is not a meaningful phrase. 

 

 



 

24 

Table 3: Three sample topics generated by LDA, topical n-gram model, and Phrase LDA. 

Top ten words or phrase are listed for each topic. 

 

 



 

25 

3.3 Phrase/n-gram Intrusion Test 

           As topic models become more and more popular for the unsupervised analysis of 

large document collections [38], a number of advanced topic models have been devel-

oped to help people understand the hidden semantic structure of documents. However, 

given the the results of topic models are topics, document-topics distribution and topic-

words distribution, there is no easy analytical way to determine whether topics generated 

by one model is better than another.  

 

          The probability of held-out documents given some training documents is often 

used as the secondary task to evaluate the topic models [39]. A better model will give a 

higher probability to the held-out documents. Unfortunately, extracting this probability is 

always intractable. Hence, several estimators have been developed. Some approaches in-

clude, importance sampling methods [40], harmonic mean method [41], annealed im-

portance sampling [42], chib-style estimation [43], and “Left-to-right” evaluation algo-

rithm [44].  

 

          However, topic models are developed to help humans understand large document 

collections. The evaluation of the model itself cannot guarantee that the topics generated 

by the models are better suited for this task. In 2009, Chang et al. [13] introduced an 

important intrinsic evaluation method called word intrusion for topic models that is 

independent of the application context. It involves using human subjects to evaluate the 

intrinsic coherence of the topics generated. We extended this to “Phrase/n-gram 

Intrusion” test to compare the qulity of the topics generated by our model and the topical 
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n-gram model. We chose to leave out comparisons with the original word based LDA 

model because of the semantic diversity present in single words that sometimes provides 

an unfair advantage to word models in an intrusion identification method. 

           We randomly chose 25 topics out of 50 topics generated by the topical n-gram 

model and our phrase-based LDA model. For each selected topic, we then chose the top 

three phrases and randomly select one phrase out of the bottom five phrases as the in-

truder phrase. We randomly ordered these four phrases and presented it to the participant 

as a multiple choice question where the objective is to identify the intruder phrase. If the 

topics are semantically cohesive and meaningful, participants should be able to easily 

identify the intruder phrase. If the topics are incohesive, users might find it difficult to 

identify the intruder phrase and may resort to guessing. We built an anonymous question-

naire (https://uky.qualtrics.com/SE/?SID=SV_3qlfcTrBN6aNZt3) based on this phrase intru-

sion approach through the online survey software program Qualtrics (Qualtrics: 

http://www.qualtrics.com/). This questionnaire contains fifty questions and each question 

comes from one of the randomly selected 25 public health topics described earlier using 

the topical n-gram model and our phrase LDA model. Figure 10 is the example of this 

questionnaire. To make sure that each questionnaire is endowed with a minimal level of 

user concentration and reading comprehension, we added several simple questions (e.g., a 

question with choices {Father, Mother, Brother, Cancer}) to the questionnaire. If a user 

got any one of these simple questions wrong, we exclude this response from our analysis.  

 

         In [13], model precision is defined as  
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MPk

m =
1
S

1( ik ,s
m = wk

m )
s
∑  

 

where  MPk
m  is the precision of model  m  for topic  k ,  ik ,s

m  is the intruder phrase selected 

by user  s  for the topic  k  and model  m ,  wk
m  is the actual intruder phrase selected by us 

for model  m  for topic  k , and  S  is the total number of the subjects. The function 

   1(< condition > )  is a Boolean function that results in a 1 if condition evaluates to TURE 

and returns a 0 is condition evaluates to FALSE. To compute the overall performance of 

a model, we calculate the average model precision as follows 

 

   
AMPm =

1
T

MPk
m

k∈T
∑  

 

where  T  is the total number of selected topics in model  m . 

 

3.4 Evaluation of Topic Browser 

            Information visualizations are difficult to evaluate, because they are primarily 

tools for supporting a creative process for developing insight and generating and then 

exploring hypotheses using open-ended discovery [16]. Thus a key measure of success of 

visualizations is whether they help biomedical researchers develop new questions and 

new hypotheses, not to simply answer pre-existing questions. Given topic models are de-

veloped to automatically summarize, organize and understand large collections of docu-

ments, the evaluation of this interface should focus on whether it will help biomedical 

researchers fulfill these goals. 
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             To evaluate our tools, we will use the qualitative evaluation methodology devel-

oped by Saralya, North, and Duca for evaluating how well microarray visualization tools 

enabled biological insight.  Three subjects used our Topic Model Visualization Browser 

based on their respective areas of research interest.  Subjects were all experts in their own 

research areas. One subject interest’s was “prescription drug abuse” with a total of 2649 

records (titles and abstracts) related with this interest fetched from PubMed. Another sub-

ject supplied the PubMed query “(((((((back [Title/Abstract]) OR trunk [Title/Abstract]) 

OR spine [Title/Abstract]) OR lumbar [Title/Abstract]) OR vertebral column [Ti-

tle/Abstract])) AND ((((biomechanic*[Title/Abstract]) OR mechanic*[Title/Abstract]) 

OR load*[Title/Abstract]) OR stability [Title/Abstract]))” resulting in 21,041 records 

fetched from PubMed based on this query. The last subject viewed documents from the 

PubMed query “myositis AND ("skeletal muscle" OR macrophages OR inflammation OR 

regeneration) AND (Dermatomyositis OR "idiopathic inflammatory myopathy" OR poly-

myositis OR "inclusion body myositis" OR "cancer associated myositis")” resulting 

in1549 records. 

 

            All subjects were  given 15 minutes of instruction and demonstration on how to 

use the tools along with a list of the kinds of questions that could be explored with the 

tools. This was designed to replicate the natural process whereby researchers learn to use 

new tools from other colleagues. Subjects were then  instructed to list some questions 

they would typically ask about the data in the dataset, such as “Can you get a brief idea of 

what these documents are talking about?” and “Do these topics make sense to you?” and 

so on. After this, they were instructed to continue to use the tools to explore the dataset 
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until they felt that they would not gain further insight.  

 

              During the sessions, the subjects’ comments were noted on pen and paper by the 

experimenter. We then analyzed the notes to extract the following dependent variables: 

users’ motivation, total time spent with the tools, answers of list of initial questions, list 

of further insights, visualization techniques used, usability issues, and participant de-

mographics [16]. 
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Figure 10: Example of the questionnaire. Each question has 4 choices and only one of 

them is the intruder. 
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Chapter 4 Results 

4.1 Results of Models’ evaluation 

          11 subjects completed the intruder phrase recognition questionnaire online. All the-

se users are graduate students from different departments, for example, department of 

Computer Science, department of Electrical and Computer Engineering, and department 

of Pharmacy. But all of them are working on public health topics at the University of 

Kentucky. Five of them are in the age group 22-25, four in the age group 26-29 and the 

remaining three are at least 30 years old.  Time spent on this questionnaire ranged from 5 

to 45 minutes. The average time was about 20 minutes.  

          

            The model precision for topical n-gram model for the 25 topics was 48% and for 

the phrase LDA was 55%. Hence our Phrase LDA achieved a 7% improvement over the 

topical n-gram model based on this intrinsic evaluation. Furthermore, 8 of the 11 subjects 

indicated that the topics generated by our Phrase LDA model were easier to understand 

than those generated by the topical n-gram model. 

           

             The results show that our adaptation of the original word-based LDA to key 

phrases-based LDA resulted in better topic cohesion and improved comprehension when 

compared to the topical n-gram model. Hence, the C-value method improves overall 

comprehension while maintaining cohesion. 

 

4.2 Results of Topic Browser’s evaluation 

           3 subjects completed the evaluation of the topic browsers we built for them based 
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on their interests. Table 3 presents the details about the three evaluations of the topic 

browser.          

 

            Figure 11 is the 60 topics summarization page for the 2649 documents fetched 

from PubMed with the PubMed query “prescription drug abuse” for subject 1. From the 

list of the topics, the subject quickly navigated to the topic that he wass interested in and 

found the interesting documents. One of these documents was the target document he 

found useful before using the topic browser, which confirms that Topic Browser can help 

for users locate the documents related to their research. After quickly reviewing other 

documents under these topics, the subject confirmed his suspicion that little is published 

in the area of interest (effect of drug screening programs on drug abuse).  

 

           Figure 12 is the 70 topics summarization page for subject 2 with the theme “Back 

pain and biomechanic”. The subject concluded that he could get a brief idea of what the-

se documents were talking about based on these listed topics. Besides, he could also 

quickly determine the field of research behind each topic. Here are several examples from 

this subject, “low back pain, risk factors, work load” suggests studies conducted in the 

area of occupational biomechanics, ergonomics, and epidemiology that have an emphasis 

on prevention; “Back pain, low back pain, chronic back pain, pain patient, mechanical 

low back pain” suggests studies conducted by people in the area of health science like 

physical therapy, with an emphasis on rehabilitation; “muscle activity, muscle forces, 

lumbar spine, shear forces, trunk muscles” suggests an engineering approach to trunk 

biomechanics. This subject found 59 of 70 topics meaningful and also was able to identi-

fy synonymous across different research fields. 
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           Figure 13 is the 40 topics summarization page for subject 3 with the theme “myo-

sitis”.  Given that this subject had already done considerable research in this area, this 

subject was  quite familiar the documents. After reviewing this Topic Browser, this sub-

ject concluded that this topic browser captured most aspects of this research area “myo-

sitis”. 

 

        All these subjects reported the following observations after using the Topic Browser 

based on their research interests. 

1) . Advantages: The subjects found the topic browser interesting to explore. They al-

so noted that this tool helped them save a lot time reviewing the documents that 

they were interested in. Besides, this tool is helpful for these subjects to avoid the 

misunderstandings when ideas are being discussed by researchers in other related 

fields. 

2) . Improvement suggested: All the subjects felt that this tool needs a way to show 

the documents based on a combination of topics that they are interested in. What’s 

more, they were more likely to start with phrases instead of reviewing the topics 

one by one. Hence this tool needs a better way to help users to navigate from the 

phrases to the interesting topics. 
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Table 4: Three evaluations of the Topic Browser  

 Subject1 Subject2 Subject3 

PubMed Query 

Theme (Please see 

Chapter 3.3 for 

completed query) 

“prescription drug 

abuse” 

“Back Pain and Bio-

mechanic” 

“myositis” 

Number of Docu-

ments 

2,649 21,041 1,549 

Motivation To locate the interesting 

articles about the impact 

of drug screening pro-

grams on drug abuse. 

Doing research on 

Back Pain in Biome-

chanics domain 

Doing research on 

myositis 

Time 30 minutes 45 minutes 30 minutes 

Conclusion 

 

1, Helped the subject 

quickly review all the 

interesting documents 

2, Found several interest-

ing articles 

3, Confirmed suspicion 

that little is published in 

the area of interest (effect 

of drug screening pro-

grams on drug abuse) 

 

1, Helped the subject 

quickly review all the 

interesting docu-

ments 

2, Quickly got ideas 

about the research 

that is being done by 

people in other relat-

ed fields. 

Given the subject has 

already done a lot 

research on the myo-

sitis, this topic 

browser confirmed 

this subject’s under-

standing of this topic 
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Figure 11: Topics summarization page for subject 1 

 

 

 

Figure 12: Topics summarization page for subject 2 
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Figure 13: Topics summarization page for subject 3 
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Chapter 5 Conclusion and Future Work 

5.1 Conclusion 

           In this paper we presented we presented this biomedical semantic information pro-

cessing system build based on LDA model. In this system, we used a phrase based LDA 

topic modeling approach for biomedical documents and conducted intrinsic model evalu-

ation through user study, which resulted in 7% improvement in model precision.  We also 

conducted an empirical user study to evaluate the topic browser [14] interface we used in 

our system.  The result shows that this system helps the users save time to search, review 

and understand the documents fetched from PubMed by showing the semantic structure 

under these documents in a Topic Browser.  

 

5.2 Future Work 

We conclude with three future research directions: 

1) . Topic models built on increasing levels of abstraction (words, key phrases, named 

entities, relations) might provide better ways of surfacing important and possibly 

new undiscovered themes when applied to sets of research articles. We plan to 

explore the potential of named entity and relation based topic models in our future 

work. 

2) . In this paper we only conducted intrinsic evaluation based on a user study. For fu-

ture work, we plan to conduct extrinsic application based evaluation by using 

model parameters as feature weights in machine learning algorithms for text clas-

sification based on our Phrase LDA approach. 

3) . We are planning to build a more interactive Web based topic browser [14] for 

open-ended knowledge discovery, which could give users multiple ways of visu-

alizing the large collection documents that they are interested in. Besides, the us-

ers can also have the rights to modify the topic browser we built for them. For ex-
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ample, they can also delete unrelated documents, phrases, and topics; the user can 

choose to show the related documents based the phrases and topics combination 

that they are interested in. 

         Topic models have a great potential for analyzing the content of large text corpora. 

However, the deployment of topic models in the real world has been limited. Our targets 

in the future are to find ways to apply the topic models to help people better understand 

the digital data world. 
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