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ABSTRACT OF DISSERTATION 
 
 
 

 
SPATIO-TEMPORAL VARIATION IN ACTIVATION INTERVALS DURING 

VENTRICULAR FIBRILLATION  
 
 

 Spatio-temporal variation in activation rates during ventricular fibrillation (VF) 

provides insight into mechanisms of sustained re-entry during VF. This study had three 

objectives related to spatio-temporal dynamics in activation rates during VF.  

 The first objective was to quantify spatio-temporal variability in activation rates, 

that is, in dominant frequencies, computed from epicardial electrograms recorded during 

VF in swine. Results showed that temporally and spatially, dominant frequencies varied 

as much as 20% of the mean dominant frequency, and the mean dominant frequencies 

increased during first 30 sec of VF. These results suggest that activation rates are non-

stationary during VF.  

 The second objective of the study was to develop a new stimulation protocol for 

quantifying restitution of action potential duration (APD) by independently controlling 

diastolic intervals (DI). A property of cardiac cells that determines spatio-temporal 

variability in dominant frequencies is restitution of APD, which relates APD to the 

previous DI. Independent control of DI permits explicit determination of the role of 



 

  

memory in restitution. Restitution functions quantified using mathematical models of 

activation and our stimulation protocol, showed significant hysteresis. That is, for a 

diastolic interval, the action potential durations were as much as 15% longer during 

periods when the DI were decreasing than when the DI were increasing. We verified the 

feasibility of implementing our protocol experimentally in isolated and perfused rat 

hearts with action potentials recorded using floating glass microelectrodes.  

 The third objective of our study was to verify that spatio-temporal variability in 

dominant frequencies during VF could be modified using spatially distributed pacing 

strength stimuli. Simulated VF was induced in 400x400 and 400x800 matrices of cells. 

Electrical function of cells was simulated using the Luo-Rudy model. Stimulators were 

arranged in the matrices such that there were 5 rows of line stimulators. Results 

showed that it was possible to modify activations in almost 54 % of the area and to 

modify spatio-temporal variability in activation during VF into a desired pattern by the 

use of synchronized pacing from multiple sites. These results support further exploration 

of distributed stimulation approach for potential improvements in defibrillation therapy. 

 

KEYWORDS: Ventricular fibrillation, pacing, restitution, dominant frequency, time-
frequency analysis. 
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Chapter One: Introduction 
 

  ‘The 2001 American Heart Association, Heart and Stroke Statistical Update’ 

states, “While Ventricular Fibrillation is listed as the cause of relatively few deaths, the 

overwhelming number of sudden cardiac deaths from coronary heart disease (which are 

estimated at about 220,000 per year) are thought to be from ventricular fibrillation”. 

Incidence of heart failure has increased remarkably in the United States for the past 

several years [Bonneux 94, Eckhardt 00, Higgins 00]. Heart failure in patients can result 

in two different fatal symptoms: cardiac deterioration with progressive pump failure or 

lethal arrhythmias [Eckhardt 00], the latter accounting for almost half of the deaths 

resulting from heart failure. The lethal arrhythmia is usually ventricular tachycardia 

degenerating into ventricular fibrillation (VF) within a short time. More often than not, the 

symptoms of VF are sudden and there is no prior warning. If VF is not terminated within 

the first few minutes of initiation, irreversible damage occurs to the heart. For individuals 

who survive episodes of VF, the options of preventive measure are drugs (such as 

Sotalol or Amiodarone) or implantable defibrillators. Drugs merely lower the chances of 

occurrence of VF but do not prevent or terminate VF if it occurs. On the other hand, 

defibrillators, either internal or external, do not lower the chances of occurrence of VF 

but are the best available solution to VF should one occur. Defibrillation is achieved by 

delivering a DC shock either across the heart or the thorax. When defibrillation therapy 

was first introduced almost 30 years ago, a monophasic pulse (i.e. a voltage changing 

in one polarity from zero to a positive value and back to zero) was used for defibrillation. 

Beginning 1994, biphasic waveform is widely used, which has a positive pulse for half 

the duration of the shock and a negative pulse for the other half duration of the shock. 

Improvements in shape and timing of the biphasic waveform continue to be made. 

However, it appears that any significant and dramatic improvement in defibrillation 

efficacy is not to be expected via the current methods of defibrillation shock delivery. 

The primary reason why defibrillation efficacy has remained largely invariant over the 

years is because the exact mechanisms of VF are not known. However, one 

characteristic that has been repeatedly observed during VF is the existence of several 

electrical wavefronts in the ventricles [Bayly 93, Rogers 99, Kim 97, Huang 98]. 
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Whether these wavefronts are being spun off from a single wave within the myocardium 

[Karma 94] or whether they are individual waves i.e. those perpetuating from one 

another without a common source [Janse 95] is a question of debate and an active area 

of research.  

In order to understand VF, it is important to understand the behavior of the 

activation wavefronts during VF. Activation wavefronts are electrical waves that travel in 

the heart. During sinus rhythm the activation wave is a one large electrical wave and 

therefore can be easily identified with an electrode placed at any point on the ventricle. 

During ventricular tachycardia the activation waves take the form of a reentrant wave. At 

any given time during tachycardia there may be one or more but not several reentrant 

waves. These reentrant waves, also known as spiral waves can be quite easily 

observed using optical mapping studies or epicardial electrodes, which record a sharp 

negative signal when an activation wave passes underneath it. The time instance at 

which the rate of change of voltage reaches a peak negative value is called the 

activation time and the interval between two such activation times is the activation 

interval (AI). The variability in activation intervals is a good indicator of how uniform the 

activations are in the tissue. This is evident by observing that the activation intervals 

during sinus rhythm are more or less constant over long periods of time and also over a 

large part of the ventricle. The spiral reentrant waves have a central core, which is 

excitable but is not excited; they also have a tail whose curvature depends on several 

factors. More importantly, activations recorded from various electrodes that lie at 

different locations within the spiral wavefront exhibit vastly different patterns depending 

on their location. In other words, the shape of the activations and the activation intervals 

reveal a lot of information about the underlying electrical activity. That is perhaps the 

reason why variability in activation intervals has been widely used to study VF also. 

Although several parameters viz. number of wavefronts, wavefront propagation velocity, 

area occupied with the wavefronts, and activation intervals have been used to quantify 

the behavior of VF, an overwhelmingly large number of studies use change in the 

activation intervals over time and space to study VF. For instance, change in mean 

activation interval was used as a measure to gain insight into maintenance of 

wavefronts during Procainamide induced VF [Kim 99], whereas, dominant frequency 
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(which is the inverse of activation interval) has been used to study the effect of global 

Ischemia on VF [Mandapati 98]. Studies by Cao et. al. [Cao 99] have found that varying 

the conduction velocity restitution creates a spatial variation in activation intervals, 

whereas the effective refractory period (ERP) restitution causes temporal variation in 

the activation intervals. This observation was used to explain wave-break [Cao 99]. This 

study along with the study of Choi et. al. [Choi 01]  therefore suggests that variation in 

activation intervals leads to wavebreak during VF. Zaitsev et. al. [Zaitsev 00] have 

recorded activations from thousands of locations in a small slab of ventricle and 

computed dominant frequency maps. They found that the dominant frequencies in the 

adjacent regions were often in 1:2, 3:4, or 4:5 ratios. Based on these results they have 

suggested that stable higher frequency domains drive VF. A major limitation of this 

study is that it has used the electrograms recorded over 4 to 5 seconds to compute the 

dominant frequency. It would be better to use a much finer time resolution to quantify 

spatio-temporal changes in dominant frequencies. Thus, one reason to obtain 

information about the activation intervals is to further understand the mechanisms of VF 

in terms of whether one source drives VF or whether a number of sources contribute to 

sustain VF.  

Another reason to study spatio-temporal behavior of activation intervals during 

VF is that it could provide information about the excitable gap during VF. There is a 

wide excitable gap that exists during sinus rhythm. A considerable excitable gap is also 

present during tachycardia. However, the quantification of excitable gap during VF is not 

determined as yet. For a long time, it was believed that there is no excitable gap present 

during VF, however, recent studies [Omichi 00] that recorded transmembrane voltages 

during VF clearly demonstrate the presence of an excitable gap. If the excitable gap 

were to be constant or if it were possible to predict the excitable gap, then termination of 

VF could be possible by appropriate pacing. However, excitable gap seems to vary 

substantially during VF and to this date it has not been possible to predict the excitable 

gap. Based on a previous study [Patwardhan 00] of ECGs in canines we hypothesized 

that activation intervals could be an indicator of the diastolic interval (DI) or the excitable 

gap. Using this basis, we have attempted to entrain VF in a computer model by using an 

arrangement of spatio-temporal distribution of stimulators. The goal is that even if we 
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are able to entrain VF for 4 or 5 cycles (and detect entrainment), termination of VF 

would be possible with a much smaller shock energy than what is required as of now. 

That VF is easier to terminate if there are ‘fewer’ wavefronts has been 

demonstrated by several studies [Dorian 96, Dorian 97, Ujhelyi 99, Murakawa 97]. 

Evidence of excitable gap during VF has been demonstrated by KenKnight et. al. 

[KenKnight 95] by capturing a small region of ventricle using a single electrode. Pacing 

in left and right atria has been extensively demonstrated [Allessie 91, Kirchoff 93, 

Capuchi 99, Pandozi 97] but success in pacing ventricles has been limited [KenKnight 

95, Newton 01]. We will use a novel scheme of having multiple stimulators distributed in 

space with the timing adjusted such that an organized wavefront will propagate in the 

tissue model.  

An important property of the myocytes that links the variability in the activation 

intervals with variability in diastolic intervals is the restitution of the action potential 

duration (APD). Restitution curve describes how the APD depends on the previous DI. 

Restitution is also hypothesized to contribute a major role in the disintegration of 

electrical wavefronts and maintenance of VF. However, the same restitution curve 

which is applied to explain maintenance of VF, is measured under conditions where 

activation intervals are much longer than those observed during VF. Therefore we 

developed a new protocol to measure the restitution curve such that the restitution 

curve obtained using the new protocol is more relevant in situations such as VF. We 

implemented this new technique in a computer model. We also successfully attempted 

the technique in a rat cell.  

This dissertation consists of three parts: 1) Quantification of spatial and temporal 

activation interval variability from swine ventricular epicardium during VF. 2) Use of the 

spatio-temporal distributed pacing to entrain activation intervals during simulated VF. 3) 

Quantifying restitution of APD via a new protocol using mathematical models, and 

verification of feasibility of the stimulation protocol using isolated and perfused rat 

hearts.  
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Chapter Two: Background 
 
Dominant Frequency and Mechanism of VF 

The exact mechanisms of VF remain unclear even after extensive investigations. 

There are three different hypotheses about how VF is maintained. One hypothesis 

states that activations during VF are spun off from a single dominant activation, known 

as the mother rotor. The mother rotor, also known as a scroll wave, is hypothesized to 

reside within the myocardial tissue transmurally [Karma 94]. Computer simulations 

using three-dimensional geometries of the heart have revealed patterns similar to those 

observed during real VF [Lee 01, Berenfield 98]. Experimentally, there is very little 

evidence for this hypothesis because recording activations transmurally is a difficult, 

although not an impossible task. There are two potential problems with recording 

transmurally: 1) recording from several electrodes to have a sufficient spatial resolution 

alters substantially what is to be measured, and 2) even if a wedge is made as in the 

case of study by Valderrabano et. al. [Valderrabano 01], it is still a 2-dimentional 

measurement so that a true 3-dimensional measurement is an extremely difficult task. 

The hypothesis of mother rotor implies that there is transmural reentry, however, a 

conclusion from the study of Valderrabano et. al. is that presence of transmural reentry 

is not absolutely necessary for maintaining VF. A second hypothesis is the multiple 

wavelet hypothesis of VF [Lee 96, Witkowski 98, Moe 64]. According to this hypothesis, 

VF is maintained by small individual activation wavefronts, which interact with each 

other and undergo transformations both in size, shape and direction of travel. Several 

investigators, who have performed optical mapping studies and confirm the existence of 

multiple rotors, favor this hypothesis. A third hypothesis suggests that it is not absolutely 

necessary to have multiple wavelets or a single rotor [Janse 95, Gray 95b]. A small 

number of rotors could drift within the heart and maintain VF.  

There is ample evidence from both experimental as well as simulation studies 

that the activation intervals vary spatio-temporally [Choi 01]. One aspect common to all 

the hypothesized mechanisms of VF is the spatio-temporal variation in activation 

intervals. Drifting spiral waves have been shown to give rise to non-uniform spatio-

temporal activations which have been attributed to: (1) global changes in the rate of 
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change of activations caused by a wave source moving away or towards the recording 

electrode [Gray 98], and (2) local changes in the amplitude of the spiral activity; the 

amplitude depending upon the proximity to the core [Davidenko 93].  Activation intervals 

during VF show spatio-temporal variability due to various reasons that include: (1) 

heterogeneity of ion channels, pumps and exchangers among different regions of the 

ventricle, (2) ischemia of cell injury contributing to changes in dynamics of membrane 

currents, (3) functional anisotropy of myocardium that includes spatio-temporal 

distribution of excitable gap, conduction velocity and refractory period, and (4) 

geometric structure and curvature of the electrical wavefront. Tissue mass also 

determines the complexity (and hence the variation) in activation intervals [Kim 97].  

If a recording electrode is placed at any point on the ventricle, then it is observed 

that the voltage measured continuously at that location shows a sharp decrease when 

the wavefront passes underneath it which results in a peak in negative rate of change of 

voltage (dv/dt). The electrode is then said to have recorded an activation. The interval 

between two such activations is the activation interval.  

More information about mechanisms of VF is being sought by studying spatio-

temporal behavior of several parameters such as refractory period [Choi 01], spatial 

coherence [Fendelander 97], wavelength of the activation wave [Kwan 98], conduction 

velocity [Kwan 98], diastolic interval [Omichi 00] and number of wavefronts [Kim 99]. Of 

all these parameters, dispersion of refractory period has been determined to be a critical 

parameter for maintenance of VF [Choi 01, Kuo 83, Lammers 86]. Refractory periods 

can be measured by several different methods [Duytschaver 01], however, none of 

these methods can be used to measure refractory period directly during VF. Therefore, 

activation intervals which have been shown to be correlated with refractory periods 

[Lammers 86, Kim 96] can be used to quantify variability in refractory periods, as the 

activation intervals can be easily determined from electrograms from several locations 

simultaneously.  

Spatio-temporal behavior of activation intervals has been used to infer and 

provide support for hypothesized mechanisms of VF. Zaitsev et. al. [Zaitsev 00] in their 

optical mapping study, computed dominant frequencies from transmembrane voltage 

recorded from several thousand locations in a small mass of tissue (3cmx3cm) and 
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found that the dominant frequencies remained constant for several seconds. Further, 

they also found that when the dominant frequencies were different, they were multiples 

of each other [Zatisev 00]. The authors concluded that there are small domains of 

tissue, which have a source at constant frequency that drives VF. In other words, the 

dominant frequency of this source is constant for a relatively long period of time (4-5 

sec) and that there are similar domains adjacent to each other, each with a different 

driving frequency. It is important to realize that in the study, the investigators used a 

very small piece of tissue (3cmx3cm) to draw their conclusions. Therefore, it leaves 

open the question whether these results can be applied to VF in-vivo. Nevertheless, this 

study highlights the importance of measuring spatio-temporal dispersion of dominant 

frequency in understanding the mechanism of VF. 

In order to study the mechanisms of VF, activations have been recorded using 

epicardial electrodes [Bayly 93, Kim 99, Huang 98] at hundreds of locations or using 

optical mapping at thousands of electrodes [Zatisev 00]. To determine activation 

intervals, electrograms are differentiated with respect to time (dv/dt) and the activation 

times are determined at time instances when dv/dt is less than –0.5mv/ms [KenKnight 

95]. These studies have analyzed epicardial recordings for short periods of time (less 

than 5 sec at a time). To study evolutions of VF over long durations of time would 

require marking activations for long durations, which is a difficult and time consuming 

process. A few studies have used spectral analysis methods to compute the dominant 

frequency [Wang 98, Clayton 95, Zaitsev 00]. These investigators computed dominant 

frequencies using FFT of relatively long data segments (several seconds in duration) 

which causes temporal averaging of the dominant frequencies. The results of our 

previously reported study [Patwardhan 00] show that the dominant frequency during VF 

computed from ECGs, changes continuously during VF. This observation suggests that 

the dominant frequencies (and hence the activation intervals) recorded from epicardial 

electrograms are also likely to change continuously with time. The spectral methods 

used earlier will thus result in loss of information from a temporal perspective. 

Therefore, in this study we used a method based on time-frequency representation 

(TFR) of a signal to quantify spatio-temporal changes in dominant frequencies during 

VF. Using our method we were able to quantify changes in dominant frequency on a 
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beat-by-beat basis, something that has not been done before using spectral analysis 

methods.  

Assessment of Restitution to Study Effects of Memory 
Cardiac cells exhibit restitution, which specifies that when the DI of a cardiac cell 

is shortened, the APD also shortens [Boyette 80, Franz 88, Elharr 84]. It has been 

proposed that during VF, reentrant waves that are observed to break-up into smaller 

fragments, do so due to large oscillations in APDs, known as alternans. A functional 

block in the wave occurs at the location of alternans [Karma 94, Panfilov 98]. Critical to 

the occurrence of alternans is the condition that slope of the restitution curve has a 

region with slope >= 1 [Nolasco 68, Guevara 84]. Alternans can be considered as a 

precursor for the initiation and maintenance of VF [Qu 97]. Therefore, slope of the 

restitution curve is believed to play an important role in the maintenance of VF. A 

hypothesis, widely accepted by several investigators is that if the slope of the restitution 

curve is less than one, the reentrant wavefront is stable, whereas, if the slope of the 

restitution curve is greater than one, the reentrant wavefront becomes unstable and 

fragments into smaller reentrant waves [Qu 99]. This hypothesis is explained by using 

the schematic shown in Figure 1. The solid line in Figure 1(a) shows the restitution 

curve, which has a slope less than 1. The dotted line in the figure represents a constant 

cycle length (CL). Since APD=-DI+CL, this line has a slope of –1 (because 

CL=constant). When the spiral wave is stable, all the cells within the wave are operating 

at the intersection (I) of the two curves. When there is a perturbation such that a 

premature stimulus occurs, the DI is shorter than normal and the operating point now 

moves to P, the point that reflects the shortened DI. Since the APD of the cells is 

governed by the restitution curve, the APD for the DI corresponding to point P is the 

APD corresponding to point Q on the restitution curve. In order to maintain the cycle 

length, the DI during the next beat would be the DI corresponding to point R. This would 

result in the APD corresponding to point S and so on. Thus, the DI oscillates about the 

original operating point I until the DI returns back to its original value corresponding to I 

and the spiral wave reaches a stable operating point.  
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Figure 1. Slope of restitution curve (solid curve) affecting maintenance of VF. 
(a). Restitution curve with slope less than 1 illustrating a stable wavefront. (b). The 
restitution curve with slope greater than 1 leads to a wave break. 

 

Figure 1(b) shows a restitution curve with slope greater than 1. As before, a perturbation 

caused the DI to be shorter at P. This results in the APD to be at a point corresponding 

to Q on the restitution curve. In order to maintain the CL constant, the DI during the next 

beat is longer and is given by the point corresponding to R. The APD corresponding to 

the point R is determined by point S on the restitution curve and so on. As a result of the 

oscillations between long and short DI, the APD begins to oscillate also to a point that 

the APD for a long DI becomes longer than the cycle length and a block occurs. Thus, 

the slope of the restitution curve is proposed to be an important factor in wave-break of 

spiral activation waves.  

Restitution curve has been measured by what is known as the standard S1-S2 

protocol [Gilmour 97, Riccio 99]. Basic pulses, about 20 in number, known as S1 are 

delivered at a constant basic cycle length (BCL) of about 300 ms. The BCL is the 

shortest cycle length at which no alteration of APD occurs. For example, in a canine 

purkinje muscle cell, a BCL of 300 ms would be typical [Koller 98]. Single test pulses 

(S2) are delivered at the end of delivering S1, and the S1-S2 coupling is progressively 

shortened in steps of 10-20 ms starting from the BCL until the premature pulse are 

blocked. The S1-S2 interval is then increased by 20 ms to restore capture and is 

subsequently shortened in 1-2 ms decrements until S2 is blocked. For each S1-S2 

interval beginning from 300 ms the DI is computed from the transmembrane voltage 

corresponding to 90% repolarization (APD90) of the action potential due to the S1 
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stimulus and the time instance of S2 delivery. The APD due to the S2 stimulus and the 

DI computed prior to S2 delivery constitute one point on the restitution curve.   

Another protocol known as the dynamic protocol has been used by Koller et. al. 

in an attempt to address the APD dynamics during rapid pacing [Koller 98]. In this 

protocol, the cells were paced for 50 cycles at a BCL of 400 ms. Pacing was then 

stopped and the APD corresponding to 95% repolarization (APD95) was measured. 

Pacing was restarted at a shorter BCL than before and APD95 was once again 

measured after the 50th beat. The BCL was reduced in steps of 50 ms for BCL > 200ms 

and in decrements of 5-10 ms for BCL < 200ms. For BCL <250ms, alternans occurred 

and, therefore, for such cases pacing was interrupted once when the APD was long and 

once when the APD was short.  

The relaxation properties of the cardiac INa, IK (time-dependent potassium 

current) and ICa, which are the Na+, K+ and Ca2+ ionic currents largely determine the 

restitution properties of the cell [Luo 91, Shaw 97b]. These currents are dependent upon 

the time-dependent activation and inactivation of the gates. Incomplete recovery of 

these gates, as a premature stimulus is delivered, results in the restitution of the APD of 

the cell. If the recovery takes longer than the duration of one activation interval, then it is 

likely that previous history may have an effect. This issue of dependence of APD on the 

previous history of APDs and DIs has been termed as the ‘memory’ of the cardiac cell 

[Chiavlo 90, Otani 97]. The ‘memory’ can be imagined to be a term, which keeps track 

of the depolarized state of the tissue [Otani 97, Gilmour 97]. A mathematical model for 

memory term has been suggested by Otani [Otani 97] and Gilmour [Gilmour 97]. They 

suggest that during each infinitesimal time window ∆t, an amount V(t)*∆t is added to the 

memory, while simultaneously, the earlier memory decays exponentially with a time 

constant τ.  Therefore, mathematically, the memory term can be explained as: 

∆M/∆t = -M/τ + V(t)   

Here, V(t) is the membrane voltage at the time instant 't', and M is the memory term. 

Since the memory decays exponentially with a time constant τ, the action potentials, 

which are within the few τ units prior to the present action potential, would contribute 

heavily to the memory term. Let us consider memory with respect to the APD. A 

situation where there are several APDs with very short DI prior to each of them, would 
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contribute heavily to the memory term than the case where there are long DIs prior to 

each APD. The "single-memory" model of Otani and Gilmour et. al. suggest the 

following dependence of APD on the memory term (M).  

 

APD(M)=APDp )/exp(1
]/)exp[(1

MapdMp
MapdMpM

−−
−−  

 

where APDp=100, Mp=6000, Mapd=420 are constants. This model indicates that as the 

memory (M) increases, the APD decreases.  

As explained earlier, ‘memory’ properties of cardiac cell refer to the dependence 

of APD on one or more previous DIs and APDs. If indeed there is memory, then using 

restitution curve by itself cannot be used to explain wave break as has been proposed 

and explained earlier in Figure 1. This is because the curve used to predict the APD 

from the previous DI is obtained during steady state with the activation history being 

very different from that during VF. To study the effect of memory in restitution, we 

developed a new method of stimulation, which was simulated using a model. In both the 

standard as well as dynamic protocols described earlier, the S1 stimuli are delivered at 

a constant BCL and therefore it is not possible to control the DI explicitly. The method 

developed by us to control DI explicitly is better than the standard or the dynamic 

protocol used to determine the restitution curve. In this study, we stimulated a cell and 

waited for a predetermined length of DI before delivering another stimulus. The DI 

sequences were pre-determined sequences of various combinations of increasing and 

decreasing DIs. Essentially, we changed the frequency with which the DIs changed, to 

study the behavior of restitution curve under fast and slow change of DI.  

In order to verify that our approach of controlling DI is feasible experimentally, we 

conducted experiments using isolated hearts from rats. As our objective in this part of 

the study was to develop experimental methods and to demonstrate feasibility, we 

selected rats as an animal model. Transmembrane voltages were recorded using 

floating glass microelectrodes [Akiyama 81, Zhou 92, Omichi 00]. Our results show that 

an independent control of DI is possible and provide justification for further studies using 

rats and other species.  
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Simulation Study to Entrain VF 
Currently, the only effective way to terminate VF is to deliver a large DC shock 

either through an implanted defibrillator or through an external device. A large DC shock 

is painful to the patient, causes myocardial damage and also drains the battery in the 

case of an internal defibrillator. Instead, if it were possible to terminate VF by using 

pacing strength stimuli, then defibrillation therapy could become much less painful than 

delivering large DC shocks. Pacing (and capture) is fairly easy during sinus rhythm but 

pacing (and capture) during VF is a difficult task since it is not possible to predict the 

excitable gap. In fact, whether there is an excitable gap during VF is in itself a question 

for debate. Some studies have suggested that the cells are activated as soon as they 

are repolarized [Opthof 98, Lammers 96] i.e. no excitable gap exists, whereas, others 

have suggested that an excitable gap exists [KenKnight 95, Omichi 00, Newton 01]. 

KenKnight et al. [KenKnight 95] have shown capture during VF from one site. In their 

study, pacing during VF was carried out using a single electrode at a cycle length equal 

to about the mean cycle length of the VF. This method of pacing resulted in capture of a 

small area, approximately 6cm2 of the myocardium. As expected, stimulating with only 

one electrode did not change the VF in the entire ventricle. Regional capture of atrial 

fibrillation has also been demonstrated by several studies [Capucci 99, Pandozi 97, 

Kirchoff 93]. In a study reported by Kirchoff et. al., a 4 cm diameter area of the atria was 

entrained using a single electrode [Kirchoff 93]. This is a relatively large area that can 

be entrained. Entrainment is also used extensively during tachycardia to identify areas 

of slow conduction. However, entrainment during VF is a particularly challenging issue 

because the temporal and spatial distribution of the excitable gap is unknown.   

Since it is possible to terminate tachycardia by entrainment, and capture a fairly 

large area (4 cm diameter) in the atria using atrial fibrillation, we explored the possibility 

of entraining VF by capturing from multiple sites simultaneously. One of the objectives 

of such an entrainment was to achieve fewer activation wavefronts, as compared to 

those without intervention during VF. We will term this reduction in the number of 

propagating wavefronts as increased ‘organization’. (The term organization is not new 

with reference to VF. Although a universally accepted definition of ‘organization’ is not 

formed, investigators generally believe that ‘organization’ refers to the total number of 
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wavefronts existing during any time of VF. For example, a VF episode having fewer 

numbers of independent wavefronts is known to be more organized. Several studies 

have shown that organized VF is easier to terminate [Dorian 97, Murakawa 97, Hsia 96, 

Ujhelyi 99]. These previous studies suggest that the development of methods to entrain 

VF may also be useful in terms of defibrillation using lower energy shocks at the same 

efficacy of defibrillation, if not for termination of VF directly.  

In order to demonstrate entrainment, we conducted a simulation study. In this 

study we explored approaches to convert VF into a single wavefront using a spatio-

temporal distribution of stimulators. Pacing from a single site at a frequency slightly 

above the mean activation frequency at the site should enable us to capture a small 

area around the site. This technique has been used to demonstrate capture from a 

single site in the atria [Kirchoff 93]. Further, we have previously reported that in canines, 

the dominant frequency recorded in the ECGs is symmetrically distributed about the 

mean dominant frequency and have hypothesized that the excitable gap could be 

symmetrically distributed about the mean value [Patwardhan 00]. This hypothesis was 

based on the observation that the dominant frequency is shown to be correlated but not 

equal to the refractory period  [Wang 98]. The distribution of excitable gap in time 

suggests that if pacing stimuli were delivered at a rate slightly faster than the mean VF 

activation interval, the probability that the pacing stimulus would occur during an 

excitable gap would exist, thus making it possible to capture from a single site. Our 

results of the canine study [Patwardhan 00] also show that at any time instant, the 

dominant frequencies can be different spatially. Therefore, if pacing stimuli were 

delivered from sites in the ventricles during VF, it should be possible to capture 

simultaneously from all the sites within a few cycles.  

We used a scheme for entrainment of activations during simulations as described 

below. We started by inducing and establishing VF in a 400x400 matrix of cells. The 

spatial arrangement of stimulators was a square grid placed within the matrix of cardiac 

cells. The cell behavior was based upon the Luo-Rudy model of cardiac cell. All 

electrodes in a stimulator row were stimulated at the same time. As discussed above we 

hypothesized that within a few cycles these electrodes in the same row should produce 

a coherent wavefront which would travel towards and reach the next row of stimulating 
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electrodes. By estimating the time (based on conduction velocity) it would take for the 

wavefront to reach the next row of electrodes, the next row of electrodes would be 

stimulated at the same time. This scheme was repeated for all rows of stimulating 

electrodes. We varied parameters such as, the distance between the stimulators, 

strength of stimuli, area covered by the stimulators, the pacing cycle length to optimize 

capture, and the interval between two stimulators to assess the entrainment.  
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Chapter Three: Methods 
 
Activation Interval Study 

Data were collected from six swine of either sex weighting between 25-35Kg. All 

studies were approved by the Institutional Animal Care and Use Committee at the 

University of Kentucky. The animals were tranquilized with ketamine (22mg/kg) and 

acepromazine (1mg/kg). Anesthesia was induced and maintained using 30 mg/Kg of 

sodium pentobarbital as required. Animals were ventilated using room air supplemented 

with oxygen. Normal blood gases were maintained through the experiment. A midline 

thoracotomy was performed to expose the heart, which was suspended in a pericardial 

cradle. A custom made epicardial sock with 64 evenly placed electrodes was gently 

pulled over the heart. An endocardial lead electrode was placed at the right ventricular 

apex via the left jugular vein. A burst shock was used to induce VF. Defibrillation shocks 

were delivered between the apical coil electrode and a patch electrode sewn on the left 

chest wall of the animal. As soon as VF was induced, data were digitized at a sampling 

frequency of 1000 Hz for 35 sec using a 12-bit A/D converter.  After 35 sec of VF, a DC 

shock was delivered to terminate VF. At least 10 minutes were allowed between trials of 

VF to allow for return of ionic status to baseline values. We recorded 28 trials of 35 

seconds of VF in six animals.  

Analysis Technique 
We used an analysis technique based on the time-frequency representation of 

the signal. Smoothed-Pseudo Wigner Distribution (SPWD) was used to estimate the 

dominant frequency of the signal. The distribution at any discrete-time instance ‘k’ and 

frequency ‘f’ was computed as: [Wang 93] 

SPWD(k,f)=∑ptwin(p) ∑qe-i2πfqfwin(q)S(k+q+p)S*(k-q+p) 

where, twin and fwin are the time and frequency smoothening windows, S is the analytical 

signal computed from the time series and S* is the complex conjugate of S. We used a 

Blackman window for time smoothening and a Hanning window for frequency 

smoothening. To test the performance of our SPWD algorithm, we used amplitude and 

frequency modulated test signal. This signal was chosen because it has characteristics, 
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in terms of amplitude and frequency changes, similar to those observed during VF 

episode. The test signal (Figure 2a) was generated using the equation:  

y(t)=(2+a)cos(2πfct + βsin(2πfmt )) 

where,   a=cos(2π0.3t) 

 

In the equation above, the carrier frequency (fc) was set to be equal to 8 Hz and 

the modulating frequency (fm) was selected to be equal to 0.5 Hz. These values were 

chosen based on the observation that the mean dominant frequency during VF is about 

8 Hz and that the continuous frequency changes during VF are not abrupt but slow with 

periods approximately equal to 2 seconds [Patwardhan 00]. The parameter β, which is 

the index of modulation, determines the maximum deviation in the frequency about the 

mean carrier frequency. In this case, β was set to 4 and produced a maximum change 

in frequency of 2 Hz.  

The dominant frequency at any instance ‘k’ in time was computed by multiplying 

the signal by a 600 ms window centered at the time instance. An analytic signal was 

used to compute the SPWD. Frequency smoothening was performed by a frequency 

smoothening window and an FFT was computed. This resulted in the frequency 

distribution of the signal at a time instance corresponding to the time instance ‘k’. 

Smoothed-Psuedo Wigner Distributions are typically 3-D functions with time and 

frequency on the x and y-axis, and amplitude on the z-axis. However, since we were 

interested in the dominant frequency at ‘k’ we did not compute the frequency 

distributions at other time-instances within the 600 ms window. The frequency between 

5 Hz and 12 Hz where the spectrum had a maximal value was termed as the dominant 

frequency. Dominant frequency was computed every 40ms for 30 seconds of VF.  
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Figure 2. Test signal to verify performance of SPWD. 
(a). Amplitude and Frequency modulated test signal. (b). Dominant frequency computed 
using SPWD of the signal.  
 

Feasibility Study for Estimation of APD Restitution Using Control of DI 
Adult rats (Sprague Dawly), 1 to 2 years old, weighting between 200-250 gm 

were anesthetized with sodium pentobarbital ( 20 to 30 mg/kg). In order to avoid 

blockade in coronary vessels (after the heart was explanted), heparin (about 2500 units) 

was injected via the femoral vein or directly in the ventricles. After waiting for about 5 

minutes, so that the animal was under deep surgical anesthesia, the chest was opened. 

The heart was explanted and a tube inserted into the left ventricle through the aorta. 

Warm Langendorff solution at 37-39oC was continuously perfused through the cannula 

in the aorta. The solution consisted of the following (in mM): NaCl 148, KCl 5.4, 0.4, 

MgCl2 1.0, CaCl2 1.8, NaHCO3 5.8, NaH2PO4 and glucose 5.5 [Gray 95a]. The solution 

was bubbled with a 95% O2-5% CO2 (pH 7.4, 37±0.5 oC) gas. The heart was placed in a 

petri dish. To record transmembrane voltage from a single cell, we used custom-made 

glass microelectrodes that were pulled using a microelectrode puller. Borosilicate glass 

capillaries with 0.1mm internal diameter were used to make microelectrodes. The 

microelectrodes were filled with 3M KCl solution. A thin silver wire was inserted into the 

microelectrode and the other end of the silver wire was connected to an amplifier via a 
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head stage. The weight of the microelectrode was supported by the silver wire and this 

arrangement was used as a floating glass microelectrode to obtain trans-membrane 

voltage recordings. The glass microelectrodes were pulled such that the tip was long 

and flexible. The micromanipulator was gradually lowered so that the tip of the 

microelectrode touched the surface of the heart. The offset level of the signal was 

adjusted to make it zero. The resistance of the electrode was measured using a square 

wave current injection stimulus generated by the amplifier. Acceptable resistance of the 

microelectrode was between 10-40 MΩ. With the acceptable resistance, the electrode 

was further advanced in extremely small steps using the micromanipulator until a 

transmembrane recording was obtained.   

The protocol for collecting data was as follows. The transmembrane voltage was 

used as input to an analog-to-digital converter of the real-time TMS320C31 Digital 

Signal Processor kit (Texas Instruments). The sampling frequency was set at 2.8 KHz. 

The baseline (resting membrane potential) of the signal was adjusted to –70 mv (using 

offset) so that a set value of –63 mv could be programmed as threshold for detecting 

APD90, i.e. to indicate that 90% repolarization had occurred. Once 90% repolarization 

had occurred, a pre-selected value of DI (ms) was obtained from a table of values and a 

stimulus was delivered after waiting for the time equal to the DI. The stimulus current 

was delivered between the floating glass microelectrode and the bath, which served as 

the ground. The stimuli consisted of square pulses 10 ms in width and –10v in 

amplitude. The stimuli from the digital-to-analog converter (of the TMS320) were fed to 

a constant current amplifier (A-M systems 3100). Using the 1Volt/volt settings, the 

output of the A-M systems amplifier was connected between the floating glass 

microelectrode (also used for recording) and ground. A trial was complete once the 

desired number of stimuli (equal to the DI intervals in the table) had been delivered or 

transmembrane recordings were lost. We also recorded a few trials of transmembrane 

voltage changes when the heart was in sinus rhythm. 
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Computer Model for Restitution Simulation Study 
We used a Luo-Rudy dynamic (LRd) model of cardiac cell to perform the simulations 

[Luo 94]. The schematic of the LRd cell is shown in Figure 3. This model takes into 

account the following currents to compute the action potential of a cardiac cell.  

a) INa, Fast Sodium current 

b) ICa,t=ICa+ICa,K+ICa,Na, Currents through the L-type Ca2+ channel, 

c) IKr, rapidly varying delayed rectifier potassium current, 

d) IKs, slowly varying delayed rectifier potassium current, 

e) INaCa, exchanger current, 

f) Iv= IK1+ IKp + Ip(Ca)+ INa,b + ICa,b + INaK, Total time-independent current, where, 

IK1, Time independent potassium current, 

IKp, Plateau potassium current, 

Ins(Ca), Nonspecific Ca2+ activated current,   

Ip(Ca), Sarcolemmal Ca2+ current, 

INa,b, Na2+ background current, 

ICa,b, Ca2+ background current, 

INaK, Na+-K+ pump.  

Further, the model also takes into account the intra and extracellular concentrations of 

Na+, K+, and Ca2+. The Ca2+ dynamics of the sarcoplasmic reticulum are also 

incorporated in the cell model. The simulations were performed in a single cell LRd 

model and a 2-dimentional sheet of cells where each cell was modeled as an LRd cell. 

 
Figure 3. Schematic of a Luo-Rudy dynamic model of a cell.  
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Simulations for Single Cell 

It is known that the APD of the LRd cell decreases progressively for about 10 

seconds upon rapid stimulation [Faber 00]. To determine the number of beats it takes 

for the cell to reach a steady state, the cell was paced constantly at a DI of 0ms, 30ms, 

60ms, and 300 ms for about 300 beats so that the APD reached a steady state. During 

steady state the resting membrane voltage was determined to be about –83mv. Once 

the steady state for the APD was achieved, the cell was subjected to different patterns 

of DI, which are described in the results section. Action potential was initiated by 

delivering  a –40µA square pulse of 3 ms duration. As soon as the voltage repolarized 

to APD90 value (-80.7 mv), we waited for a predetermined time that was the desired DI. 

The APD for the activation that followed this DI was paired with the DI in estimating 

restitution curves. After the desired DI, another pulse was delivered and an action 

potential initiated.  

The transmembrane voltage of the cell is computed by integrating the differential 

equation: 

CI
t
V

ion /−=
∂
∂  

where, Iion is the sum of all the ionic currents described above and C is the membrane 

capacitance. Several of the ionic currents depend on the gating variables (Gi) with 

change governed by the ordinary differential equation (ODE):  

,)1( iiii
i GBGA

dt
dG

−−=  

The constants Ai and Bi, are rate constants and solely voltage dependent functions. In 

the integration of the ordinary differential equations, a scheme that was based on the 

Rush-Larsen method of integration was used [Rush 78]. The Rush-Larsen method is 

based on the fact that since Ai and Bi change slowly. In such a case, the above 

differential equation can be re-written as: 

iiii
i ABAG

dt
dG

++−= )(  

For this equation, the steady state solution is a constant, such that,  

,0=dtdGi  and )/()( iiii BAAG +=∞  



 

 21 

The solution to the homogeneous equation is: 
)( ii BAt

i CeG +−= , in which C is the constant that satisfies the initial condition )0( == tGG ii . 

Therefore, with sAi '  and sBi ' assumed constant over a time increment ∆t, the complete 

solution to differential equation, with time constant )/(1 iii BA +=τ becomes,  

it
iiii eGGGG τ/)]0()([)( ∆−−∞−∞=  

Thus, all the ionic currents are computed and the differential equation is integrated with 

a time step ∆k. In order to reduce the computation time without sacrificing on the 

accuracy of the result, an adaptive time-step was used to integrate depending on the 

state of the action potential [Qu 99]. If the rate of change of transmembrane voltage 

( )dtdv  was greater than 5.0 mv/ms, t∆ , was fixed at 0.01ms, otherwise it was 

computed using the equation: 

dtdv
t 5*01.0
=∆  

When the rate of change of voltage was small, as during the resting phase, a maximum 

time step of 1.0 ms was used to integrate the ODEs. All programs were written in 

FORTRAN 90 (Lahey Computer Systems).  

 

Simulations for 2-dimentional Sheet of Cells 
A 10x10 matrix of cells was used to quantify APD restitution curve of a cell in a 2-

dimentional sheet of cells. The conduction between the cells was modeled by the 

equation: 
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The first term on the right-hand-side is the same term as in the earlier simulation. The 

last two terms on the right-hand-side in the equation are the terms from the reaction-

diffusion equation. In this equation, V is the transmembrane potential, C is the 

membrane capacitance, Dx and Dy are the diffusion constants in the x and y direction, 

associated with the gap junction between the cells and Iion is the sum of all the 

transmembrane currents for the cell. This equation was integrated iteratively in a three-

step process using the operator splitting method [Qu 99]. The method used for 
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integration is described in brief below. Let ∆k be the time-step for integration and ‘k’ is 

any time instant. The three integration steps were used as follows: 

1. Using the value of ‘V’ at time instance ‘k’, the partial differential equation 

 

is integrated for a half time step equal to ∆k/2. 

2. Using the results for ‘V’ obtained from step1, the ordinary differential equation 

 

is integrated for time step ∆k/2 using the Euler method. The total ionic current Iion is 

computed for each cell as described in the previous simulation.  

3. Using the value of ‘V’ in step 2, the partial differential equation, 

 

is integrated for a half time step equal to ∆k/2. The procedure is then repeated by 

returning to step 1 until the simulation has been performed for desired length of 

physiological time. In practice, Steps 1 and 3 can be combined except for the first and 

last ∆k/2 time-interval.  

The schematic of the arrangement for the 10x10 matrix of cells is shown in Figure 4 

below.  
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Figure 4. The figure shows a schematic of 10x10 matrix of cells used to perform the 

restitution simulations.  
The cell at Loc1 (2,2) was stimulated and the restitution was measured at the remote 
location Loc2 (9,9).   
 

In the 10x10 matrix of cells, one corner consisting of 3x3 sub-matrix of cells was 

stimulated just like in the case of the single cell simulation. Restitution was measured at 

two locations, Loc1 (2,2) and Loc2 (9,9). Loc1 is one of the cells, which is stimulated 

directly, whereas Loc 2 was a cell that was away from the stimulus site. The spatial 

steps ∆x and ∆y were set equal to 0.02 cm, therefore, distance between Loc1 and Loc2 

(being hypotenuse of a triangle with sides of length 7 cells each) was  

1.414*7*∆x=9.8*∆x. This implies that Loc1 and Loc2 were separated by a distance of 

about 10 times the distance between adjacent cells in the row or column direction in the 

matrix. Stimulus strength of -40µA was used for all the simulations to stimulated the cell 

at location 1. The DI were controlled in a predetermined manner just as in simulations 

with single cell. The details of the sequences will be described in the results section.  

 

Model for Entrainment of VF 
We used a Luo-Rudy [Luo 91] model of the ventricular action potential to perform 

simulations for entrainment part of our study. This model includes the following currents 

to compute the action potential: 

 INa, Fast sodium current,  
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IK, time-dependent potassium current,  

IK1t, time-independent potassium current,  

Isi, Slow-inward current 

The model also updates the intracellular concentration, Cai. As evident, the LR model of 

the cell is less detailed than the LRd model used in the restitution study. For the 

entrainment study we preferred the LR model to the LRd model because of the 

simplicity of the LR model. Our attempt in this study was to quantify entrainment and 

therefore the LR model of action potential was sufficient for the study.  

Spatial arrangement of the stimulators 
The schematic in Figure 5a shows a typical arrangement of stimulators in a 

400x400 matrix of cells representing a small piece of tissue of the myocardium. On an 

average, the length of a myocardial cell is 0.025cm therefore the matrix represents a 

tissue size of 10cm x 10cm. The solid lines represent schematically, the wire stimulators 

that were used. The stimulators were 5 cell units high and 320 cell units long. With this 

arrangement of the stimulators, rows 1 (bottom) through 8 (top) of the stimulators were 

stimulated in a manner such that a wavefront propagated from bottom to top in the 

matrix of cells. Each row was spaced from the neighboring row by a length of 32 cells, 

which is equivalent to 32x0.025 cm=8 mm. We recorded the transmembrane voltages 

from 18 locations, indicated by red circles in Figure 5. We used the recordings from 

these locations to quantify entrainment.  

After we performed simulations with the arrangement shown in the schematic of 

Figure 5a, we realized that the entrainment was better in the middle of the matrix as 

compared to the edges, so we performed simulations with a larger matrix of size 

400x800 cells (Figure 5b). In simulations using larger matrix we recorded changes in 

transmembrane voltages from 240 locations, which covered almost the entire matrix of 

400x800 cells. The recording electrodes were arranged in 16 rows by 15 columns 

format. The rows were named ‘A’ through ‘P’ and the columns were numbered 1 

through 15. The electrode in 3rd row and 7th column was thus, ‘C7’. We assessed 

changes from these locations during stimulation to quantify the area that was entrained. 

Quantifying cycle length changes over time was the easiest way to determine 

entrainment. The rate at which each stimulator was turned on determined the target 
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cycle length, hence, in any cell not directly stimulated by the stimulator, if the cycle 

length equaled to the target cycle length we concluded that the cell was entrained. After 

the simulation was complete, the cycle length was computed by identifying the phase 0 

of the action potentials and computing the difference between the two times at which 

consequent phase 0’s occurred. Time instance for Phase 0 was determined as the time-

instance when the voltage was greater than –80mv and the rate of change of voltage 

was greater than 20 mv/ms. Once phase 0 instance was identified, no further detection 

of phase 0 was allowed for another 10 ms.  

 

       (a)       (b)   

Figure 5. Schematic of the spatial arrangement of the stimulators.  
The black lines represent the stimulating wire electrodes. The red circles represent the 
recording electrode locations. In (a) there were 18 recording electrode. Whereas in (b) 
there were 16x15=240 recording electrodes. The transmembrane voltages from these 
locations were stored for the entire length of simulation and then used to determine 
entrainment 
 
Stimulation process 

During simulation, VF was established by an S1-S2 protocol [Starmer 95]. An S1 

stimulus consisted of stimulating 20 rows of cells (in all columns) along the lower edge 

of the matrix. This established a planar wavefront that traveled from bottom to top. 

When the wavefront traveled about half the matrix (200 rows), a second stimulus S2, 

perpendicular to the first one was initiated. An S2 stimulus was initiated along the left 

side of the matrix of cells and was 300 cells wide. S2 was made much wider than S1 so 

that the core of the rotor that is established, is approximately at the center of the matrix. 

Within the first 1000 ms of the simulation, VF establishes as the reentrant wavefronts 

4
0
0 

400 800 
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undergo functional block and multiply. Ventricular fibrillation was allowed to continue in 

the matrix for 3000 ms. For the remainder of the text, this time instance will be referred 

to as 0 ms since all the simulations for quantifying entrainment were started from the 

initial conditions at 3000 ms. Continuous boundary conditions were used on the left and 

right side of the matrix (so that the left and right side of the matrix were connected). No-

flux boundary conditions were set at the top and bottom edge of the matrix. 

The first simulations we performed were with line stimulators as shown in the 

schematic in Figure 5(a) and 5(b). As described earlier, the black lines are the line 

stimulators 5 cells along row direction and 325 cells along the column direction. The 

boundary conditions used were continuous along the left and right side of the matrix and 

no flux on the to and bottom edge of the matrix. These conditions were chosen to allow 

the entry of native VF wavefronts from the left and right side of the matrix but not from 

the top or bottom edge of the matrix. The circles in the figure represent one cell from 

where the transmembrane voltage was recorded during simulations. In Figure 5a, the 

bottom row of recording electrodes were e11 through e16, left to right. The middle row 

of electrodes were numbered e21 through e26, left to right and the top row of electrodes 

are e31 through e36, left to right.  

 

Determination of delay between adjacent stimulators 
This parameter is dependent on the conduction velocity determined earlier and 

the spacing between the adjacent stimulator rows. For the simulations with the 400x400 

matrix, we chose a spacing of 32 cells between centers of the adjacent stimulator rows. 

In the row direction, the stimulators were spread over 325 cells (out of 400 cells) so that 

they covered about 81% of the length along the rows. Using the conduction velocity 

estimate determined above (0.643 m/s) for gNa=23.0, the delay between stimulators was 

set to 10.8 ms. The initial conditions for each simulation were the values of the 

parameters at 3000 ms of VF. That is, all simulations were started from the initial 

conditions that existed when a stable VF was established at 3000 ms, therefore, in 

subsequent results this time instance will be referred to as 0 ms. We used a stimulating 

current of -400µA which is about 40 times the diastolic threshold for the value of sodium 

conductance used in our models, yet, much smaller than the current delivered during 
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defibrillation. Stimulator 1 was for turned on at 0 ms and the pulse width was 0.6 ms. 

The pulse width was same for all the stimulators. After a delay of 10.8 ms, line 

stimulator 2 (row 2) was turned on and so on.  For the next activation sequence, 

stimulator 1 was again turned on after an interval equal to the cycle length. To study the 

performance of this approach, we scanned various cycle lengths as described below.  

Under the arrangement of Figure 5(a) we performed multiple simulations to 

entrain VF. One simulation was performed for 2000 ms where stimulation is not used so 

that VF continues for the 2000 ms and is termed as ‘native VF’. We used time-

coherence computed from two electrodes in the direction of intended wavefront travel, 

as a parameter to determine if the desired capture had occurred during stimulation. The 

time-coherence during stimulation was compared with time-coherence during native VF. 

The time-coherence algorithm is explained below.  

 

Estimation of time-coherence 
Given two signals x(t) and y(t), we can model x(t)  as a output of y(t) passed 

through a transfer function hyx(t).  

 

x(t) = y(t)*hyx(t) + nx(t) 

 

where nx(t) is the error between the predicted and true value of x(t).  

 

Using a discrete time index k, the above equation can be written as: 

 

x(k) = Hyx
T(k)Y(k) + nx(k) 

 

At each time step, k, the transfer function is updated by minimizing the squared error 

between the estimated x(k), which is denoted by xest(k), and the true value of x(k). In the 

above equation Hyx
T(k) represents the transfer function in the discrete time-domain. The 

LMS algorithm introduced by Widrow [Widrow 85] is used to minimize the error. 
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The updated transfer function is given by 

Hyx(k+1) = Hyx(k) + µxnx(k)Y(k) 

 

The factor µx governs the rate at which the adaptation takes place. The difference 

between the predicted and the true value of y is estimated as, 

nx(k) = Hyx(k)Y(k) - x(k) 

 

The square of the error is given by: 

e2 = (xest(k) – x(k))2 = (Hyx(k)Y(k) – x(k))2. 

The squared error is minimized at each step of the iteration using the LMS algorithm by 

Widrow. This minimization gives the adaptation rule: 

 

Hyx(k+1) = Hyx(k) + µx( Hyx(k)Y(k) - x(k))Y(k) 

 

where µx is the adaptation constant. 

Similarly, series y(k) is modeled as a sum of linear operation on x(k) plus the error ny(k) 

to obtain the adaptation rule, 

 

Hxy(k+1) = Hxy(k) + µy( Hxy(k)X(k) - y(k))X(k) 

 

Thus at each time instance, an estimate of the coherence between the series x and y is 

obtained by taking the product of Hxy(f) and Hyx(f) which is the frequency domain 

representation of the filters hxy(k) and hyx(k), respectively.  

Cxy(k,f) = Hxy(f) Hyx(f) 

At each index of k, the filters and hence the coherence estimate is updated.  

The coherence between two electrodes, selected such that the line joining them is 

perpendicular to the direction of travel of the wavefront, is integrated within a small 

window (approximately 2 Hz wide) about the pacing cycle length for the stimulation 

trials. We averaged coherence from twelve pairs of electrodes. This coherence is 

compared with the coherence computed between the same two electrode sets (as used 

before) during native VF.  
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Chapter Four: Results 
 
Assessment of Changes in Dominant Frequency 
Validation of time-frequency method  

We used a technique based on time-frequency analysis to determine changes in 

dominant frequencies over 30 sec of VF. In order to validate our analysis technique, we 

compared dominant frequencies estimated using time frequency analysis with those 

obtained from the more widely used technique of using differentiated electrograms. The 

electrogram in Figure 6(a) was differentiated using a 5-point [Cabo 90] derivative 

computed as:  

t
yyyym kkkk

k ∆
++−−

= ++−−

10
22 2112   

where, k  is the time instant, iy is the digitized sample, and t∆  is the sampling interval. 

The differentiated signal is shown in Figure 6(b). Using threshold criteria of –0.5mv/ms 

[KenKnight 95] activation times were marked at the time instances at which the rate of 

change of voltage (dv/dt) for the electrogram exceeded the threshold. To construct the 

activation interval time series, activation interval was held constant between the two 

consecutive activation times used to compute the activation interval. The change in 

activation interval with time is shown in Figure 6(c). The reciprocal of activation interval 

is dominant frequency. The change in dominant frequencies with time computed from 

the activation intervals is shown in Figure 6(d) as a solid line. The figure shows that the 

dominant frequencies computed using the two methods were similar (r2=0.8).  
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Figure 6. Comparison of dominant frequency computation using SPWD and activation 
intervals.  

(a). Typical Electrogram. (b). Differentiated electrogram. (c). Activation intervals vs. time 
computed from differentiated electrogram. (d). Dominant frequency computed from the 
activation intervals. The broken curve indicates the dominant frequency computed from 
the electrogram using the Smoothed Pseudo Wigner Distribution. The solid curve 
represents the dominant frequency computed from the activation intervals in Figure 
6(c).  
 

Mean, minimum and maximum dominant frequency 
Using our new technique we determined the average mean, maximum and 

minimum frequencies recorded in each animal. The dominant frequency was 

determined every 40 ms for 30 sec of VF in every electrode that recorded an 

electrogram free from excessive noise and artifacts due to poor epicardial contact. For 

each electrogram, we determined the minimum, mean and the maximum frequencies 

that were recorded during 30 sec of VF i.e. the minimum, mean and maximum of the 

750 estimates of the frequency. The minimum frequencies across all the electrodes in a 

trial were averaged to give an estimate of the minimum frequency recorded for that trial. 

The minimum frequencies corresponding to each trial in an animal were averaged to 

form the average minimum frequency in each animal. Similarly, we computed the 

average maximum frequencies for all animals. Within a trial, the dominant frequencies 

at each 40 ms time step during the 30 seconds of VF, across all the electrodes were 

averaged. In this way, we obtained how the dominant frequency, averaged spatially, 

changed over 30 seconds of VF of a trial. The mean of this change in dominant 

frequency over 30 sec was used as an estimate of the average dominant frequency for 

a trial. Figure 7 shows the mean dominant frequency for each animal. The average 

minimum and maximum frequencies recorded in each animal are shown as error bars.  



 

 32 

 
Figure 7. Mean dominant frequency. 
The mean dominant frequency recorded in each swine is shown by vertical bars. The 
error bars indicate the average minimum and maximum frequencies recorded in each 
animal.  
 

Spatial variation 
Standard deviation among dominant frequencies recorded from different 

electrodes at any time step indicates the degree of variation in activation intervals 

spatially, i.e. over the ventricular epicardium. To investigate if the spatial variation 

changed with duration of VF, we compared the spatial standard deviations in dominant 

frequencies during early part of VF with that during the late part of VF. During the first 

five seconds of VF, at every time step, we computed the standard deviation of dominant 

frequencies across all electrodes in a trial and averaged the values of standard 

deviations obtained for all the trials to get an estimate of spatial standard deviation 

during early VF for that trial. Similarly, for the last 5 seconds of VF, we computed the 

standard deviation for each trial. The spatial standard deviations during early VF for all 

trials within an animal were averaged to form the spatial standard deviation during early 

VF for each animal, and the spatial standard deviations during late VF for all the trials 

within an animal were averaged to form the spatial standard deviation during late VF for 

each animal. Figure 8 shows the spatial standard deviation during early VF (hollow 

bars) and late VF (filled bars) for all the six animals. Over all the trials, the average 

spatial standard deviation during early VF (1.08Hz) was significantly higher (p<0.05) 

than the average spatial deviation during late VF (0.8Hz).  
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Figure 8. Comparison of spatial standard deviation during early and late VF.  
The hollow bars show the average spatial standard deviation during early VF for each 
animal. The filled bars show the average spatial standard deviation during late VF for 
each animal. On an average, across all the trials, the spatial standard deviation during 
early VF (1.08Hz) was significantly higher (p<0.05) than that during late VF (0.8Hz).  
 
Temporal variation 

The temporal standard deviation in dominant frequencies would indicate the 

degree to which the dominant frequencies change over time. (Earlier we have quantified 

this information as the mean, minimum and maximum frequency; here we compare the 

standard deviation.) For every electrode, the standard deviation from successive 

estimates of dominant frequencies during the 5 seconds of early VF was computed. The 

temporal standard deviation thus computed was averaged across all electrodes in a trial 

and this average was used as the estimate of temporal standard deviation during early 

VF for that trial. Similarly, we computed the temporal standard deviation during late VF. 

On an average, over all the trails, the temporal standard deviation during early VF (1.22 

Hz) was significantly higher (p<0.05) than the standard deviation during the late VF 

(0.97 Hz). The hollow bars in Figure 9 show the average temporal standard deviation 

during early VF for each animal, whereas the filled bars indicate the average temporal 

standard deviation during late VF in each animal.  
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Figure 9. Comparison of temporal standard deviation during early and late VF. 
The hollow bars indicate the average temporal standard deviation during early VF, 
whereas the filled bars indicate the average temporal standard deviation during late VF. 
The temporal standard deviation during early VF in each animal was higher (p<0.05) 
than that during late VF in each of the six animals. 
 
 
Distribution of dominant frequencies 

Since dominant frequency has been shown to be an indicator of the refractory 

period of the tissue, distribution of dominant frequencies would be an indicator of the 

distribution of the refractory period. We quantified the distribution of the dominant 

frequencies during early and late VF for three cases: (a) entire ventricles, (b) over the 

apex, and (c) over the base of the ventricles. The electrodes on the heart were grouped 

into four regions: right apex, right base, left apex and left base. The procedure used to 

compute the distribution is explained using the group of electrodes on the right apex as 

an example. For a trial, the histograms of the dominant frequencies was computed for 

each of the electrodes within the right apex and averaged to form the histograms of 

dominant frequencies for the trial. Having obtained the frequency histograms for each 

individual trials, the distributions were averaged to obtain the distribution of dominant 

frequencies for the right apex. The histograms were computed during both, early and 

late VF for the right apex. Similarly, the histograms were also computed for the right 

base, left apex, and the left base. Figure 10 shows the average distribution of dominant 

frequencies during early VF (dark line) and late VF (broken line) for the four regions as 

well as the entire ventricle. The average represents the average across all the good 
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trials. The histogram of dominant frequencies was symmetrical about the mean value 

during both, the early and late VF.  Also, note that the means during late VF were 

significantly higher (p<0.05) than the means during early VF.   

 
Figure 10. Probability distribution of dominant frequencies. 
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The solid curve is the distribution of dominant frequencies during early VF and the 
broken curve is the distribution of dominant frequencies during late VF for (a) right apex, 
(b) right base, (c) left apex, and (d) left base. Each curve represents an average across 
all the good trials.  
 

Temporal changes in mean dominant frequency 
  One of the objectives of this study was to determine if the dominant frequencies 

recorded in the electrograms showed an increase that we have reported earlier in ECGs 

recorded in canines [Patwardhan 00]. In the previous study we observed that the 

dominant frequencies increased during 30 seconds of VF. Within a trial, the average 

dominant frequency over 5 seconds of early VF (temporal averaging) was computed for 

each electrogram and these values were averaged across all the electrodes (spatial 

averaging). This procedure resulted in an estimate of average dominant frequency 

during early VF for the trial. Similarly, we determined the average dominant frequency 

during late VF for a trial. The hollow bars in Figure 11 show the average dominant 

frequencies during the first five seconds of VF and the filled bars show the average 

dominant frequencies during late VF. We found that dominant frequency during late VF 

(7.72 Hz) was significantly higher (p<0.01) than the dominant frequency during early VF 

(7.15 Hz).  Figure 12 shows a typical change in dominant frequency for an electrogram 

during 30 seconds of VF. The example shows how the dominant frequencies show a 

local (in time) variation in dominant frequencies and an increase on an average with 

time.  

 
Figure 11. Average dominant frequencies during early and later VF. 
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The hollow bars indicate the average dominant frequency during early VF i.e. the first 5 
seconds of VF, whereas the filled bars indicate the average dominant frequency during 
the last 5 seconds of VF (late VF).  The DF during last 5 sec of VF was significantly 
higher (p<0.05) than the VF during the first 5 sec of VF.  
 

 
Figure 12. Typical change in dominant frequency recorded in an electrogram during 30 

seconds of VF.  
 

Earlier in this section, we demonstrated how our new method based on SPWD was 

able to detect changes in the dominant frequency on a beat-by-beat basis (Figure 6). In 

order to validate results obtained using our new method further, we selected three trials 

at random and compared the dominant frequencies during early and late VF using the 

new method with those computed using activation intervals obtained by differentiating 

electrograms. The activations were marked for 5 sec in an electrogram. The activation 

intervals calculated from these marked activations were averaged to form the mean 

activation interval. All mean activation intervals, corresponding to each electrode were 

averaged to form the average activation interval for the trial. The inverse of the mean 

activation interval is the mean dominant frequency computed using the activation 

intervals. The mean dominant frequency using the new method was computed as 

described in the previous paragraph. Table 1 shows that the mean dominant 

frequencies computed using the two methods were similar. Within each trial, we 

compared dominant frequencies estimated using differentiated electrograms between 

early and late VF for statistical significance and found that within a trial, the dominant 

frequencies during late VF were significantly higher than the dominant frequencies 

during early VF.  



 

 38 

 

 

 

Table 1. Comparison of average dominant frequencies during early and late VF using 
the SPWD (Fs) and activation times (Fa).  

trial  Early VF 

(Hz) 

Late VF 

(Hz) 

p-value 

(unpaired) 

t1 Fa 6.75 7.22 p<0.001 

 Fs 6.80 7.20 p<0.001 

t2 Fa 7.83 8.04 p<0.001 

 Fs 7.76 7.99 p<0.001 

t3 Fa 6.50 6.78 p<0.001 

 Fs 6.54 6.68 p<0.001 

 
To determine the variation in dominant frequencies within a region of the heart, 

we compared the dominant frequencies and standard deviations during early and late 

VF for the four regions of the heart divided as Right and Left, Apex and Base. Table 2 

below shows that the increase in dominant frequency and the decrease in spatial and 

temporal standard deviation in each region was similar to that of the entire heart.  

Table 2. Comparison of average dominant frequencies, spatial and temporal standard 
deviations during early and late VF. 

 Early VF Late VF Early VF Late VF Early VF Late VF 

 Dominant Frequency 

(Hz) 

spatial std  

(Hz) 

temporal std  

(Hz) 

6.87 6.99 0.88 0.75 0.9 0.72 Left  

Apex p<0.02 p<0.001 p<0.001 

6.84 6.96 0.92 0.82 0.87 0.72 Left  

Base p<0.02 p<0.001 p<0.001 

6.71 6.80 0.87 0.82 0.87 0.78 Right 

Apex p<0.05 p<0.01 p<0.001 

6.54 6.66 0.84 0.79 0.82 0.77 Right 

Base p<0.05 p<0.01 p<0.001 
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In order to determine the differences in dominant frequencies between any two 

adjacent electrodes, we selected two adjacent electrodes within a randomly selected 

region of the heart. For each trial, the difference in dominant frequencies over 30 

seconds was computed and the difference was averaged to form one value of averaged 

difference per trial. Figure 13 shows a comparison of the averaged differences across 

all the trials in each of the six pigs. The solid bars are for electrodes in the anterior right 

base region and the filled bars are for electrodes in the posterior right base region. The 

figure shows that in any electrode pair, the average differences in dominant frequencies 

can be quite different from one animal to another. Further, for any two pair of electrodes 

the averaged differences in one pair can be higher or lower than the other with no 

consistent pattern.  

 
    (a)      (b) 
Figure 13. Average differences in frequencies between adjacent electrodes during early 

and late VF. 
(a). The hollow bars correspond to early VF and the filled bars correspond to late VF. 
(b). Typical difference in dominant frequencies between two adjacent electrodes for one 
trial.  
 

We also compared the average instantaneous frequencies with average initial 

frequency computed from the first 5 seconds of VF. Average dominant frequency for the 

first 5 seconds of VF was computed from all the trials. The average dominant frequency 

at each instance in time (i.e. every 40 ms) after 5 seconds was compared with the initial 

frequency for all the trials and a p-value computed at each time instance. Figure 14 

shows how the p-value changes as VF progresses in time. The figure shows that 
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average dominant frequencies were higher than the average initial frequency as early 

as 8 seconds into VF. 

      
Figure 14. p-value vs. time plot for comparison between dominant frequencies.  
The figure shows that the dominant frequencies, as early as 8 sec after VF begins, are 
significantly higher compared to early VF (first 5 seconds of VF).  
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Restitution Measurements During Paced Activations 
Simulation study 

Prior to running the simulations, the LRd cell model was paced for 300 beats at a 

constant DI of 0, 30, 60 and 300 ms. Figure 15 shows how the APD changes on a beat-

by-beat basis during constant DI pacing. Figure 15(a) shows that when the DI was 0 

ms, the APD stabilizes faster than any other DI. Therefore, in every simulation, the cell 

was paced for 250 beats at 0ms DI before subjecting the cell to different sequences of 

DI. Table 3 shows how the average APD changes as the number of beats increase i.e. 

at constant pacing.  

 
Figure 15. Change in APD when an LRd cell is paced initially at constant DI. 
The figure shows how the APD changes when the LRd cell is paced for 300 beats at a 
constant DI of (a) 0 ms, (b) 30 ms, (c) 60 ms, and (d) 300 ms.  
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Table 3. Mean APD changes during first 300 beats in LRd cell at various DI. 

Mean for beats DI=0 ms DI=30 ms DI=60 ms DI=300ms 

1 to 20 81.61782 97.08375 109.3496 150.0747 

70 to 90 71.53571 86.94401 98.84938 136.9771 

150 to 170 73.60147 85.7486 95.69215 128.2824 

250 to 300 74.09605 84.02773 93.15809 118.187 

 
 

The cell was paced with a sinusoidally varying DI such that the DI decreased 

from 60 to 0 ms in 112 beats and then increased again to 60 in another 113 beats as 

shown in Figure 16(a). As the DI was reduced, the APD decreased as evident by solid 

diamonds in Figure 16(b). During the following cycle of DI increase, the APD increased 

again (hollow circles), however, the APD for each corresponding DI was now smaller 

than the APD during decreasing DI, exhibiting hysteresis of the restitution curve. The 

restitution curve was divided into 6 ranges of DI as shown in Table 4 below and the 

slopes of the restitution curves were computed within each section. The maximum slope 

of the restitution curve was 0.95 and occurred within the range of 10-20 ms of DI. The 

maximum slope during the increasing DI also occurred during the same range but was 

smaller (0.73) than that during the increasing DI. 

We also changed the steady state pacing DI to 30 ms instead of 0 ms to 

investigate if the different initial condition would affect the resulting APD. Therefore, 

instead of 250 beats with 0 ms, the cell was paced at 30 ms DI for 250 beats before 

subjecting to the sequence of change of DI. Figure 16(c) shows how the APD changes 

in this case of initial pacing at a constant DI of 30 ms. As in Figure 16(b), hysteresis of 

the restitution curve was still evident. The results were similar to those in Figure 16(b). A 

trace of the simulated transmembrane voltage for about 4 seconds is shown in Figure 

17. The trace shows the situation when the DI decreased and then increased.  
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Figure 16. Restitution curve when DI changes from 0 and 60 ms in 115 beats.  
(a) The graph shows how DI changes for 230 beats between 0 and 60 ms.  Using the 
average cycle length of 130ms gives a total simulation time of 30 sec. In figure (b) and 
(c), the solid squares represent the APDs when the DI is decreased from 60ms to 0ms 
in 113 beats and the hollow circles represent the APDs when the DI is increased from 
0ms to 60ms in 113 beats in (a). In (b), the cell was paced at 0ms for 250 beats before 
subjecting to the sequence shown in (a). In (c), the cell was paced at 30ms DI for 250 
beats before subjecting to the sequence in (a). 
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Table 4. Slopes of restitution curve computed over various ranges of DI. 
Range of DI  Decreasing DI Increasing DI 

0 to 10 ms 0.57 0.43 

10 to 20 ms 0.95 0.73 

20 to 30 ms 0.87 0.55 

30 to 40 ms 0.80 0.43 

40 to 50 ms 0.46 0.71 

50 to 60 ms 0.12 0.52 

 
 

      
Figure 17. Example of a typical transmembrane voltage vs. time recording.  
In this snapshot, the DI decreased for about 2 seconds and then increased for 2 
seconds.  
 

In order to determine if the APD decreased continuously when the cell was 

subjected to several sequences of decreasing and increasing DI, we subjected the cell 

to two cycles of decreasing and increasing DI. The sequence of DI shown in Figure 

16(a) was repeated. Figure 18 shows the restitution curve for this sequence of DIs. For 

each set of DI increase or decrease, a linear regression line was fitted to the restitution 

curve.  The solid line shows the restitution curve during the first decrease in DI. This is 

followed by the broken line with long sections, which correspond to the first increase in 

DI. The broken line with short sections corresponds to the APD when the DI is 

decreasing again. On an average, the restitution curve due to the second DI decrease is 
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between the restitution curve due to 1st DI decrease and increase. These observations 

show that hysteresis is not observed due to continuous shortening of APD due to pacing 

 
Figure 18. Restitution curves due to a sinusoidally varying DI.  
The solid line corresponds to the APD when DI is decreasing. The broken line with long 
sections corresponds to the increase in DI after the initial decrease. The broken line 
with short sections is the APD for DI decrease for the second time. 
 

The frequency of DI change was now increased such that the DI decreased from 

60 ms to 0 ms in about 57 beats and then increases to 60 ms in the next 57 beats as 

shown in Figure 19(a). As before, the restitution curve showed hysteresis (Figure 19(b) 

and Figure 19(c)). The magnitude of hysteresis in this case was smaller than the 

hysteresis in the previous case.  

Figure 20 (a) shows a situation of very rapid change in DI. In this case, the DI 

was changed from 60 ms to 0 ms in about 14 beats and then increased to 60 ms over 

the next 14 beats. As seen in Figure 20(b) and 20(c), the restitution curve also showed 

hysteresis but the magnitude of hysteresis was smaller than the two previous cases.  

 



 

 46 

 
     

Figure 19. Restitution curve when DI changes from 0 to 60ms in about 57 beats. 
In figure (a), the DI changes from 0 to 60ms in about 57 beats. In (b), the cell was paced 
at 0ms for 250 beats before subjecting to the sequence in (a). In (c), the cell was paced 
at 30ms DI for 250 beats before subjecting to the sequence in (a). 
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Figure 20. Restitution curve when DI changes from 0 to 60 ms in 14 beats. 
(a). The DI was changed very rapidly, The DI changed from 60ms to 0ms in only about 
14 beats. In (b), the cell was paced at 0ms for 250 beats before subjecting to the 
sequence in (a). In (c), the cell was paced at 30ms DI for 250 beats before subjecting to 
the sequence in (a). The hysteresis is less apparent in this case as compared to the 
case of slow DI change.  
 

We also stimulated the cell with a sequence of DI that was uniformly distributed 

between 0 and 60ms as shown in Figure 21(a). Figure 21(b) is a plot of the resulting 

restitution curve. It appears from Figure 21(b) that there is not one ‘curve’ but for any DI 

several values of APD are possible depending upon previous activation history. For a 

single LRd cell, we also determined the restitution curve using a slightly modified 

standard protocol. The cell was paced at a constant DI of 300 ms for 21 beats. The 22nd 

pulse was delivered after a variable DI. The variable DI was gradually reduced from 300 

ms down to 0 ms. From 300 ms to 60 ms, the DI was reduced in steps of 20 ms. From 



 

 48 

60ms down to 30 ms, the DI was reduced in steps of 3 ms and from 30 ms to 6 ms the 

DI was reduced in steps of 2 ms. From 6 ms to 0 ms, the DI was reduced in steps of 1 

ms. Figure 22 shows the restitution curve determined using the standard protocol. The 

maximum slope of the restitution was 1.42 and occurred in the range of 0 to 10 ms. The 

slope of the restitution curve determined using the 0 to 20 ms DI was 1.05, still greater 

than 1.  

  
Figure 21. Restitution curve when DI changes randomly. 
(a). Random distribution of DI. (b). The APD resulting from each DI.  The figure shows 
that there does  not appear to be one restitution curve that relates the APD to a value of 
DI. 

 
Figure 22. The restitution curve determined by the standard protocol.  
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Restitution in 2-D matrix of cells 
Similar to the simulations with single cell, the cells in the 2-D matrix were 

stimulated at 0 ms DI for 300 beats and the APD measured on a beat-by-beat basis as 

shown in Figure 23(a). Figure 23(a) shows the changes in the APD measured at Loc1 

(Figure 4), which is a cell that was stimulated. As seen in Figure 23(a), the APD 

stabilizes by about 150 beats. Figure 23(b) shows the APD changes at Loc2 (Figure 4), 

which is a cell located 9.8∆x (where ∆x is the distance between 2 neighboring cells 

which are parallel to the edges of the matrix) from the stimulation site. At this site, DI 

cannot be independently controlled because of the effects of delay due to conduction 

velocity, and therefore, for each beat we measured the DI as well as the APD. At Loc2 

the DI varied between 3 and 5 ms and the APD varied as shown in Figure 23(b). As 

shown Figure 23(a), the APD becomes stable after about 150 beats, however, the value 

of APD is shorter than that at Loc1, although the corresponding DIs at Loc2 are longer. 

This shows that there was less shortening at the stimulus sites as compared to the sites 

that were away from the stimulus sites.  

 
Figure 23. APD changes at constant DI in a 2D LRd matrix at the stimulating cell.  
The figure shows how the APD changes with beat number at constant DI in a 2-
dimentional matrix, (a) when the recording cell is the same as the stimulating cell (a) 
and, (b) the recording cell is far away from the stimulating cell. The cell was stimulated 
while maintaining the DI constant to 0 ms.  
 

We also studied the effect of repeatedly stimulating the matrix of cells at 30 ms. 

As seen in Figure 24(a), the APD stabilizes after more than 250 beats. Thus, with a 

longer DI, the APD takes longer to stabilize. As in the case of 0 ms DI (Figure 23a), the 
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DIs at Loc2 were longer than the DIs at Loc1, however, the APDs at Loc2 were shorter 

than the APDs at Loc1.  

 
Figure 24. APD changes at constant DI in a 2D LRd matrix away from stimulating cell. 
The figure shows how the APD changes with beat number at constant DI in a 2-
dimentional matrix, when the recording cell is the same as the stimulating cell, figure 
(a); and the recording cell is far away from the stimulating cell; figure (b). The cell was 
stimulated while maintaining the DI constant to 30 ms. 
 

Before subjecting the cells to the sequence of DIs, the cells were stimulated at 0 

ms DI for 150 beats. Figure 25(a) show the restitution curve at Loc1 when the DIs were 

increased from 0 to 60 ms in 116 beats (solid squares) and were followed by a DI 

decrease to 0 ms in another 115 beats (hollow circles). Although the cellular model was 

similar, these results were remarkably different than those obtained during single-cell 

stimulation. For DIs between 0 ms and approximately 30 ms, the APDs during 

increasing DI were larger than the APDs for the corresponding decreasing DIs. This is 

in contrast to what is observed when a single isolated cell is stimulated. For DIs greater 

than 30 ms, however, the behavior of the restitution curve is similar to that in the case of 

a single isolated cell, namely, the APD during increasing DI is smaller than the APD 

during the decreasing DI when the DI decrease is followed by a DI increase. Figure 

25(b) shows the restitution curve at Loc2. The shortest APD measured at Loc2 is the 

APD corresponding to (an uncontrolled) shorted DI of about 3 ms and is the shortest 

APD measured at Loc 1 corresponds to a (controlled) shortest DI of 0 ms.  
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Figure 25. Restitution curves in a 2D matrix when the DI was decreased from 0 to 60 

ms in 116 beats. 
Restitution curves when the DI was decreased from 0 to 60 ms in 116 beats (solid 
squares) followed by a decrease in DI from 60 to 0 ms in 115 beats (hollow circles). (a) 
is for the cell at the stimulus location and (b) is for the cell at a remote location.  
 

We also tested our model for a random variation in DI. The DIs were generated 

as random variable between 0 and 60 ms with a uniform distribution of DI similar to the 

one used for single cell. The restitution curve resulting from the stimulation of cells with 

a random DI is shown in Figure 26(a) and (b). For the DIs that are less than 20ms, the 

variation in APDs for the same DIs is very small. As the DI’s increase, the variation in 

APDs for the same DI’s progressively increases. Figure 26 suggests that there may not 

be ‘one’ restitution curve during VF in a connected tissue as seen in a single cell. We 

further increased the frequency with which the DI changed so that the DI changed from 

0 to 70ms in 17 beats (Figure 27) and also varied DI randomly, the results are shown in 

Figure 28. As in the case of Figure 26 there appear to more than one restitution curves.  
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Figure 26. Restitution curves in a 2D matrix when the DI was decreased from 0 to 60 

ms in 60 beats. 
Restitution curves when the DI was decreased from 0 to 60 ms in 60 beats (solid 
squares) followed by a decrease in DI from 60 to 0ms in 60 beats (hollow circles). (a) is 
for the cell at the stimulus location and (b) is for the cell at a remote location. 
 
 

 

 
Figure 27. Restitution curves in a 2D matrix when the DI was decreased from 0 to 60 

ms in 17 beats. 
Restitution curves when the DI was decreased from 0 to 60 ms in 17 beats (solid 
squares) followed by a decrease in DI from 60 to 0ms in 17 beats (hollow circles). (a) is 
for the cell at the stimulus location and (b) is for the cell at a remote location. 
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Figure 28.  Restitution curves in a 2D matrix when the DI was changed randomly. 
Restitution curves when the diastolic interval was varied randomly between 0 and 60 
ms. The restitution at a stimulus location is shown in (a), and the restitution at Loc2 is 
shown in (b).   
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Preliminary results from validation of control of DI procedure 
 

As stated previously we conducted experiments using isolated rat hearts to 

demonstrate that control of DI procedure can be implemented experimentally. We 

recorded stable transmembrane recordings in multiple trials, which ranged in duration 

from a few seconds to ten seconds. Figure 29 shows a small section of stable 

transmembrane recording between 0 and 2 seconds. When recording, the action 

potential amplitude was close to 70mv and the APD was almost 90ms; both values 

being very close to normal values for rat [Clark 93].  

 
Figure 29. Example of a stable transmembrane recording. 
 

We then used our technique to control DI independently. The offset on the amplifier was 

adjusted so that the baseline of the transmembrane voltage was about –70mv. The 

threshold for APD90 was set to –65mv so that the intended DI time for each was started 

as soon as the voltage repolarized to less than –65mv. Figure 30(a) shows a slow 

variation in DI, such that the DI was intended to reduce from 60ms to 10ms in 

approximately 10 beats. The resulting DI (due to the delays because of conduction 

velocity), which we refer to as the physiological DI were computed off-line after the trial 

was recorded. Figure 30(b) shows how the physiological DI (filled squares) compared 

with the intended DI (hollow circles). As seen in the figure, the physiological DI is larger 

than the intended DI. This is due to the delay between the stimulus and the phase-0 of 

the action potential. Contrary to what was expected based on the restitution function, 
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the APD increased during the first 116 beats (Figure 30(c)) although the DI were 

decreasing. Figure 30(d) shows how the delay changes when the intended DI 

increases. At low DIs (10-20ms), the delay is longer than at longer DIs (50-60ms). 

Figure 31 (a) shows another case when the DI was changed sinusoidally. In this case, 

the intended DI was changed from 10 to 48 ms sinusoidally such that there were about 

4 cycles of DI variation in 231 beats. As before, we were able to control the DI 

satisfactorily, except for the delay between the end of stimulus and beginning of phase-

0 of the action potential. As before, the delay is longer when the DI is short and the 

delay is shorter when the DI is long as seen in the Figure 31(b).  

We were able to capture the tissue for times ranging from 5 sec to 25 sec. In 

Figure 32(a) a section of recordings from one of the trials is presented that showed 

relatively longer stable recording. Prior to the stimulation, a stable transmembrane 

recording was obtained for about 11 seconds. The transmembrane voltage during this 

period was about 45 mv in amplitude. This value of action potential amplitude is less 

than that observed in a rat myocytes by us and other investigators and is most likely a 

consequence of lower electrode resistance. Although the absolute value of the voltage 

was somewhat lower, this example illustrates that the technique of controlling the DI 

independently works satisfactorily. Figure 32 (b) shows the zoomed in capture section 

from Figure 32 (a). 
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Figure 30. Intended DI and actual DI in rat experiments. 
(a). Intended DI for about 220 beats. (b). Actual DI, represented by squares, that was 
recorded for 150 beats and intended DI, represented by circles. (c) APD recorded for 
the first 220 beats. (d). Difference between actual DI and intended DI, both plotted in 
(b).   
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Figure 31. Intended and actual DI in rat experiments for fast change in DI. 
(a). The curve with filled squares indicates the actual DI and the curve with hollow 
circles represents the intended DI. (b). The difference between the actual and intended 
DI on a beat-by-beat basis. 
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Figure 32. Capture during a trial in rat experiment. 
(a). A section of recording showing a trial that illustrates capture by pacing stimuli. (b). 
Zoomed in display of the last 1-second of the signal in (a).  
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Entrainment of VF 
Determination of parameters that affect entrainment 

In order to perform the entrainment simulations we quantified several parameters 

viz. conduction velocity, diastolic threshold, shortest cycle length during VF without 

stimulation, and the mean cycle length. Estimates of conduction velocity and diastolic 

thresholds were determined in small size of matrices (without VF). Our assumption is 

that the conduction velocity and diastolic threshold values determined under non-VF 

conditions will be valid for the tissue when VF is simulated. In real VF this is not 

necessarily the case, but determining conduction velocity and diastolic threshold during 

VF is a difficult task.   

Conduction velocity 
Conduction velocity was determined by initiating a planar wavefront in a 50x50 

matrix of cells. A patch of 10x50 cells was stimulated so that the wavefront propagated 

from one end of the matrix to the other. Transmembrane voltages were stored at two 

cells separated by 25 cells (25*0.025cm=0.625cm) in the direction of travel. The 

conduction velocities were estimated for various values of gNa because of its dominant 

effect of rate of change of voltage during the Phase 0 of the action potential. This rate of 

change of voltage primarily determines the conduction velocity. The estimate of 

conduction velocity corresponding to gNa=23.0 will be used to determine the delay 

between the adjacent stimulators.  

Table 5. Dependence of conduction velocity on Na+ conductance. 
gNa CV (m/s) 

18.0 0.570 

19.0 0.620 

20.0 0.628 

21.0 0.636 

23.0 0.643 
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Diastolic threshold for pacing stimulus strengths 
We estimated the diastolic threshold for simulated tissue for various sized of stimuli. For 

all simulations, the matrix size was 50x50 cells and the membrane parameters for the 

LR cell were as shown in Table 6.  

Table 6. Summary of parameters used in the LR model. 
LR cell parameter Value 
C (Capacitance) 1.0µF 

gNa (Sodium Conductance) 23.0 

gK (Potassium Conductance) 0.705 

gCa (Calcium  Conductance) 0.07 

Ko (Extracellular Potassium) 5.4 

Ki (Intracellular Potassium) 145.0 

Na0 (Extracellular Sodium) 140.0 

Nai (Intracellular Potassium) 18.0 

∆x=∆y 0.025 

Dx=Dy (Diffusion constant) 0.001 

 

For a small area of 2x2(=4 cells) in the middle of the 50x50 matrix, we were able to 

initiate a ring wavefront when all the cells in the area were stimulated with at least 

 -60µA/cm2. As the stimulus area was increased to 4x4 cells, the minimum current 

needed to induce a wavefront reduced to -25µA/cm2. In the simulations that we 

performed, the stimulus strength was determined by two parameters; area of the cells 

stimulated and the intensity of current injected into the cells due to the stimulus. These 

diastolic thresholds were, therefore, used to determine stimulus intensities.  

In majority of simulations performed in this part of our study we used stimulators, which 

were 5 cells (1.25% of the tissue width) wide in the row direction of the 400x400 matrix 

or the 400x800 matrix. The length along the column direction was 300 cells for the 

400x400 matrix and 680 cells for the 400x800 matrix. We also measured the diastolic 

threshold when the length along the column direction of stimulated tissue was increased 

from 5 to 40 cells. These 5x40 cells simulated a line-stimulating electrode, which was 

used primarily in our entrainment simulations. Table 7 summarizes the results from 
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estimation of diastolic threshold simulations. The table shows the area of the tissue that 

was stimulated and the minimum current needed to initiate a wavefront from that 

stimulus.  

Table 7. Diastolic threshold values for various areas of LR cell matrix.  
Current (µA/cm2)  

Wavefront Generated 

 

Area  (No) (Yes)  Wavefront type 
2x2  -55 -60  Ring 

4x4 -20 -25 Ring 

5x5 -18 -19 Ring 

5x40 -10 -11 Planar 

 
Initiation and Establishment of VF in the 400x400 Matrix of Cells 

For all the entrainment simulations, we used either a 400x400 or a 400x800 

matrix of cells. The first step in our simulations was establishing VF in the matrix by 

using cross S1-S2 stimulation. In a 400x400 matrix, an S1 stimulus was delivered to an 

area of 5x400 cells along the lower edge of the matrix. This stimulation resulted in a 

planar wavefront traveling from bottom to top. After 250 ms when the cells in the matrix 

had partially recovered, an S2 stimulus, which was delivered to an area of 400x5 cells 

(perpendicular to S1).  The interaction of wavefronts produced by S1-S2 stimuli resulted 

in a reentrant wavefront in about 500 ms. When simulation was continued further, in 

about 300 ms, the single reentrant wavefront broke-up into several small wavefronts, 

thus simulating VF. Continuation of simulation for several seconds beyond this time 

showed that the reentrant activity simulating VF remained stable.  

 

Determination of shortest APD that is possible in VF 
In order for us to determine the range of cycle lengths with which each stimulator 

(row) needs to be paced, we determined the shortest APD that is observed during non-

stimulated VF. Transmembrane voltages were recorded during 2 seconds of simulated 

VF from 18 electrodes located as described in Figure 5. Using these transmembrane 

potentials, the APD and DI were determined during VF from which the probability 

distribution was obtained. The probability distribution curves, estimated by using 
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normalized smoothed histograms showed that the mean CL was about 100 ms and that 

the CL were distributed somewhat evenly about the mean value although some 

skewness toward longer CL was observed. These results also show that using 50 ms as 

an estimate of shortest possible cycle length was reasonable. To optimize the capture 

we performed simulations at various pacing cycle lengths greater than 50ms up to the 

mean cycle length of about 100 ms. The distribution of DI in Figure 33(b) shows the 

highly asymmetrical distribution with the maximum probability at about 5 ms.  

 
Figure 33. Probability distribution curve for cycle length and diastolic intervals. 
(a) Probability distribution of cycle length during 2 seconds of VF. (b) Probability 
distribution of diastolic intervals during 2 seconds of VF.  
 

Simulation with different cycle lengths 
With the spatial arrangement of stimulators described above, we performed 

stimulation simulations for 2 sec of VF. For the first 500 ms, the cycle length was a 

constant 55 ms and for the next 1500 ms, the cycle length was 65 ms. We define the 

latter cycle length as the target cycle length.  In different simulations, the target cycle 

length was changed to 70 ms, 75 ms, 80 ms, 85 ms and 90 ms. The results for variation 

in cycle lengths that resulted during simulation when the pacing target cycle length was 

65ms are shown in Figure 34. These cycle lengths were determined from the 18 

recording electrodes described in Figure 5(a). Figure 34 shows broken line for both the 

55 ms and the 65 ms (target) cycle length. The cycle lengths that resulted during 

stimulation are indicated by hollow circles. This figure shows that for target cycle length 

of 65 ms only two electrodes (e13, e14 in Figure 34(b)) out of the 18 recording 
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electrodes show capture for time between 4000 and 4500 ms and by changing the 

target cycle length, it was our goal to maximize the number of electrodes that show 

capture simultaneously. For example, consider the first electrode e11. The last two 

cycle lengths, just prior to 5000 ms mark are very close to the target cycle length 

indicating that capture had taken place. Other electrodes that show capture at the same 

time instant are e22, e24, and e31. No other electrodes show capture at this time 

instant indicating that spatio-temporal stimulation was not able to modify the activation 

patterns during VF.  What we learn from this simulation is: at several sites such as e13, 

e14, e16, e23, e24, e33, e35 and e36, the CL recorded is almost twice that of the target 

cycle length indicating that alternate stimuli were blocked and did not generate an action 

potential. This prompted us to increase the target cycle length. Increasing the target 

cycle length by large quantities would not be helpful because a very long target cycle 

lengths would allow for captured areas to repolarize and hence allow for the native VF 

activations to invade again.  

We show here the results when the target cycle length was 85 ms. This 

simulation shows us the best overall capture of all the different cycle lengths. One of the 

remarkable improvements by increasing the target cycle length is evident in electrode 

e15 of Figure 35(c). In the simulation with CL 65ms, between time 3500 and 4500ms, 

electrode e15 shows CLs which are about 130ms which are twice of the target cycle 

length (Figure 34(c)). Whereas, in the simulation with CL 85ms, between time 3500 and 

4500ms, electrode e15 shows CLs which are almost equal to the target cycle length 

indicating that the site was captured for almost 1000 ms (Figure 35(c)). A side-by-side 

comparison of the plots in Figure 34(c) and Figure 35(c) is shown in Figure 37. A similar 

observation is seen in electrodes e16, e31 and e32 in Figure 34 and 35. As we increase 

the target cycle length to 95ms (Figure 36), the incidence of capture decreases. Later 

on, we will show that when the matrix size in increased, the stimulation at 95 ms gives 

better entrainment than the stimulation at 85ms.  

 



 

 64 

 
Figure 34a. Cycle lengths for 1st, 6 of 18 electrodes during 65ms target cycle length. 
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Figure 34b. Cycle lengths for 2nd, 6 of 18 electrodes during 65ms target cycle length. 
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Figure 34c. Cycle lengths for 3rd, 6 of 18 electrodes during 65ms target cycle length. 
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Figure 35a. Cycle lengths for 1st, 6 of 18 electrodes during 85ms target cycle length. 
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Figure 35b. Cycle lengths for 2nd, 6 of 18 electrodes during 85ms target cycle length. 
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Figure 35c. Cycle lengths for 3rd, 6 of 18 electrodes during 85ms target cycle length. 
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Figure 36a. Cycle lengths for 1st, 6 of 18 electrodes during 95ms target cycle length. 
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Figure 36b. Cycle lengths for 2nd, 6 of 18 electrodes during 95ms target cycle length. 
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Figure 36c. Cycle lengths for 3rd,  6 of 18 electrodes during 95ms target cycle length. 
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Figure 37. Comparison of actual cycle lengths in one electrode when the target cycle 

length was 65 ms and 85ms. 
Actual measured cycle length at the electrode e15 when the target cycle length was (a). 
65ms an when the target cycle length was (b) 85 ms. The CL in (b) between 3500 and 
4500 ms was much closer to the target cycle length in (a).  
 

We have included three movies (AVI files) for 1000 ms of VF simulation. Movie 1 

is 1000ms of simulated VF without any stimulation. Movie 2 is 1000 ms of simulated VF 

with 65 ms target cycle length and Movie 3 is 1000 ms of simulated VF with 85 ms 

target cycle length. White areas in the movie show the depolarized wavefront and black 

areas in the movie show the repolarized tissue. For the sake of optimizing display 

performance, the matrix displayed is 200x200 cells; representing every other cell in the 

original 400x400 matrix. We stored transmembrane voltages from each cell in the matrix 

every 10 ms. Therefore, for 1000 ms of simulation we have 101 frames. The movie files 

will display at the rate of 2 frames per second, therefore the total display time for each 

movie will be 50.5 seconds of real time. As stated before, this display time represents 

one second simulated VF. The movie shows that the target cycle length of 65 ms was 

faster than optimal because the stimuli can be seen to occur before the tissue has had a 

chance to repolarize from activations due to the earlier stimuli. This incomplete recovery 

resulted in a block and is evident in the movie at 8 sec time instant (Time instances can 

be seen when playing the movie using the Windows Media Player). Based on these 

results, we increased the target cycle length in steps of 5 ms and performed more 

simulations. Movie 3, which is the simulation when the target cycle length is 85 ms, 

shows that for this target cycle length entrainment was better in the inner areas of the 

matrix as compared to the outer (left and right) edges of the matrix. Therefore, we 
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increased the matrix size to 400x800 cells so that we now had 800 columns of cell with 

400 rows in each row.  

Movie 1 

Simulated VF without stimulation. 

Movie 2 

Simulated VF with stimulation at target cycle length=65ms.   

Movie 3 

Simulated VF with stimulation at target cycle length=85ms.  

 
       
Determining optimal parameters for entrainment 
 

We quantified entrainment by the method described as follows. Using the 

schematic in Figure 5(b) where we used a 400x800 cell matrix, we recorded the change 

in transmembrane voltage with time at 240 locations for 2000 ms of simulation. From 

the transmembrane recordings, cycle lengths were determined for 2000 ms at each of 

the electrodes. In order to quantify capture, we counted the number of times the CL was 

target cycle length ±10% during the last 500 ms. The following color code indicates the 

number of cycle lengths which were target cycle length ± 10% ms during the 500 ms 

time-period: 

Black-0 (Minimum) 

Blue-1 

Green-2 

Yellow-3 

Orange-4 

Red-5 (Maximum) 

Within the 500 ms, all the locations which allowed at least three cycles of capture 

(yellow) were counted and divided by total number of locations.   

 

Effects of Varying the Cycle Length on Entrainment 
Using the schematic in Figure 5(b), we recorded transmembrane voltages when 

the VF continued in the matrix without stimulation. Figure 38 shows the area captured 

http://lib.uky.edu/ETD/ukybien2002d00035/Movie1.avi
http://lib.uky.edu/ETD/ukybien2002d00035/Movie2.avi
http://lib.uky.edu/ETD/ukybien2002d00035/Movie3.avi
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during VF without stimulation. Black regions indicate that there were 0 cycle lengths 

which were 95±10 ms during the 500 ms period. During VF without stimulation, only 2 

locations out of the 240 locations showed capture (0.8%).   

   
Figure 38. Area captured during VF with no stimulation.  
 

    
  (a)     (b) 

Figure 39. Area captured during stimulation at target cycle length of 80 and 85ms.  
(a) The target cycle length of 80 ms resulted in 43.75% area of capture. (b) The target 
cycle length of 85ms resulted in 50.8% area of capture.  

       
Figure 40. Area captured during stimulation at target cycle length of 90 and 95ms..  
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(a) The target cycle length was 90 ms and the area captured was 46%. (b) The target 
cycle length was 95 ms and the area captured was 54%. 
 

Effect of varying distance between the stimulators on entrainment 
Another parameter of critical importance that can be varied is the distance 

between the adjacent stimulators. The distance between the stimulators is determined 

by how much area is each stimulator able to capture.  

 

    
Figure 41. Area captured during stimulation when the separation was 32 and 36 cells.  
The separation between the stimulator rows was 32 cells in (a) and 36 cells in (b). For 
both the cases, the cycle length was constant at 95 ms.  
 

   
Figure 42. Area captured during stimulation when the separation was 40 and 44 cells.  
The separation between the stimulator rows was 40 cells in (a). Note that this is the 
same simulation as in Figure 40(b). The separation between the stimulator rows was 44 
cell in (b).  
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Quantifying capture by coherence  
If the entrainment attempt were to be made  to time delivery of defibrillation 

shock, for example, it would be necessary to determine in real-time whether 

entrainment has occurred so that pacing can be stopped and a defibrillation shock 

delivered. We propose to use time-coherence in order to determine that entrainment 

has occurred. In Figure 43a, we have shown plots of transmembrane voltage with time, 

during VF without stimulation, at two locations. The plot in black is the transmembrane 

voltage at one location and the plot in blue shows the transmembrane voltage at the 

other location. The two locations are such that the line joining them is perpendicular to 

the stimulator rows. In this particular case, the recording locations were separated by 80 

cells i.e. 2.24 cm. Time coherence was computed every 40 ms from the two signals and 

was integrated between the frequencies 11.5Hz and 12.0Hz. These two frequencies 

limits were chosen because the target cycle length of 85ms corresponds to 11.7 Hz. 

The coherence is plotted in blue in Figure 43c. Figure 43b shows the plots of 

transmembrane voltage with time, during VF with stimulation at the same two locations. 

Time coherence computed between the two signals and integrated between the same 

two limits mentioned above is shown in red in Figure 43c. The figure shows that time-

coherence is considerably higher during stimulation as compared to that during VF, 

further supporting the hypothesis that entrainment was possible during stimulation at the 

85 ms cycle length. In Figure 43b the black trace lags the red trace. This is due to the 

time delay occurring for the wavefront to reach from the first electrode to the second 

electrode. The 1:1 correspondence between the two signals in Figure 43b (during 

stimulation) is apparent. This is expected since we see entrainment.   
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Figure 43. Coherence for capture during stimulation and VF,  at one electrode. 
 (a) Transmembrane recording during VF without stimulation at two locations. (b).  
Transmembrane recordings during stimulation at 85ms target cycle length at the same 
two locations. (c). The blue curve shows coherence between the two signals in (a) and 
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the red curve shows the coherence between the two signals in (c). The coherence was 
integrated between 11.5Hz and 12.0Hz in both the cases. 
 
Figure 44 shows the mean coherence computed as an average of 12 pairs of 

electrodes. Each pair was selected such that the line joining them was perpendicular to 

the wavefront. The twelve pairs of electrodes were ‘a2-e2’, ‘a6-e6’, ‘a10-e10’, ‘a14-e14’, 

‘e2-i2’, ‘e6-i6’, ‘e10-i10’, ‘e14-i14’, ‘i2-m2’, ‘i6-m6’, ‘i10-m10’, and ‘i14-m14’. As 

explained earlier with reference to Figure 5(b), recording electrodes were arranged in a 

16 rows x15 column format. The distance separation between the two electrodes in 

each pair was about 80 cells i.e. 80x0.025cm=2cm. Within two adjacent pairs, the 

(column) separation was 180 cells i.e. 180x0.025cm=4.5cm. Thus, ‘a2-e2’ was 4.5 cm 

away (in column direction) from ‘a6-e6’. On an average also, the coherence during 

stimulation was higher than the coherence during VF without stimulation.  

 

 
Figure 44. Average coherence during VF and capture during stimulation. 
The figure shows average coherence in red for stimulation during VF at 85 ms target 
cycle length and the blue curve for coherence during VF without stimulation. The 
coherence was integrated between 11.5 Hz and 12.0 Hz in both the cases. 
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Chapter Five: Discussion 
 

The main findings of the activation interval study were: (1) dominant frequencies 

recorded from electrograms increased continuously during the first 30 seconds of VF; 

(2) dominant frequencies were distributed symmetrically about the mean value during 

early as well as late VF. Simulation of VF in a matrix, however, indicated that the 

activation intervals were slightly skewed to the right about the mean value; (3) there was 

considerable spatial and temporal variation in the dominant frequencies recorded from 

the epicardial surface.  

We previously reported that the dominant frequencies, computed from orthogonal 

ECGs in dogs, increase continuously during 30 seconds of VF [Patwardhan 00]. 

Although we expected that the dominant frequencies in the electrograms would also 

show an increase, it was not clear whether the increase would be observed at multiple 

epicardial locations. Therefore, in this study, we quantified the changes in dominant 

frequencies in epicardial electrograms recorded during VF using the technique that we 

used previously to analyze ECGs [Patwardhan 00]. Changes in dominant frequencies 

can be important indicators of the underlying mechanisms of VF as suggested recently 

by several studies [Berenfield 00, Mandapati 98, Wang 98]. Mechanisms of VF, in terms 

of activation maps, have been extensively studied using a large number of epicardial 

electrodes [Rogers 99, Hillsley 95, Opthof 91, Misier 95]. However, analyses of 

activation maps or sequences in these studies have been limited to a duration of few 

seconds. Analyses was conducted over a duration of few seconds because of the 

difficult and laborious task of identifying activation times accurately. Marking activation 

times also has some disadvantages; some activations when differentiated, barely make 

it to the threshold selected, hence human intervention is necessary to include them or 

discard them from analysis. A few investigators have studied VF using Fast Fourier 

Transform (FFT) over longer time periods of data, ranging in duration from one second 

[Clayton 95] or more [Zatisev 00, Mandapati 98, Wang 98] for quantification of dominant 

frequencies. The use of relatively longer duration of data may have resulted in lower 

time resolution in estimation of dominant frequencies in these studies compared to the 

present study. The poor time resolution in these studies may have lead to significant 
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averaging of the dominant frequencies. Thus, studies so far have not analyzed changes 

in dominant frequencies on a finer time-resolution basis and over long durations of VF. 

Using the method based on Wigner distribution of a signal, we were able to achieve a 

much finer time localization and resolution to quantify changes in dominant frequencies 

over 30 sec of VF.  

Time-resolution is an important parameter when estimating changes in dominant 

frequency on a beat-by-beat basis. We have estimated the dominant frequency every 

40 ms; the choice of this time-step depends on how fast the frequencies are expected to 

change. In swines, the dominant frequency is seldom greater than 12 Hz i.e., the fastest 

activations are separated by at least 1/12=83.33 ms. Since the time-sample duration is 

about half that of the shortest expected period, our choice of 40 ms was adequate. The 

choice of a window length of 600 ms is governed by the degree of acceptable time-

averaging and frequency resolution. A shorter data-window will allow for a larger time-

localization but there will be few activations. A longer data-window will allow for more 

activations and thus a better estimate of the frequency but with the consequence of 

averaging changes in frequency over longer time. Thus, a trade-off between the two 

factors was the deciding factor in selecting a 600 ms window. With an average 

dominant frequency of 7.5Hz (133 ms activation interval), we would expect about 4 

activations within each 600 ms window, which was used to estimate the dominant 

frequency.  

In Figure 6d, the values of dominant frequency computed from the SPWD and 

the activation intervals are not exactly identical. This is expected because activations 

can be detected with a time-resolution of 1 ms (sampling frequency 1 KHz), whereas, 

computation of dominant frequency using SPWD has a smoothing effect due to finite 

window size.  

At any electrode location on the epicardium we found that there was 

considerable local temporal variation in dominant frequencies. That is, we did not 

observe frequencies at any locations that remained stable or invariant over extended 

periods of time (1 sec or more), as observed by Zaitsev et al. [Zatisev 00]. The 

dominant frequencies at two electrodes, which were neighbors, was seldom identical 

unlike those observed by Zaitsev el. al. [Zatisev 00]. There are some differences 
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between Zaitsev et al.’s study and the present study, which might account for the 

differences in observations. Zatisev et. al. [Zaitsev 00] used an isolated slab of tissue of 

size 3x3 cm2 from a sheep’s ventricle, whereas we recorded electrograms from the 

entire heart. It is known that the dynamics of electrical wavefronts can be different 

depending upon the tissue mass [Kim 97] and therefore might account for the 

considerable variation observed by us at different electrode locations. Zatisev et. al. 

have used a much longer segment of data (2.13 sec) to compute the dominant 

frequencies which would cause averaging in time of variations in the dominant 

frequencies, whereas, we used a window of only 0.6 seconds giving  us an estimate of 

changes in dominant frequency with a much finer time resolution.    

In our findings, the dominant frequencies were symmetrically distributed about 

the mean value in all four regions of the heart. Since the effective refractory period is 

known to be correlated with the dominant frequency (inverse of activation interval) 

[Opthof 98], and activation interval, AI=DI+ERP, variations in activation intervals 

suggest that diastolic intervals may occur randomly about a mean diastolic interval. This 

assumption of random distribution of DI is consistent with the observed correlation 

between AI and ERP. Consistent with these interpretations, transmembrane voltage 

recordings made during VF by Omichi et. al. [Omichi 00] also show the presence of a DI 

during VF in contrast with previous hypothesis that there is no DI during VF. 

We observed that the average spatial and temporal standard deviation during 

early VF was significantly higher than that during late VF. The spatial standard deviation 

decreased from 1.08 Hz to 0.8 Hz whereas the temporal standard deviation decreased 

from 1.22 Hz to 0.97 Hz from early to late VF. A possible reason for this decrease in 

variance might be a decrease in the number of wavefronts as VF progresses, as 

suggested by a recent study [Pierpont 00]. Our observations of the decrease in 

standard deviation with increasing duration of VF is also consistent with other 

observations that the reentrant circuits become more common, larger, live longer and 

drift slowly during the first 40 seconds of VF [Rogers 99]. Further, if the standard 

deviation is considered as an indicator of the evolution of organization of VF, then our 

results are consistent with the findings of Bayly et. al. [Bayly 93] that the spatial 
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correlation length decreases in approximately the first 3 sec of VF and then increases 

up to a minute after which it decreases again.  

We found that dominant frequency of VF computed from electrograms increased 

during the first 30 seconds of VF. This increase was found in all except two trials in six 

animals. In one of the two trials, the frequencies increased for only about 15 seconds 

and then decreased.  We also found that the increase was not linear; the dominant 

frequency increased rapidly for about 15-20 seconds and thereafter the increase was 

slow. The increase in frequency that we found is consistent with our previous findings 

[Patwardhan 00] and two others [Martin 86, Clayton 95]. Clayton et. al., have reported 

their observations from VF recorded in humans whereas Martin et. al. have reported 

their observations in dogs. Our observations deviate from other studies in that the 

dominant frequency of VF decreases as VF progresses [Huang 98] or that the dominant 

frequency remains constant for about 70 sec of VF [Carlisle 90]. An increase in 

frequency during VF means an average decrease in activation interval. The activation 

interval is a combination of APD and DI. A gradual decrease in APD during the first 30 

seconds of VF (not attributed to Ischemia [Weiss 82]) could be a possible reason for 

shortening of activation interval. It has been previously reported that cardiac cells exhibit 

APD shortening when paced rapidly [Otani 97]. Experimental [Wang 88] and simulation 

studies [Faber 00] suggest that during rapid pacing, APD can shorten due to IKs 

dynamics. One of the possible reasons for decrease in APD is incomplete deactivation 

of activation gate Xs [Viswanathan 99], and hence an increase in the slow delayed 

rectifier potassium current (Iks). This observation by Viswanathan et. al. which was in 

simulations, is further supported by experimental findings of rapid increase of Iks during 

fast heart rates [Jurkiewics 93]. An additional mechanism that may also contribute to the 

shortening of APD is the presence of hysteresis in restitution. Our modeling studies 

show that the APD restitution curve exhibits hysteresis. In a situation of long DI followed 

by short DI followed by long DI during VF, the APD produced by the second long DI 

could be shorter than the APD produced by the first long DI (although the two DIs might 

be the same). If we hypothesize that there is no specific pattern for the occurrence of 

short and long DI, and that there are about equal number of long and short DI so that 

the decrease in APD caused by one is not completely compensated by the other, then 
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hysteresis of the restitution curve could also explain the continuous shortening of APD 

until the ischemic effects occur and the excitability of the cells decreases.  

In the study quantifying restitution during VF, we measured the APD restitution 

curve of a cardiac cell by independently controlling the DI. Our primary result is that 

restitution curve determined from a single cell simulated using the LRd model, and to 

some extent in connected cells also simulated using LRd model, exhibits hysteresis. 

Using a standard protocol, in the single cell we found that the maximal slope of the 

restitution curve was greater than one. When we used our new protocol of independent 

control of DI to determine the restitution curve, the maximal slope was less than one in 

both, the single LRd cell as well as a sheet of 2-D LRd connected cells. The 

inconsistency in determining the maximal slope of restitution curve is evident from 

several studies published recently. The slope of the restitution curve was found to be 

less than one when determined by the standard protocol [Gilmour 99, Koller 98]. The 

same parameter was found to be greater than one when measured by fixed pacing at 

short cycle length [Koller 98]. Simulation studies using LR model in a single cell have 

also revealed the maximal slope of restitution curve to be less than one [Qu 99]. These 

results, including ours, clearly demonstrate that the maximal slope of a restitution curve 

is dependent upon the method used to formulate the restitution curve.   
The hysteresis in the restitution curve was more prominent when the DI intervals 

were changing slowly. The hysteresis can be attributed to the memory properties of the 

cardiac cell. As explained by Otani et. al., [Otani 97], memory is a quantitative measure 

which reflects the proportion of time, within a few time constants prior to any time 

instance, for which the membrane was in a depolarized state. In other words, the 

depolarized state of the membrane contributes positively to the memory term and the 

repolarization contributes negatively. When the diastolic intervals are decreasing from 

10 ms to 0 ms, at any time instance say 4 ms, the history (past 4 or 5) of diastolic 

intervals is such that the diastolic intervals are longer as compared to the same time 

instant when the diastolic intervals are increasing. Thus, during the increasing diastolic 

intervals, the memory quantity is more as compared to that during the decreasing 

diastolic intervals. This results in the APD to be shorter for same DI when the diastolic 

intervals are increasing as compared to when the diastolic intervals are decreasing.  
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In view of the hysteresis behavior of the restitution curve, we consider the question of 

how VF is maintained. During VF, how fast any cell is repeatedly activated depends on 

two factors: 

(1) The availability of the depolarizing charge, and 

(2) The refractory period of the cell. 

At any cell, an action potential will be produced if there is depolarizing charge available 

from the neighboring cells and the cell is not in a refractory period. The time to 

availability of depolarizing charge determines the DI of the cell. If all the cells were to 

fire as soon as they repolarized, the APD of the cells would eventually remain constant 

as the APD cannot decrease beyond a certain point, and the dominant frequencies 

recorded from this location would remain constant. However, our experiments clearly 

demonstrate that the dominant frequency at any location varies continuously between a 

low and high value. What this observation indicates is that DI may also change from 

long to short continuously in any cell; in other words, the DI also changes randomly. 

In this study we first determined the restitution curve using our new method in a 

single LRd cell as well as the 2-D matrix of connected LRd cells. The LRd cell has an 

inherent characteristic that the APD decreases continuously for the first few hundred 

beats when paced at a constant DI. The inherent characteristics of the cell required that 

we pace the cell a few hundred times in order to eliminate the APD changes not related 

to the DI. It is seen that for pacing at a constant DI of 300ms, which is a long DI, the 

APD reduces very slowly, whereas, for pacing at a constant DI of 0 ms the APD 

decreased more rapidly. A possible explanation for this shortening of APD is the 

memory effect of the cell. At short DI intervals, as discussed above, the cell remains 

depolarized for a longer time and hence, the APD shortens faster due to the memory 

effect. On the other hand, the memory effect leading to APD shortening is small when 

DI are long, and hence the APD continues to shorten even after 300 beats at a constant 

pacing of 300ms DI.  

During stimulation, the action potential was slightly smaller during the beats when 

DI was between 0 and 10 ms. Smaller action potential amplitudes for short DI is 

consistent with what other investigators [Otani 97, Gilmour 97] have reported. Just as 

memory has an effect on the APD, it also affects the action potential amplitude [Otani 
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97]. This could probably explain the shortening of the action potential amplitude 

observed in Figure 17.  

An interesting observation during our simulations was that during pacing at a 

constant DI of 0 ms, the steady-state APD was about 72 ms whereas, when the cell was 

subjected to the decreasing sequence of DI from 60 to 0 ms in about 116 beats (or 

faster) the APD at 0 ms DI was substantially lower than 72 ms and was about 50 ms. 

The mechanisms for this decrease are unclear because if shortening of APD is a 

function of time as well as the history of DIs, then the constant pacing at 0 DI beyond 

250 beats should have produced further shortening of the APD beyond the steady-state 

value of 72 ms.   

We observed hysteresis of the restitution curve when the DI was decreased and 

then increased. When we stimulated the cell in a sequence of decreasing DI (1st 

decrease), increasing DI (1st increase), decreasing DI (2nd decrease) and increasing DI 

(2nd increase), in that order, we found that the restitution curve due to the 2nd decrease 

was above the restitution curve due to the 1st increase and below the restitution curve 

due to the 1st decrease. Further, the restitution curve due to the 2nd increase was 

between the restitution curve due to the 2nd decrease and 1st increase. This observation 

indicates that the variability in the APD at any given DI decreases with time, that is, the 

hysteresis becomes flatter. Therefore, the APD shortening due to memory effect may 

have limits. In other words, it is likely that during VF, the APD shortens continuously due 

to the memory effect for a few tens of seconds but it cannot happen for a longer 

duration. If the shortening of APD with time due to memory effect is true, then this 

interpretation is consistent with our observations that the cycle periods during the first 

30 seconds of VF shorten continuously.  

Restitution in a single cell is due to the incomplete recovery from active, time-

dependent membrane gates, which control the time-dependent currents. In multi-cellular 

preparations, the axial current flow between cells also comes into play and influences 

the restitution curve [Laurita 97]. The study by Laurita et. al. also demonstrated that the 

voltage gradients, during premature stimulation in a connected tissue, are much larger 

when the DIs are small than when the DIs are long. Due to these reasons, we 

measured the hysteresis of restitution in a matrix of LRd cells. The steady-state APD 
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measured at Loc1 (stimulus sites) was about 5 ms smaller than the steady-state APD 

measured at Loc2 for either 0 ms or 30 ms constant DI pacing. A possible reason for 

this might be due to the increased axial current at the site of pacing. Further, the 

hysteresis of the restitution was not as prominent as in the case of a single cell.  

The main objective and results from our preliminary rat experiments were to 

demonstrate that it is possible to implement our protocol in tissue and independently 

control the DI in real-time. These results support further experiments that could be 

performed in species such as canines or swines, which are used extensively to study 

the VF phenomenon. Our studies were meant to be preliminary and proof of concept 

type, however, the initial results that we obtained when we controlled the DI 

independently as in our simulations, showed that APD did not decrease with decreasing 

DI or increase with increasing DI. Although we are aware of the fact that these were 

preliminary results from initial studies, this rather dramatic observation that the APD and 

DI do not seem to follow the expected relationship as predicted by the restitution 

function warrants further investigation of this issue and supports future studies that use 

the new stimulation protocol.   

The entrainment of VF studies that we conducted using a computer model of a 

cardiac tissue show that at least in simulations, entrainment of VF is possible. Two 

parameters, which seem to be of more importance than others in determining 

entrainment, are the conduction velocity and the DI. In our study we have assumed 

conduction velocity to be constant through the tissue as well as during the time duration 

of VF. In an actual tissue, conduction velocity is larger in the longitudinal direction than 

in the transverse direction. Conduction velocity also tends to be higher in the base 

region than that in the apex region [Ujhelyi 99]. Conduction velocity also exhibits 

restitution; for diastolic intervals less than about 40 ms, conduction velocity decreases 

rapidly with decreasing diastolic intervals [Qu 99].  It is not very clear as to the range or 

distribution (in a statistical sense) of the DIs that occur during VF but results of our 

simulation (Figure 33b) and indirect evidence [Koller 98] suggest that DIs about 10-15 

ms in duration exist during VF. Estimating conduction velocity in real-time is a difficult 

task and therefore, varying the delay between adjacent stimulator lines continuously to 

accommodate for the change in conduction velocity is difficult. However, our results 
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suggest that it may not be necessary to ‘fine tune’ the estimated delay between 

stimulators to accommodate the changes in conduction velocity due to restitution. Once 

some degree of entrainment is obtained, then continual pacing at constant cycle lengths 

should minimize the effects due to restitution of CV. 

The distribution curve for cycle lengths during VF in Figure 33 is almost 

symmetrical about the mean, except for a small skew towards higher cycle length. This 

observation matches with distribution of dominant frequencies that is included in Figure 

10. The distribution plot of DI in Figure 33b suggests that in the computer model, 

diastolic intervals that are 20 ms or longer occur quite often. This does not seem to be 

the case during VF observed experimentally. This is one of the limitations of using 

simulated VF.  Tissue thickness may be a reason for such differences, our simulations 

were essentially conducted in a monolayer tissue, which is quite different from even the 

thinnest portions of the right ventricles. Further studies utilizing three-dimensional 

models should provide better results in terms of distribution of the DI.  

Before we implemented the simulations we hypothesized that we would pace at a 

cycle length, which would be the smallest observed cycle length during VF. Therefore 

we analyzed the cycle lengths during our simulations of VF in the model and found that 

the shortest sustainable CL was about 55 ms. Therefore, we experimented by setting 

the cycle length of stimulators at 55 ms through 65ms. We found that at such short 

cycle lengths it was difficult to sustain capture as revealed by the CL vs. time plots at 

electrodes e24, e25, e34 and e35 in Figure 34. These plots reveal that alternate 

stimulator pulse was blocked. This is most likely because of the fact that the APD was 

not short enough (less than 55ms or 65 ms) so as to allow an action potential to occur. 

Therefore, we increased the CL further and found much better entrainment at CL of 85 

ms as compared to CLs which were higher or lower than 85 ms. Since we used 

continuous boundary conditions along the left and right edge of the matrix, the 

simulation matrix of 400 column formed a cylinder with circumference of tissue equal to 

10 cm. Therefore, at longer stimulation cycle lengths, wavefronts from the side of the 

matrix likely invaded the entrained area thereby decreasing the total entrained area. 

This is evident by observing the animation in Movie 2, which clearly shows entrained 

areas as well as the wavefronts invading the tissue from the left and right sides.  
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The observation that in the 400x400 matrix of cells, continuous boundary 

conditions result in wavefronts from the left and right side of the matrix  are detrimental 

to the entrainment prompted us to increase the stimulation area. However, since it is not 

possible to increase the stimulation area without increasing the total matrix size, we 

increased the matrix size to 400x800 cells. In Figure 39 through 42, the red area 

indicates that 5 cycles of entrainment was observed in the tissue. To qualify a tissue 

area as entrained, we used the criteria that at least 3 out of the maximum possible 5 

cycles in the 500ms period showed the CL at target cycle length. Using this criteria, the 

CL at 95 ms seems to be the best since the capture was almost 58%. However, if we 

used a criteria that entrainment occurred when all the five cycles showed values close 

to target cycle length, then, the target cycle length of 80ms and 85ms seem to be better.   

We varied the distance between the stimulators, from 0.8 cm to 1.1 cm. As the 

stimulators were moved closer to each other the entrainment became better. These 

results suggest that in order to achieve reasonable degree of entrainment, the electrode 

rows should be spaced about 1 cm away from each other.  

Successful entrainment during stimulation is also revealed by the time-coherence 

computed during stimulation and during VF without stimulation. As the trace in Figure 

43(c) illustrates, the time-coherence is high during stimulation and low during VF. The 

traces in the middle plot of Figure 43 just before the 1000ms mark show a good 

correlation between the two waveforms, thereby explaining the high coherence. 

Occasionally, the traces in Figure 43(a) appear correlated as well but this is probably 

due to one limitation of using the LR model that wavelengths of the wavefronts in the 

matrix are much longer than those observed in real-VF.  

Entrainment of VF is important because of several reasons. As discussed earlier 

in the background section, the spatial existence of excitable gap and its evolution with 

time is not known. Proof of entrainment will lend support to the idea that excitable gap 

does exist during VF and that advantage can be taken of the excitable gap. Another 

implication of successful entrainment has direct implications towards more efficient 

defibrillation. One hypothesis related to defibrillation suggests that if there is more 

uniform activation within the region of the heart that receives the lowest potential 

gradients during a defibrillation shock, then that shock has higher probability of success 
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than the one that follows less uniform activation. Several studies have been reported 

where pharmacologic intervention makes the VF less fractionated [Hillsley 95, Kim 99] . 

In one of the studies that we have reported earlier, we found that just prior to the 

defibrillation shock, coherence computed between two orthogonal ECGs was higher for 

those trials that in which the shock successfully terminated VF than for those trials 

where defibrillation shock was unsuccessful [Patwardhan 00]. For a given electrode 

configuration, it is easy to determine regions in the heart that receive the lowest 

potential gradient. Therefore in the future even if we are able to entrain this small part of 

the myocardium that receives low potential gradient using distributed pacing, it is 

possible that we could increase the efficacy of defibrillation. Thus entrainment provides 

a means to test this hypothesis rather than the approach where one looks for uniformity 

and then gives a shock. Ultimately, one may even think of terminating VF altogether 

using distributed pacing without the necessity of a defibrillation shock.  
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