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ABSTRACT OF DISSERTATION

THE WILLINGNESS TO PAY FOR
THE DETECTION AND TREATMENT OF
VULNERABLE PLAQUE RELATED TO HEART ATTACKS

Recent medical studies have led cardiologists to revise theories regarding the
cause of heart attacks. Rather than a gradual clogging of the arteries, eruption of a
“vulnerable plaque” is thought to be the cause of approximately 75% of all heart attacks.
As a result, traditional risk factors are no longer sufficient indicators of who is at risk for
a heart attack. Therefore, this research investigates the willingness to pay (WTP) for a
new, hypothetical detection (screening) and treatment method for vulnerable plaque. For
this study, two survey instruments were developed that take advantage of the visual and
interactive aspects of the Internet. Individuals report their perception of heart attack risk
both prior to and after receiving new information on who cardiologists currently believe
to be at risk for a heart attack. In addition, respondents are provided with information
about the effectiveness and risks associated with screening and treatment. Using web-
based surveys, which follow a contingent valuation format, an iterative bidding process is
used to elicit the respondent’s WTP for either the screening or treatment method.
Internet, on-line surveys are often prone to coverage bias; however, the survey valuing
screening (a simple blood test) used a Knowledge Networks panel and resulted in a
sample of 268 adults that is essentially representative of the general population. The
survey valuing treatment (a more invasive heart catheterization procedure) was
administered only to individuals with doctor-diagnosed heart problems, who are
presumably more familiar with these types of medical decisions, and resulted in a sample
of 295 adults. The mean for screening is $69 and the mean WTP for treatment that is



85% effective is $5,816. A two-part model is used to identify the factors that influence
WTP, as well as the decision to receive the screening/treatment. The data suggests that
these factors vary across genders. The data obtained for this study demonstrate construct
validity; therefore, the results may provide useful information for policy analysis
regarding the screening and treatment of heart attack.
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Chapter I: Introduction

1.1 Motivation

This research was motivated by a recent development in the medical literature
regarding the primary cause of heart attack. Many of us are familiar with the idea that
“clogging of the arteries” typically associated with high cholesterol levels can lead to a
heart attack. However, new medical evidence has shown that gradual plaque build up is
not always the cause of heart attack — in fact, cardiologists now believe that 75% of all
heart attacks are caused by pools of “vulnerable plaque” that lie hidden within the arterial
walls. Stress or other extrinsic triggers cause these plaques to erupt, creating a blood clot
to form almost instantaneously within the coronary arteries, resulting in a heart attack.
The reason this new information is so important is because it implies that prior to a heart
attack, the individual’s vessels may be relatively free of plaque build-up, such that the
individual never experiences chest pain or any other warning sign of a heart problem
prior to the attack. In fact, evidence from the Framingham Heart Study' indicates that
over half of those who die from a heart attack do so without ever experiencing any
symptoms of heart disease (American Heart Association 2003). Therefore, this new
theory of an erupting vulnerable plaque explains why individuals who appear in good
health and have low cholesterol levels have been known to die suddenly from heart
attacks.

Unfortunately, the factors that contribute to vulnerable plaque are not well
understood; therefore, physicians still base heart attack risk on traditional factors that are
associated with plaque build up, such as high cholesterol, smoking, and being
overweight. Although these factors may provide some information on who is at risk for a
heart attack due to vulnerable plaque, an important piece of the equation is still missing,
such that many individuals who are at risk for a heart attack are not being identified as
needing treatment until they actually experience a heart attack. Approximately 50% of
the individuals who experience a heart attack die as a result. For those who survive,

outcomes can vary greatly — from essentially no effect, to the individual being left

! The Framingham Heart Study is an ongoing study that is well-known and well-respected among
cardiologists.



permanently disabled. In response to the need for an inexpensive and non-invasive
screening method that could be used on the general population, researchers have
discovered some simple blood tests that may prove useful in identifying those who are at
risk for vulnerable plaque. With such a test available, treatment could be started on those
identified as being at high risk to reduce the probability of a potentially fatal heart attack.
Unfortunately, the only treatment currently available for treating vulnerable plaque is
drug therapy, which is only about 30% effective. In addition, drug therapy requires a
considerable amount of time to become effective, so the currently available method of
treatment offers little immediate benefit in terms of risk reduction for heart attack.
Therefore, in addition to a new screening method for identifying those who are at high
risk for a heart attack due to vulnerable plaque, a more effective treatment method is also
needed. Medical research is currently underway to develop both of these goods. In fact,
early forerunners offering limited potential as screening methods are already becoming
available. Therefore, it is expected that both screening and treatment for vulnerable

plaque will be available in the near future.

1.2 Why is Screening and Treatment of Vulnerable Plaque an Economic Issue?
Although a growing number of heart attacks are occurring in younger individuals,
heart attack risk is primarily an issue for those individuals 65 years of age or older, who
are covered by Medicare. As such, a large percentage of the expenditures associated with
treating these individuals is borne by the government and financed with tax revenues.
Therefore, decisions regarding who receives this screening and treatment (when it
becomes available) will largely be at the discretion of public policy decision makers.”
However, little is currently known about the underlying consumer preferences for these
goods, which should be directing public policy decisions. Even for those individuals not
covered by Medicare, heart attacks and the symptoms associated with coronary heart
disease (i.e. chest pain) are the “leading cause of premature, permanent disability in the
U.S. labor force, accounting for 19 percent of disability allowances by the Social Security

Administration” (American Heart Association 2003 p. 12) Therefore, understanding the

InJ anuary 2002, Medicare started covering the cost of C - reactive protein (CRP), a simple blood test that
indicates high levels of inflation (Comarow 2002), which may be associated with vulnerable plaque.



value individuals place on screening for preventing a heart attack and its associated

treatment is necessary to ensure the efficient allocation of available health care resources.

1.3 Measuring Health Benefits

Benefit cost analysis (BCA) is often used as a means to measure the gain to
society for various programs in order to determine which programs are potentially pareto-
improving. BCA offers many advantages over other methods of valuation (i.e. cost-
effectiveness analysis) because net benefit is measured in dollars, which allows for a
direct comparison of programs. In addition, BCA is consistent with the assumption of
consumer sovereignty, that is, that the individual is the best judge of his/her own utility
(Mitchell and Carson 1989). As a result, BCA analysis has become the accepted standard
for evaluating the societal gains of a program and is now required by Federal agencies
and many state agencies as an integral part of the implementation process (List et al.
2004).

The requirement for a formal measure of benefits in public policy decision
making has created a particular challenge for environmental and health policy because
environmental goods are not typically exchanged in consumer markets, and many
markets for health-related goods and services are influenced by the presence of insurance
companies as third-party payers. Therefore, in valuing environmental and health-related
goods, economists often utilize stated preferences obtained through a contingent
valuation (CV) survey. CV is a stated preference method that uses a survey to elicit
individual preferences by asking respondents directly about their willingness to pay for a
particular good or service contingent upon a market for that good existing. A distinct
advantage of stated preference is that this method has the potential to measure both direct
values (those that are obtained through revealed preference methods), as well as passive
use values. Therefore, stated preference methods have the potential to measure the total
value of the good, and as a result, are important to BCA in estimating the total benefit
associated with a good or program (Carson et al. 2001).

There has been some debate regarding the ability of CV to provide accurate
measures of valuation for non-market goods (Hanemann 1994; Diamond and Hausman

1994). One of the current concerns regarding values obtained using CV is that several



studies have indicated a tendency for stated preferences elicited through hypothetical
markets to overestimate revealed preferences observed in actual markets (Cummings et
al. 1995, List and Gallet 2001). However, many studies have demonstrated that
hypothetical bias can successfully be eliminated ex ante using a cheap talk script or ex
post using a certainty follow-up question, such that stated preferences obtained in
contingent markets coincide with actual purchase decisions (Cummings and Taylor 1999,
Blumenschein et al. forthcoming 2007)

Valuing health is important because, from a benefit-cost standpoint, it is
necessary in order to ensure the combination of health services being offered is the one
that will maximize the wellbeing of its citizenry. Therefore, valuing health-related goods
and services is necessary in order to make efficient decisions regarding the number and
types of health programs to offer, and CV offers a meaningful method to accomplish this
objective. A review article by Diener et al. (1998) indicates that CV surveys have been
utilized in valuing several health-related conditions and treatments, including (but not
limited to) hypertension (Johannesson et al. 1993, Johannesson et al. 1991), screening for
cystic fibrosis (Donaldson et al. 1995), anti-depression medication (O’Brien et al. 1995),
and in-vitro fertilization (Neumann and Johannesson 1994).

Although some studies have looked at the macroeconomic benefits and costs
associated with heart disease, as measured by the number of cases avoided (Long et al.
2006) or reduced medical expenditures (Cutler et al. 1998); few studies have asked
individuals directly about their valuation for potential improvements in heart-related care.
A Swedish study conducted by Johannesson et al. (1993) uses a CV survey to estimate
the WTP of those with high cholesterol for participation in a program that would promote
normal cholesterol levels. In addition, two studies (Kartman et al. 1996 and Chestnut et
al. 1996) estimate the WTP to reduce chest pain, a potentially debilitating symptom
associated with CHD. However, it does not appear from a review of the economic
literature that any published studies have asked respondents to value a screening test that
would better identify those at risk for a heart attack or treatment that would directly
reduce the risk of heart attack by a specifically stated amount. Therefore, this study
utilizes two CV surveys to value these two health-related goods (screening and treatment)

related to the prevention of heart attacks.



1.4 Method

As part of the survey development process, decision trees (typically used in
clinical decision analysis) were created to better understand the decision(s) that an
individual would face both in the current state of the world (when screening and a more
effective treatment are not available) and in the desired state of the world (when
screening and a more effective treatment are available). Using the decision trees as
guides, two surveys were developed - one to elicit the WTP for screening and the other to
elicit the WTP for a more effective treatment. Both surveys were administered via the
Internet. The survey for screening was administered to adults in the general population
using a nationally representative panel. The survey on treatment was administered to
adults who have a past medical history of heart-related problems, who are therefore more
familiar with heart-related treatment options and, as a result, are expected to provide
more reliable estimates of valuation. As part of the surveys, individuals were provided
with information on vulnerable plaque (similar to the information presented in the
opening section of this chapter). Respondents were asked to assess their perceived risk of
having a heart attack both prior to and after receiving the new information. Respondents
were then asked about their WTP using an iterative bidding process.

According to Alberini et al. (2003), “single-bounded dichotomous choice
questions are notoriously imprecise as the only information revealed as whether WTP
resides above or below the threshold provided by a single bid” (p. 42). Therefore, both
surveys used for this study utilize an iterative bidding process to increase the efficiency
of obtaining welfare estimates. The iterative bidding process used for this study was
inspired by the interactive computer program used by Viscusi, Magat and Huber (VMH)
(1991).> Respondents are assumed to have an underlying WTP that remains constant,
such that the iterative bidding process (in conjunction with a series of follow-up
questions) will elicit the maximum WTP (for either screening or treatment) for each
respondent.

Valuations obtained using iterative bidding have been known to be subject to

starting point bias (Whitehead 2002, Watson and Ryan 2007); therefore, some

3 VMH (1991) use an interactive computer program to generate a series of pair-wise comparisons (based on
the respondent’s pervious answers) to elicit risk-risk and risk-dollar tradeoffs related to chronic bronchitis.



economists advocate using a payment card as an alternative to iterative bidding as a
means of obtaining stated WTP (Mitchell and Carson 1989, Alberini et al. 2003). In the
economics literature, many bidding games that are referred to as “iterative” do not
actually allow the bids to both increase and decrease to converge upon the respondent’s
WTP. Rather pre-set bids are offered starting with a randomly chosen initial bid that
increases (decreases) monotonically until the respondent changes from a “yes” to “no”
response (or vice-versa).*

The iterative bidding process used for this study is truly “iterative,” offering bids
that become both higher and lower depending on the individual’s responses to each bid.
In addition, subsequent bids are not pre-set, but rather created by a computer algorithm,
that allows each survey to be tailored to the individual respondent. The computer
program also allows the bids to cover a much wider range than would be feasible to offer
on a payment card. For example, the algorithm used for the screening survey elicits WTP
for screening to within a $5 margin and covers a range of $0 to $1600, which creates a
number of possible bid options that would be impractical to include on a single payment
card. Therefore, the iterative bidding used in this study allows the potential bids to
increase (decrease) quickly when several sequential “yes” (“no”) bids are indicated, while
at the same time narrowing the range of WTP if the respondent changes their response
frequently.

Results from this study are analyzed using a two-part model, which is often used
for analyzing health care data. The hurdle model treats the decision to have the
screening/treatment as one decision, and the WTP for screening/treatment as another,
completely separate, decision. A probit was used to model the decision to have the
screening/treatment, and an OLS regression on WTP for those who chose to have the
screening/treatment was used to determine the factors that influence the WTP. The
results suggest that the factors that influence the decision to have screening/treatment are

not necessarily the same as those that determine the individual’s WTP.

* Bids are either increased or decreased according to a pre-set group of bids. For example, if the pre-set
bids are $5, $10, $15, $20, $25 and $30, and the respondent answered “yes” to the initial bid of $15, the
interviewer would ask if the respondent was willing to pay $20. The interviewer will continue to the next
highest pre-set bid until the respondent answers “no”; thus, determining a narrow range in which the
respondent’s WTP lies. A similar process would occur if the respondent answered “no” to the initial bid.
In that case, the interviewer would then proceed to go down to the next pre-set bid until the respondent
switched their answer to “yes.”



1.5 Contribution to the Literature

This study contributes to the literature in several ways. Primarily, this study
provides a consumer-derived valuation for two health-related goods that are likely to
become available in the near future, offering insights into specific demographics and risk
factors that affect those valuations and provides potentially useful information in
determining public policy. This study also provides additional information regarding the
feasibility and accuracy of obtaining WTP valuations using a contingent valuation survey
administered via the Internet. And finally, this study provides insights into how
information influences medical decisions made by the consumer patient, and whether

individuals place a value on information even when it does not affect medical outcomes.

1.5.1 Valuing Heart-Related Health

As discussed above, only a few studies have used contingent valuation to estimate
consumer benefits associated with improvements in heart-related health. Kartman et al.
(1996) and Chestnut et al. (1996) estimate the WTP to reduce chest pain. Although chest
pain is a symptom of heart disease, which may be related to heart attack,’ these studies
only focus on the value of reducing this symptom, not a reduction in the risk of heart
attack. A CV study by Johannesson et al. (1993) estimates the WTP for a cholesterol
lowering program for individuals in Sweden with high cholesterol. In a self-administered
survey, respondents are asked to value a program that reduces their cholesterol to a
normal level. This study does include information which states: “the risk of heart attack
is influenced by, for instance, high blood pressure, high cholesterol levels, and smoking”
indicating that high cholesterol levels increase the risk of heart attack; however, as this is
one of several factors listed, the specific reduction in heart attack risk offered by the
program is not included as part of the survey. However, given the strong connection
between cholesterol and heart attack risk at the time the Johannesson et al. (1993) survey
was administered, it is likely that the results from this earlier study would be comparable

to those obtained in this study; although it is certainly possible that cultural differences

> As Chapter 3: Medical Background will explain, an individual may experience chest pain from calcified
(stable) plaques and not necessarily be at risk for a heart attack. However, due to the fact that chest pain
can be debilitating, causing extreme discomfort which can cause the individual to limit work and other
activities, it is not surprising that individuals express a significant WTP for the reduction of these
symptoms.



between individuals in Sweden and the United States may account for some degree of

variation in WTP.

1.5.2 Iterative Bidding with Cheap Talk and Follow-up Certainty Question

In the economics literature, the term “iterative bidding game” refers to the use of
a multiple-bounded dichotomous choice (DC) question in which respondents are asked
repeatedly if they are willing to pay $X for a good. Although this process is termed
“iterative” in some ways it is misnomer because the process does not go back and forth to
converge on a single value. Instead, the initial bid is monotonically raised or lowered
(depending on the respondent’s answer to the first bid) until the respondent’s answer
changes from “yes” to “no” (or “no” to yes”).® Although bidding games increase the
efficiency with which WTP values can be obtained, they are often prone to starting point
bias (Whitehead 2002, Watson and Ryan 2007).

Typically bidding games are administered using trained interviewers using a set
of pre-determined bids. Based on the initial bid, each subsequent bid is increased
(decreased) in small increments until the respondent switches their initial response
(Kartman et al. 1996, Desvousges et al. 1987, Randall et al. 1974). For example, in the
study by Randall et al. which estimates the WTP for aesthetic environmental
improvements, respondents who answer “yes” to the starting bid receive higher bids until
the respondent answers “no.” Those that answer “no” to the starting bid receive
incrementally smaller bids until the respondent answers “yes.” In this form of bidding
game, the same objective could clearly be accomplished using a payment card,
eliminating the potential for starting point bias. In fact, this is the reason several
economists advocate the use of a payment card in place of this form of bidding game
(Mitchell and Carson 1989, Alberini et al. 2003).

Instead of a single range of preset bids from which the starting bid is randomly
chosen, some bidding games use multiple “sets” of preset bids, in which respondents are
randomly assigned. Asgary et al. (2004) use three sets of four possible bids to estimate

the WTP for health insurance in developing countries. Each respondent is randomly

¢ Examples of studies employing some form of this type of monotonic bidding game include Whitehead
2002, Langford et al. 1996, Kartman et al. 1996, Desvouges et al. 1987, Randall et al. 1974, and Asgary et
al. 2004.



assigned to one of the three possible “bidding games.” As long as the respondent
answers “yes,” the next pre-selected bid for that game is offered. In this form of iterative
bidding game, no option was available to reduce the bids; therefore, a “no” response to
the first bid was simply recorded as a WTP=0 (Asgary et al. 2004).

Langford et al. (1996) employ a more sophisticated model in which 8 randomly
assigned starting bids are either doubled or halved (for up to 3 subsequent bids). Again,
the bids only increase or decrease based on the response to the first bid, and the bidding
terminates when the respondent’s answer is reversed. Therefore, the range of potential
WTP values remains fairly wide if the respondent switches answers in the first follow-up
question. If additional iterations are known to increase the efficiency of WTP estimates
and up to 4 bids were potentially planned for each respondent, then why not take
advantage of asking all 4 questions to narrow down the WTP even further? Most likely
the reason is that performing the mathematical operations necessary to accomplish this
task (quickly and accurately enough) does not lend itself well to surveys utilizing
telephone or in-person interviewers. Therefore, in order to ensure consistency and
accuracy in the interviewing process, the iterative process terminates once the
respondent’s answer changes.

However, as VMH’s (1991) study demonstrated, a computer program can quickly
and accurately use the respondent’s previous answers to determine the next question.
Although VMH applied this to a series of risk-risk trade-offs, the same idea can be
applied to a multiple-bounded DC question on risk-dollar tradeoffs that is truly “iterative”
in nature — in which bids increase and decrease to converge on the respondent’s true
WTP. Given the fact that many multiple-bounded processes only move monotonically
and often cover only a small range of bids, it is not surprising that economists have found
iterative bidding to be subject to starting point bias. Therefore, this study will take
advantage of the quick and accurate mathematical capabilities of the computer to explore
whether using a truly iterative bidding process administered via the Internet can be used
to efficiently elicit values of consumer WTP that are free from starting point bias.

Blumenschein et al. (forthcoming 2007) found that a cheap talk script was not as
effective in removing hypothetical bias as a follow-up certainty question. In an effort to

ensure that hypothetical bias did not enter consumer valuations, both a cheap talk script



and certainty follow-up question were included in the surveys used for this study.
Although actual WTP is unknown, collecting data on WTP both after the cheap talk
script and after the certainty follow-up question does offer some potential for comparing
these two methods. Many focus group participants indicated that they were “definitely
sure” of their stated WTP values by the end of the elicitation process. Therefore, this
study offers some potential to determine if an elicitation format that utilizes an iterative
bidding process with a cheap talk and follow-up certainty question is a potential method

for eliciting consumer WTP that are free from hypothetical bias.

1.5.3 The Role of Information on Consumer Demand for Health-related Goods

This study offers insight into the relationship between prior and new information
regarding individual risk assessments and subsequent health decisions. Hoehn and
Randall (2002) state that new information may have different affects on respondents’
perception of risk, depending on the individual’s priors, and thus affect WTP
accordingly.  Therefore, the surveys used for this study allow for this potential
heterogeneity by collecting data on risk perceptions both prior to and after new
information is presented to the respondent. In addition, a qualitative question regarding
the change in the respondent’s risk from the new information provides information on the
strength of the individual’s priors and is used in the data analysis. The empirical results
suggest that the strength of priors plays an important role both on who chooses the

treatment and on the individual’s WTP.

1.5.4 Does Information have Value for its own Merit?

Finally, this study investigates the question of whether individuals are WTP for
information, even when it offers no value in terms of medical decision making. A CV
study by Berwick and Weinstein (1985) find that women with normal pregnancies place a
value on information received from an ultrasound even when it offers no value in terms
of medical decision making. Based on these finding Berwick and Weinstein conclude
that information obtained from screening may have value simply “for its own sake.”
They explain that the decision to pay for information that has no relevance to medical

decision making is analogous to people valuing being informed about world/local events,
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which is evidenced by individuals purchasing newspapers and taking the time to read
them or watch the evening news. Clearly these behaviors reveal that people value being
informed; therefore, Berwick and Weinstein surmise that individuals would be no less
willing to expend some of their financial resources to have more information about their
own health (Berwick and Weinstein 1985), especially if it has the potential to improve
their expected level of utility.

In order to test whether information has value for its own sake, a small arm of the
screening sample received a version of the survey in which respondents were asked to
value the screening when no treatment was available. Although the sub-sample was
relatively small in size, the results suggest that information does in fact have value to the
patient consumer. Berwick and Weinstein’s (1985) results indicated that 25% of the
valuation for an ultrasound by women with normal pregnancies stemmed from
information that had no bearing on medical decision making. The results from this study
suggest that the informational value (not related to medical decisions of treatment) for

heart attack screening is potentially even larger.

1.6 Study Objectives

Valuation of health-related goods and services is necessary in order to make
public policy decisions that maximize social welfare. In the area of health, a large
proportion of individual expenditures occur in the last few years of life, when many
Americans are covered by Medicare. In particular, one of the main health concerns for
those over 65 is heart disease and heart attack. In addition, a significant percentage of
disability allowances paid by the Social Security Administration (and financed with tax
revenues) are related to CHD and heart attacks. Therefore, a better understanding of the
valuation individuals place on heart-related screening and treatment is necessary for
sound public policy.

Thus, the primary objective of this research is to estimate the demand for (1) a
new screening method that would better identify those at risk for a heart attack and (2) a
new minimally-invasive procedure for the detection and treatment of vulnerable plaque.
Willingness to pay (WTP) estimates for each of these “goods” will provide insight into

the value individuals place on health, specifically the value they place on avoiding a heart
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attack. In addition, a better understanding of the marginal effects of factors that influence
demand for these services can assist policy makers in determining who should receive

these services to help ensure the efficient allocation of our scarce health care resources.

Copyright © Patricia L. Ryan 2007

12



Chapter II: Review of the Literature

The purpose of this chapter is to provide a review of the literature relevant to the
dissertation. As such, this chapter presents support for using benefit-cost analysis (BCA)
as a tool to efficiently allocate scarce economic resources. In addition, the chapter
includes a discussion of the possible methods for valuing changes in health, including
willingness to pay (WTP) in contingent markets, which is used for this study. Due to the
fact that there has been some debate regarding the validity of obtaining reliable
valuations for non-market goods using stated preferences (Hanemann 1994; Diamond and
Hausman 1994), a large section of this chapter is devoted to exploring this issue. As part
of the basic understanding of what drives the demand for health, this chapter also
includes an explanation of Grossman’s (1972) household production model of health and
the implications it has on the demand for health-related goods and services. Finally, this
chapter concludes with an overview of how risk and uncertainty and the availability of
information in markets for health-related goods and services may influence consumer

decisions in regard to the health choices they make.

2.1 Welfare Economics and the Concept of Value

In his book entitled The Measurement of Environmental and Resource Values,
Freeman (1993) states “The basic premises of welfare economics are that the purpose of
economic activity is to increase the well-being of the individuals who make up society,
and that each individual is the best judge of how well off he or she is in a given situation”
(Freeman 1993 p. 6). If individuals are assumed to have well-defined preferences and
can substitute between goods, the trade-offs that are made will reveal information about
the value the individual places on that good (Freeman 1993). If individuals are further
assumed to be rational economic agents, they will choose the bundle of goods that will
maximize their utility given their budget constraint (Mitchell and Carson 1989). It
therefore follows that as each individual maximizes his/her own utility, that society’s
welfare will also be maximized in the absence of a market failure.

The problem is that for many environmental goods, the non-rivalry and non-

excludability of these public goods means that private markets would tend to under
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produce them as some individuals choose to be free-riders. In an attempt to correct this
market failure, the government often chooses the amount’ of these goods that will be
provided and pays for them with tax revenues. In addition, the quantity of some health-
related goods, especially those consumed by the elderly who are covered by Medicare,
are also determined by the government. In these cases, it is still important for the
government to choose the amount of the good that will maximize overall societal utility;
however, a problem arises in identifying this optimal amount because individual
preferences are unknown. As a result, several methods have emerged to assist policy
makers in efficiently allocating scarce economic resources among competing public

programs.

2.2 Methods for Evaluating Public Policy Programs

Methods that have been used to evaluate public programs include: Internal Rate of
Return (IRR)®, Benefit/Cost Ratio’, Social Net Benefit, Cost Effectiveness Analysis
(CEA)", and Payback Period''; however, many of these methods have significant
shortcomings. For instance, IRR does not take into consideration the size of the project
under consideration, nor the increase in consumer utility that will result from the project.
CEA has an advantage over IRR in that it does take into account the size of the effect of
the program; however, it is designed to find the least cost method of achieving a specific
goal. As a result, CEA will not provide decision makers with information on how to
efficiently allocated resources among programs with different goals. Therefore, using the
Benefit/Cost Ratio is superior to CEA because it allows comparisons across programs
and time; however, like the IRR, it does not indicate the size of the gain. In addition, the

Benefit/Cost Ratio can be unduly influenced by whether an improvement is classified as

" Through direct provision of the goods or indirectly through regulation

¥ IRR compares the rate of return from the investment to the market interest rate. The decision rule
suggests that those projects for which the IRR is higher than the market interest rate should be approved.

’ The Benefit/Cost Ratio is calculated by dividing the benefits associated with a program by the costs
associated with a program. The resulting ratio is then used as a measure to compare programs.

12 Cost Effectiveness Analysis (CEA) allows decision makers to compare the costs of various programs in
achieving a specific program goal. Therefore, this method will theoretically identify the least costly
method of achieving a unit of effectiveness (such as a one point increase in test scores or incremental
increase in health status).

" Payback period indicates how long it will take the benefits derived from a program to pay back the costs
associated with the program.
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a decrease in costs or an increase in benefits, creating some ambiguity in decisions made
using this method. Finally, using Payback Period has the distinct disadvantage in that it
does not allow decision makers to distinguish between programs for which most of the
benefit occurs early versus programs in which the majority of the benefits accrue later; in
particular, it does not consider the value of benefits accrued beyond the payback period
(Zerbe and Dively 1994).

Unlike these other methods, Social Net Benefit does not suffer from any of these
shortcomings and is clearly the preferred method for evaluating public programs and
making policy decisions. Social Net Benefit is calculated by taking the total marginal
benefits that accrue from a program and subtracting the total marginal costs associated
with the program. Therefore, unlike the Benefit/Cost Ratio methodology, calculating the
Social Net Benefit through benefit-cost analysis (BCA) will yield a consistent value
regardless of whether improvements resulting from the program are classified as a
decrease in costs (savings) or increase in benefits. In addition, Social Net Benefit allows
programs to be compared across regions and time (using present value) and also allows
for the comparison of programs with different goals. Another advantage of using Social
Net Benefit is that this method naturally produces a measurement of the social gain
derived from the program in monetary terms. This value can then be used to rank
programs according to those offering the highest net benefit to society. The level of
financial resources available will then allow decision makers to select the bundle of
programs offering the highest collective social net benefit (Zerbe and Dively 1994).

From the above discussion, it is clear to see that BCA can be used to maximize
utility for society because it will identify the programs that are potentially pareto-
improving. The pareto-criterion suggests that if one person can be made better off
without making another worse off, then it will increase society’s welfare. Of course,
improvements may accrue to certain members of society at the cost of others, but from
the perspective of society as a whole, a positive social net benefit indicates an
improvement to society. To account for the possibility that some individuals within
society may have gained at the expense of others, the assumption can be made that the
benefits accrued to the “winners” are more than enough to compensate the “losers” such

that overall everyone will be at least as well off as they were before the change (Mitchell
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and Carson 1989). In fact, one of Harberger’s (1971) three postulates for applied welfare
economics states that for a given action “the costs and benefits...be added without regard
to the individual(s) to whom they accrue” (Harberger 1971, p. 785).

Clearly, BCA offers many advantages over other options as a tool for assisting
decision makers in making efficient allocations of our scarce economic resources. In
addition, BCA is consistent with the assumption of consumer sovereignty, that is, that the
individual is the best judge of his/her own utility (Mitchell and Carson 1989). Therefore,
it is not surprising that BCA is the preferred method for valuing programs. In fact,
Executive Order 12866 made during the Clinton Administration'? “explicitly requires
federal agencies to consider costs, benefits, and economic impacts of regulations prior to
their implementation” (List et al. 2004 p. 742) and state agencies are increasingly

employing BCA as a prerequisite for policy implementation (List et al. 2004).

2.3 Valuing Non-Market Goods through Revealed and Stated Preference

Unfortunately, determining the benefits of some environmental and health-related
goods can prove challenging. Environmental goods pose a problem in that as public
goods, individuals have an incentive to act as free riders and understate their true
preferences. Although goods in the health care sector tend to be more private in nature,
the presence of insurance companies as third-party payers distort the true preferences of
consumers within the market. In fact, the extensive use of co-payments (where
consumers only pay a portion of the actual cost) suggests that individuals will consume
more than they would if they were bearing the full cost of these goods out of pocket
(Phelps 1992).

In addition, many environmental and some health care goods simply do not have a
market. For example, better air quality and increased safety can not be purchased directly
in a consumer market; however, related purchase decisions may provide insight into the
value individuals place on these “goods.” When actual purchases (in either an explicit or
implicit market) reveal how much an individual values a good, this method is referred to
as revealed preference. When questions are asked such that the individual states how

much they value a good or service, this is referred to as a stated preference method.

"2 This reaffirmed an earlier executive order made during the Reagan Administration (List et al. 2004)
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2.3.1 Revealed Preference — Explicit Markets

Valuation can be made directly by observing preferences revealed explicitly in
consumer markets. One of the three postulates made by Harberger (1971) in regards to
applied welfare economics suggests that the market price of a good can be used as a
measure of the value the consumer places on that good. This stems from the fact that if
the individual does not buy the good, then the price is an upper bound on the individual’s
WTP; however, if the purchase is made, the price is clearly a lower bound on the
individual’s maximum WTP. Therefore, when a good can be purchased in an explicit
market, the market price will provide information regarding the valuation of the good.
As a result, for policies that involve marginal changes in the quantity of the good
provided, market price can serve as a good starting point for valuation; however, for
policies that involve larger changes in the provision of the good, a better measure of
valuation is the area under the demand curve since this allows consumer WTP to vary
with the quantity of the good provided (Blomquist and Whitehead 1995). Although
preferences revealed through actual market transactions are an effective way of valuing
goods and services, a problem arises when estimating the value of a good that is not

traded explicitly, or what is referred to as a non-market good.

2.3.2 Revealed Preference — Implicit Markets

Implicit values for many non-market goods have been estimated by observing
purchases made in markets for related goods (Blomquist and Whitehead 1995). For
example, information on the value individuals place on their health and safety can be
obtained by studying other markets in which these health-related goods are implicitly
purchased, such as the market for housing or automobiles. Following Rosen’s (1974)
hedonic pricing model, the value of air quality has been derived by looking at median
home values as a function of neighborhood characteristics, including air quality (Harrison
and Rubinfeld 1978). A meta-analysis performed by Smith and Huang (1993) indicated
that using hedonic equations to estimate implicit prices is effective; however, further
research by Smith and Huang (1995) suggests that the equation specification (including
the functional form and number of characteristics included) could affect the marginal

WTP values (Zabel and Kiel 2000).
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Likewise, hedonic models can be applied to labor market data to obtain
information on the value individuals place on their health and safety. Compensating
wage differentials are paid to induce workers into riskier positions. Therefore, since
labor markets are well-defined, observed wages and known levels of occupational risk
can be used to determine the dollar tradeoff that an individual requires to accept a job
with additional risk to personal health and safety.'

Analyzing travel costs is another method that has been used to value public goods
such as national parks.  Calculating the “travel costs” associated with visiting the
destination, including the opportunity cost of time traveled, provides an estimate of the
value individuals place on the natural resource. However, this valuation method will
only provide a lower bound on WTP because it does not include non-use or existence

values'* for individuals who do not travel to the park.

2.3.3 Stated Preference- Hypothetical Markets

Although revealed preference methodologies such as those described above have
allowed economists to place a monetary value on some non-market goods, what happens
when a good has no close market from which to collect data? In this case, economists
have used surveys to create a hypothetical market in which the good is offered and asks
individuals directly about the value they place on that good. This technique is referred to
as contingent valuation and is a considered a stated preference technique because it relies
on preferences stated by those surveyed rather than preferences that are revealed through
actual observed behavior (Blomquist and Whitehead 1995). A distinct advantage of
stated preference methods is that they have the potential to measure both direct values
(those that are obtained through revealed preference methods), as well as passive use
values.”” In theory, stated preference methods have the ability to measure the total value

of the good being valued, as either a willingness to pay (WTP) or willingness to accept

13 See Viscusi (1986, 1993) and Viscusi and Aldy (2003) for a review of the literature including risk-dollar

trade-offs in consumer markets and risk-wage trade-offs in labor markets.

' Valuation associated with non-use or existence values may derive from the intrinsic value of the
environmental resource, altruism, or a bequest motive (Blomquist and Whitehead 1995)

"> Although the term “passive-use” was not coined until later, Krutilla (1967) introduce the concept in his
article entitled “Conservation Reconsidered” in which he suggests that individuals may place value on the
existence of a natural resource (such as the Grand Canyon), and thus, may be willing to pay to preserve it
even if they never plan to utilize it themselves.
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(WTA) amount.'®  Since revealed preference techniques may exclude important
components of an individual’s true WTP or WTA, stated preference methods have
become increasingly important to BCA as a means of estimating the total valuation of a

good (Carson et al . 2001).

2.4 Valuing Health

Just as individuals reveal their preferences for consumer goods and services
through the purchases they make, the same basic approach can be applied to valuing
health; however, instead of making financial outlays to purchase goods, “expenditures”
for health and wellbeing are often revealed through the choices individuals make

regarding their time and lifestyle choices (Tolley et al. 1994).

2.4.1 Grossman’s Household Production Model of Health

Grossman’s (1972) household production model of health demonstrates how
individuals, as rational economic agents, make choices on a daily basis that affect their
health and overall utility. According to the model, utility is defined as a function of the
goods and services consumed, as well as the individual’s level of health or “health stock.”
Individuals are endowed with a certain level of health stock, which gradually depreciates
with age. In addition, an illness or accident can cause a decrease in the health stock. The
model assumes no uncertainty, so when an individual’s health stock falls below some
minimum level, death will occur (Grossman 1972).

To counter decreases in the health stock caused by aging and illness, individuals
can make investments in their health. Specifically, an individual can purchase market
goods and services (i.e. doctor visits, prescription medication, tennis shoes, healthy
foods, etc.) and combine them with their own time (i.e. time spend exercising, preparing
healthy meals, etc.) as a means of “producing” health and adding to their health stock.
Furthermore, market goods and own time are translated into a higher health stock
according to the individual’s own production process; thus, allowing for the possibility

that some individuals may be more efficient than others at producing health. In

'® WTP measures how much the individual is willing to pay to receive an improvement or increase in a
good. WTA measures how much the individual requires to accept damages or a decreased level of the
good. The decision to use WTP versus WTA depends on how property rights are assigned.
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particular, Grossman suggests that those with more education may be better at combining
market goods with own time to produce health, such that they will tend to be more
efficient producers of health (Grossman 1972).

Because utility depends on the individual’s level of health,'” an illness can change
the marginal rate of substitution between medical care and all other goods by increasing
the marginal value of medical care. As a result, individuals will increase their
consumption of medical care relative to other goods. However, if an illness reduces the
individual’s ability to earn income, then both medical services and other consumption
may fall in response to a lower budget constraint. Acting as rational economic agents,
individuals will continue to invest in their health as long as the present value of the
marginal cost of gross investment is less than or equal to the present value of the

marginal benefit (Grossman 1972).

2.4.2. The Demand for Health

Following Grossman’s model, several conclusions can be made as to the demand
for health. First, if the rate of depreciation in the health stock increases with age, then the
demand for health will also increase with age because larger and larger amounts of
investment will be required to maintain the individual’s prior health stock. In addition,
an increase in the individual’s wage rate will have the effect of increasing the value of
healthy time, thereby increasing the marginal product of health capital. This suggests
that individuals with higher wages will choose a higher level of health stock and have a
higher demand for health. Finally, those who have more education may be able to
combine market goods and own time to produce health more efficiently (Grossman,
1972). Therefore, it is expected that education will increase the marginal efficiency of
health, and thus result in more educated individuals choosing a higher optimal level of
health (Grossman 1972).

Grossman’s empirical findings support his theoretical predictions. Using data

from the 1963 Health Interview Survey conducted by the National Opinion Research

7 Empirical work by Viscusi and Evans (1990) supports Grossman’s assumption that utility is dependent
on the health state. Using data on chemical workers, Viscusi and Evans (1990) find that the marginal
utility of income is higher when an individual is healthy (higher state of health) as compared to when the
individual is injured (lower state of health).
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Center (NORC) and the University of Chicago’s Center for Health Administration
Studies, data showed a positive correlation between medical care with restricted activity
days and work-loss days, suggesting a positive relationship between medical care and the
depreciation rate. Using health stock measures obtained through self-reported health
status, depreciation rates were found to increase with age. Grossman estimated
depreciation to be approximately 2.1%, implying that 70% of the initial health stock
would have depreciated by age 58, 80% by age 77, and 90% by age 96. Education was
found to have a positive and significant effect. In addition, the wage rate was found to be
positively related to the stock of health and the number of healthy days, which supports
the hypothesis that an increase in an individual’s wages raises the return on an investment
in health, thus resulting in the individual choosing a higher stock of health (Grossman

1972).

2.4.3 Tradeoffs Involving Health

Household production models of health, such as that developed by Grossman,
imply that “individuals will make expenditures of money and time to improve their health
and reduce risks to their health” (Berger et al. 1994 p. 25). For example, the decision to
purchase a smoke detector is an averting behavior in consumption that requires an
expenditure of income in order to reduce the risk of fatality by a marginal amount.
Therefore, even though health is not explicitly traded in a well-defined market, the value
that an individual places on their health, and ultimately their life, can be derived from
observing the choices they make in markets for other goods and services that affect their

health (Berger et al. 1994).

2.4.4 Risk and Uncertainty

Risk is an inherent part of our everyday lives. We face risks when we drive/ride
in a car, fly on a plane, or take a bus. In addition, we face possible risks of injury at our
place of employment from the use of heavy equipment or coming into contact with
hazardous materials. In our recreation, whether it is downhill skiing or simply jogging,
the risk of injury or death exists. We even face significant risks in our homes, where a

surprisingly large number of individuals are injured/die every day. And finally, we are at
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risk from disease and other medical conditions, such as cancer and heart attack.
Although the average risk of injury or death from any single cause may be relatively
small, the consequences from an unfortunate event have the potential to be life altering.
Therefore, it is not surprising that individuals acting as rational economic agents will
chose to expend some of their limited resources to reduce the probability of one or more
of these risks (Viscusi 1992).

Because risk can not be eliminated completely, some risk of injury and/or death
will always exist for each of us; however, it is possible to reduce those risks. Individuals
can purchase cars with added safety features, choose a job that is less risky (although it
may pay less), use safety equipment (such as a helmet, goggles, etc.) while participating
in recreational activities, invest in carbon monoxide detectors for the home, and choose to
have medical screening, to name just a few examples. These purchases which represent
averting behavior in consumption will help reduce the probability of injury, illness,
and/or death; however these risk minimizing efforts often involve a cost, either in
monetary terms, utility, or both. For example, choosing to wear a helmet while downhill
skiing involves both the monetary cost required to purchase the helmet, as well as a
potential utility cost in that the individual may not enjoy the experience of skiing as much
due to wearing the helmet.

Because individuals make decisions every day regarding how much risk to accept,
these tradeoffs have the power to implicitly tell us how much a person would pay to
avoid a certain amount of risk (either monetarily or in terms of lost utility). Therefore,
“these tradeoffs in effect set the price that people are willing to pay for greater
safety”’(Viscusi 1992, p. 4). Thus, by observing these tradeoffs, estimates can be made as
to the value society places on saving a life, as well as the value individuals place on their

own health and wellbeing.

2.4.5. Value of Life
Thaler and Rosen introduced a methodology for estimating the value of a
statistical life by addressing the question “How much will a person pay to reduce the

probability of his own death by a ‘small” amount?” (Thaler and Rosen 1976, p. 265).
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In calculating the value of a statistical life, the identity of the person at risk is
unknown. This is appropriate since decisions regarding risks to health and safety are
often made by society in this manner. In fact, people often behave much differently in
situations where the person at risk is known (Blomquist 2001). For example, it is not
uncommon to hear in the news a story of a small town that expended many of its
available resources for a short time in order to save a child who became trapped in a well.
In cases such as this, “society will often spend whatever is available or do whatever is
possible to save the life” because “the situation involves a potentially large change in
survival for a known individual” (Blomquist 2001). Therefore, it is important to note that
behavior under these circumstances is much different than when the risk is significantly
smaller and exists for an unidentified group of individuals within society.

Risk in our daily lives is unavoidable (Viscusi 1992). As discussed above,
individuals make risk tradeoffs everyday, including the choice to accept a riskier job in
return for a higher wage — what Adam Smith (1776, 1994) referred to as compensating
wage differentials.'”® What is interesting to note is that these observed tradeoffs provide
an implicit value of avoiding additional risk, which is illustrated by the following
statement:

Suppose a person is observed taking a known incremental
risk that could be removed by spending one dollar. Then the
implicit value of avoiding the additional risk must be
something less than one dollar or else it would not have been

observed (Thaler and Rosen 1976, p. 266).

'8 The theory of equalizing or compensating wage differentials was first described by Adam Smith in The
Wealth of Nations. Smith explained how some workers could expect to earn higher wages than others
because of differences in key job characteristics. For example, those individuals who worked in jobs that
were generally considered harder, more dangerous or required special training would typically earn higher
wages than those individuals with otherwise identical characteristics who were employed doing jobs that
offered more favorable working conditions. The higher wages paid to these workers was considered a
means of compensating them for withstanding the unpleasant aspects of their job. The amount of the wage
differential paid for each type of job and its associated unpleasantness would be determined by the market.
The wage would have to be high enough in order to induce the marginal worker to accept the unpleasant
job rather than taking a more pleasant job offering a lower wage.
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Using data from the 1967 Survey of Economic Opportunity (SEO)'’ and the 1967
Occupation Study of the Society of Actuaries,”® Thaler and Rosen (1976) test Adam
Smith’s theory of compensating wage differentials. They do this by incorporating risk
into a standard wage equation to estimate the dollar amount required to induce an
individual worker to accept a job with a slightly higher degree of risk (fatality). This
estimate is based on the assumption that if each worker is willing to pay $50 to avoid,
say, a .001 chance of dying, it logically follows that 1,000 workers together would pay
$50,000 to eliminate the probability of death and statistical save a life.

Using this methodology, Thaler and Rosen (1976) estimate the value of life to lie
in the range of $140,000 to $260,000 (in 1976 dollars), which would amount to
approximately $500,000 to $940,000 in today’s dollars.”' Although this range is lower™
than many of the more recent studies, Thaler and Rosen’s 1976 study contributed
something incredibly significant - a meaningful way of “valuing” a human life in
monetary terms. The meta analysis by Viscusi and Aldy (2003) find the most reliable
estimates for prime-age workers to be in the range from 5 to 9 million in current dollars.

Tradeoffs involving risk are not unique to the labor market. In fact, there are
countless such tradeoffs that occur each day in consumer markets. Consider for a
moment the automobile and housing markets. Individuals purchase used cars offering

fewer safety features than newer models, and families buy homes in areas abutting

" This data set provided demographic information, as well as the individual’s occupation and industry in
which they work.

* This study used insurance company records between 1955 and 1964 to measure additional risks
associated with extremely hazardous occupations. Because the data reported information using a
combination of both industry and occupation, it could be directly matched to individuals in the SEO
sample. In this regard, it provided a better measure of risk than data from the Bureau of Labor Statistics
(BLS), which was the traditionally source for industry hazards data. The BLS only reported the average
hazard for each industry, regardless of occupation. Since occupations within an industry could vary
widely with regard to risk, use of this data could cause a large degree of measurement error. Therefore,
Thaler and Rosen used the 1967 Occupational Study on Society of Actuaries to avoid the aggregation
problem inherent in the BLS data.

*! (CPI March 2007 — Ave. CPI 1976)/ Ave. CPI 1976 = (205.352-56.9)/56.9 = 2.608998

$140,000 * 3.608998 = $505,260 & $260,000 * 3.608998 = $938,340

*? This is most likely a result of Thaler and Rosen’s chosen data set. The Society of Actuaries data includes
individuals in very high-risk occupations, and therefore would be expected to yield a lower value of life
because of “the self-selection of individuals with low risk-dollar tradeoffs into the most hazardous pursuits”
(Viscusi 1993). For a detailed discussion of this and other data and econometric issues, see Mrozek and
Taylor (2002) and Viscusi and Aldy (2003). As Shogren and Stamland (2002) argue and Kniesner et al.
(2005) find, self selection on unobserved productivity in dealing with risk in the labor market can produce
estimates of value of life that are biased upward. The net effect depends upon the relative strength of the
effects of the unobservable factors.
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Superfund sites. Despite the fact that these purchases may pose a potentially higher
health hazard, these goods are still consumed because they tend to be more affordable.
Therefore, value of life estimates can be derived by observing purchasing behavior in
certain private consumer goods markets that entail some amount of risk. In particular, the
demand for automobile safety features, cigarettes, and housing locations all provide
information on the underlying safety preferences of individuals; and hence, can be used
to estimate society’s willingness to pay to avoid higher levels of risk (Tolley et al. 1994,
Blomquist 2004).

For example, Atkinson and Halvorsen (1990) estimate the value of a life based on
the premise that individuals pay more for an automobile that offers a higher level of
safety (or a lower probability of fatality risk). Using the risk-dollar trade-off framework
initially proposed by Thaler and Rosen (1976), Atkinson and Halvorsen use data obtained
in the automobile market to estimate the value of a statistical life. Since accident rates
may be affected by the personal characteristics of the individuals who tend to buy that
type of automobile, they use a hedonic equation to control for this possible effect. After
adjusting for the average number of occupant fatalities per accident (dividing by 1.15),
they estimate the value of a statistical life to be $3.4 million (in 1986 dollars), which is
approximately $6.3 million in today’s dollars.”> This amount is consistent with the
findings in Viscusi and Aldy’s (2003) review article and therefore lends credibility to this

method as a means of valuing a human life.

2.4.6 Methods for Valuing Health

Although placing a value on something as intangible as one’s health may at first
seem implausible, just as economists have found reliable means of valuing a life, they
have used similar methods to value improvements in health. Valuing health is important
because, from a benefit-cost standpoint, it is necessary in order to ensure that the
combination of health services being offered is the one that will maximize the wellbeing
of its citizenry. Therefore, finding a meaningful way to value health is necessary in order

to make efficient decisions regarding the number and types of health programs to offer.

2 (CPI March 2007 — Ave. CPI 1986)/ Ave. CPI 1986 = (205.352-109.6)/109.6 = .873650
$3.357 million * 1.873650 = $6.29 million
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As a result, economists have strived to improve the methodology employed to value
health. The following describes several methods that economists have utilized in

estimating the value of health.

Cost of Illness

One method that has been used to value health is the cost of illness (COI), or
human capital, approach.** The theoretical basis for this method relies on the assumption
that individuals within our society represent human resources that produce goods and
services (Berger et al. 1994). Therefore, when individuals within our society become sick
and are not able to work, there is a cost involved — specifically, the cost of medical
services utilized, as well as the loss of productivity during the illness. These costs can be
classified as either direct or indirect costs of illness. Costs such as health expenditures
and the value of resources used for treatment (doctor’s time, medical supplies,
medications, etc.) are all considered direct costs; whereas the value of lost productivity
and lost wages resulting from being sick (or dying prematurely) are considered indirect
costs. Therefore, using this approach, the value of a health improvement is equal to the
sum of the direct and indirect costs associated with the illness (Berger et al. 1994).

When an individual works in a clearly defined market and/or has a specified
wage, the COI approach can be used to estimate a lower bound for the value of
improvements to health. This method can only provide a lower bound for health
valuations because it does not take into consideration the value an individual places on
avoiding the pain and suffering associated with an illness (lost utility). In addition,
significant problems arise when this approach is used in an attempt to estimate the value
the general population places on a health improvement. This is because it completely
disregards the value placed on health by those who are retired or who work in non-
defined markets (i.e. full-time homemakers). Because these individuals do not have a
market wage, their loss of productivity due to sick time is simply recorded as a zero in the
calculation. Therefore, this method clearly has limitations in estimating reliable values

on health improvements and at best can only yield a lower bound (Berger et al. 1994).

 For examples, see Weisbrod (1971) and Cooper and Rice (1976)
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Cost-Effectiveness Analysis

The inherent shortcomings of the COI approach for valuing health - its lack of a
theoretical foundation in utility theory, the fact that it does not account for the intrinsic
value and quality of life, and that it discriminates against those not in the labor force -
lead to the development of cost-effectiveness analysis (CEA). Cost-effectiveness
analysis measures the effectiveness of an intervention in terms of health outcomes (such
as life years gained) for each dollar spent and is most often used in the field of public
policy (Johannesson 1996). In determining how to allocate financial resources between
competing health programs, the decision rule is to maximize the effectiveness for a given
budget. This methodology works best when comparing alternate treatments that have the
same goal; however, as discussed earlier in this chapter, CEA falls short when comparing
programs with different outcomes. The problem with this method is that it does not
provide a basis for comparison between outcomes measured in different units. Therefore,
although this method is useful in finding the least costly way to achieve a specific health-
related outcome, it provides no systematic way to choose between programs designed to

pursue unrelated health goals.

Cost-Utility Analysis

One of the concerns with cost-effectiveness analysis was that the utility associated
with a single outcome measure of life years gained could vary considerably depending on
the quality of life associated with those years. For example, consider two programs, both
of which have an outcome of 5 additional life years gained. One program will grant
individuals 5 additional years with relatively no side effects, whereas the other will grant
an additional 5 years with significant side effects. Clearly, the outcome without side
affects is preferable; however, cost-effectiveness analysis would rate these two programs
equally. Therefore, cost-utility analysis was developed as a special form of cost-
effectiveness analysis in which life years gained are adjusted for the quality of life
obtained in those years. As a result, this method uses quality adjusted life years (or
QALYs5s) as the measure of effectiveness. QALY are often obtained by taking the gain
in life years and multiplying by a utility index based on the quality of life achieved in

those years. For example, if an individual has a quality of life equal to 80%, then 5 life
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years gained would equal 4 QALYs (5 life years *.8). Because cost-utility analysis is
essentially an extension of cost-effectiveness analysis, the same problems that are
prevalent in cost-effectiveness analysis also exist for cost-utility analysis. In addition,
cost utility analysis faces the added challenge of measuring quality of life and

transferring it into a valid utility index™ (Johannesson 1996).

Household Production and Preventative Expenditures

Whereas the COI approach looks at the expenditures made after the onset of an
illness, the household production and preventative expenditures approach looks at
expenditures intended to prevent illness (Berger et al. 1994). From the earlier discussion
of Grossman’s (1972) model on health production, it is clear that individuals can make
purchases that contribute to their overall health. Therefore, one way to value health is to
calculate the sum of the additional income that can be earned plus the monetary value
resulting from a higher level of utility associated with good health (Berger et al. 1994).
Thus, the household production and preventative expenditures method not only includes
the indirect cost of illness (lost wages), but unlike the COI approach, also includes a
preference-based measure that stems from the individual’s own consumption and

resulting utility*®

Willingness to pay — Implicit markets

Household production models can also utilize observations of self-protection to
estimate the WTP for small changes in fatality risks (Blomquist 2004). Self protection
refers to individual actions which avert risk, such as wearing a seatbelt, choosing not to
smoke, or as discussed above, making purchases that improve the individual’s level of
safety (buying smoke detectors for the home, purchasing a car with added safety features)
(Blomquist 2004). A study by Smith and Desvousges (1985) showed that households in

the suburbs of Boston took varying preventative measures (including purchasing bottled

2 methods used to measure utility include the standard gamble and time-trade off
26 For examples, see Cropper (1981), Gerking and Stanley (1986), and Dickie and Gerking (1991)
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water, installing water filters, and attending public meetings) as a means of reducing the
health risks associated with toxins in the drinking water (Berger et al. 1994).%

Because people invest time and money in producing their own health, it is
possible to observe the consumption of goods that are indirectly related to health (and
purchased in well-defined markets) to derive the value people place on health
improvements. As discussed earlier in this chapter, individuals chose jobs that reveal
their preferences regarding risk (averting behavior in the labor market) and purchases in
consumer markets (averting behavior in consumer markets) that involve dollar-risk trade-
offs that can be used to estimate valuations for health in terms of the individual’s WTP.
WTP provides a more complete measure of valuation compared to COI and is preferable
measure over cost-utility and cost-effectiveness measures because it is compatible with

BCA. Therefore, WTP* is the preferred measure in valuing improvements in health.

Willingness to pav — Contingent markets

In valuing goods for which no market exists (i.e. lower health risk, reduced side
effects), economists have used surveys to get respondents to reveal their willingness to
pay (WTP) for a specific health commodity contingent on the existence of a market for
that good. This is known as the contingent valuation method (CVM). The CVM is a
stated preference method that uses surveys to elicit individual preferences by asking
respondents directly about their willingness to pay for a particular good or service. As
discussed earlier in this chapter, stated preference methods have an advantage over
revealed preference methods in that they have the potential to determine the total
valuation of a good, including passive-use values. Therefore, this method is incredibly
useful for BCA. As a result, contingent valuation (CV) is widely used to estimate values
of environmental resources and is growing in popularity as a means for valuing health-

related goods and services.

27 See Blomquist (2004) for a review of the literature on self-protection and averting behavior

2 WTP is the maximum amount an individual is willing to pay for a given quantity of a good. Therefore,
the benefit associated with a health improvement can be found by measuring the area under the aggregate
demand curve (WTP plotted against quantity).
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2.5 Contingent Valuation Methodology (CVM)

Contingent valuation (CV) is a stated preference methodology that utilizes a
survey to elicit information regarding an individual’s valuation for an improvement in a
health, environmental, or other good for which a well-defined market does not exist. CV
surveys have been conducted face-to-face using an interviewer, over the phone, and

through self-administered surveys delivered through the mail and via the Internet.

2.5.1 Description of the Contingent Valuation Survey

Although no formal standard exists, most CV surveys contain a detailed
description of the good to be valued, including the manner in which it would
hypothetically be made available to the respondent; a mechanism by which the
respondent reveals his/her willingness to pay for the good; demographic questions; and
questions regarding the individual’s attitudes that may influence his/her valuation of the
good (Mitchell and Carson 1989).

Since the CVM has a variety of applications, the “good” described in the survey
can take many forms. It can be a public good such as electric wind power (Champ and
Bishop 2001), preserving rain forests acreage (Cummings and Taylor 1999), or
reclaiming wilderness areas at the Grand Canyon (Champ et al. 1997); a semi-private
good, such as a diabetes management program that may have positive externalities
(Blumenschein et al . forthcoming 2007); or a private good, such as an electric juice
maker (Cummings et al. 1995), sportscards (List 2001), sunglasses (Blumenschein et al.
1998), or a box of chocolates (Cummings et al. 1995). Regardless of the good being
valued, it is important to fully and accurately describe the good, to help ensure the
respondent has a clear understanding of the good they are being asked to value. This will

help prevent unwanted scope effects or embedding problems.

2.5.2. Payment Mechanism for Eliciting WTP

Once the respondent has been provided with a description of the good, they are
asked to value it in some way. For public goods, a common method of eliciting estimates
of WTP is through the use a dichotomous choice (DC) referendum question.

Respondents are asked to vote either in favor or against everyone contributing a certain
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dollar amount to a good (Brown et al. 2003, List et al. 2004, Cummings and Taylor
1999). Due to concerns that the referendum essentially “forces” everyone to contribute,
information on individual WTP has been obtained by asking for voluntary donations for a
public good, such that an individual’s decision to contribute does not affect others.
Voluntary contribution mechanisms (VCM), in which respondents are asked to make
voluntary donations may also include a provisional point mechanism (PPM) (Murphy et
al. 2005). In the context of the survey, respondents are informed of a minimum amount
that is needed in order for the good to be provided (the provisional point). It is thought
that inclusion of a PPM with a “one-shot” voluntary donation reduces the occurrence of
free-riding, and therefore provides more accurate measures of WTP (Poe et al. 2002). It
is not uncommon for CV studies that include a PPM to also tell respondents that if the
total contributions do not reach the dollar amount needed to provide the good, individuals
donations will be refunded (Murphy et al. 2005).

In valuing private goods, WTP can be elicited using a DC question in which
respondents are asked if they would be willing to pay a certain amount for the good.
Because this method will only yield a yes/no response from each individual, providing
either an upper or lower bound on the respondent’s WTP, econometric techniques are
needed to estimate the mean WTP. Therefore, in an effort to obtain additional data from
each respondent, DC choice questions are sometimes repeated with different price
offerings. Depending on the number of times the question is asked, this is referred to as a
single bounded, double bounded, or multiple bounded DC question (“bidding game”).

In the economics literature, the term “iterative bidding game” refers to the use of
a multiple bounded DC question in which respondents are asked repeatedly if they are
willing to pay $X for a good. Bids are either increased or decreased according to a pre-
set group of bids. For example, if the pre-set bids are $5, $10, $15, $20, $25 and $30,
and the respondent answered “yes” to the initial bid of $15, the interviewer would ask if
the respondent was willing to pay $20. The interviewer will continue to the next highest
pre-set bid until the respondent answers “no”; thus, determining a narrow range in which
the respondent’s WTP lies. A similar process would occur if the respondent answered
“no” to the initial bid. In that case, the interviewer would then proceed to go down to the

next pre-set bid until the respondent switched their answer to “yes.” Although this
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process is termed “iterative” in some ways it is misnomer because the process does not
go back and forth to converge on a single value. Instead, bids are simply move in a
single direction until the respondent’s answer changes.

Bidding games are often subject to starting point bias (Mitchell and Carson 1989);
therefore, Mitchell and Carson (1989) suggest the use of a payment card in which
respondents are provided with all the bids and asked to circle the highest amount they
would be willing to pay. Finally, another approach to eliciting respondent WTP is to
simply let respondents state the maximum they would be willing to pay in an open-ended
question.

Through the use of one of these elicitation methods, CV surveys can determine
WTP for a good contingent upon a market for that good existing. This information can
then be used to estimate the benefit of the good/program and subsequently be used to

make recommendations regarding the efficient allocation of available resources.

2.5.3 The Growing Use of CVM

The use of contingent valuation (CV) first appeared in the environmental
literature, see Carson (2001). Valuing environmental goods posed a somewhat unique
difficulty in that market transactions reflecting consumer preferences are seldom
observed since many environmental goods are public goods provided with tax revenues
by the government. However, the development of the CV approach allowed economists
to collect data on the demand for environmental goods by asking individuals “to give
their willingness to pay for some outcome contingent on the assumed existence of a
market in which it [could] be purchased” (Magat, Viscusi, and Huber 1988, p. 395).
Although a market for health care does exist, economists face similar problems in valuing
health-related goods because of the presence of insurance companies as third party
payers, which tend to obscure the true preferences of consumers in these markets.
Therefore, the CVM gradually started appearing in the health literature as a means of
evaluating the value of health-related goods and services.

According to Portney (1994), the first mention of CVM occurred in 1947 in an
article by Ciriacy-Wantrup about the benefits of preventing soil erosion; however, early

applications of the method did not occur until years later. Perhaps the first to employ the
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CVM was Davis (1963), who as part of his dissertation research, used a survey to
estimate the demand hunters and wilderness lovers placed on a particular recreational
area. In an effort to validate his results, Davis compared his estimates to those obtained
using the “travel cost” approach, in which the quantity of visits is plotted against a range
of “prices.” In this case, the “price” is determined by the inferred cost required to travel
the distance. Davis discovered that the estimates derived using the CVM were
comparable to those estimated using the travel cost method (Portney 1994); thus lending
credibility to the use of CV as a method for valuation.

In the early 1970’s, economists began to recognize the importance of CVM as a
valuation method for environmental and resource economics. In fact, Mishan (1971)
encouraged economists to use this direct questioning approach to elicit willingness to pay
values as opposed to methods that employed cost of illness measures (Berger et al. 1994).
During the 1970°s the CVM became increasingly important for its potential to fully value
environmental resources, including existence values (Blomquist and Whitehead 1995).
In addition, the use of the method was not limited to environmental goods.
Coincidentally enough, one of the first applications of the CVM in health economics was
a study by Acton (1973) who used a CV survey to value reductions in the risk of death
from heart attack (Portney 1994).

One of the unique features of the CVM is that it has the potential to capture
passive use values® that may not be obtained using other valuation methods (Carson et
al. 2001). Therefore, CVM is highly useful for benefit-cost analysis. As a result, this
method gained popularity as a means of valuing environmental goods and resources that
were thought to have high passive use values.”® However, the use of this method to value
environmental resource damages in Alaska following the Exxon Valdez oil spill, which
resulting in a highly public court case and large monetary award for damages (resulting
primarily from high existence and non-use values) has brought a lot of attention to the

CVM and fostered a debate as to whether CV can provide accurate measures of valuation

¥ “passive use value” was a term adopted by the courts intended to be a broad descriptor which included

the following: non-use value, existence value, preservation value, bequest value, stewardship value,
intrinsic value, and option value (Carson et al. 2001).

3% In valuing environmental resources it is often the case that individuals place a value on a good even if
they never plan to use it. These existence values are utility based and may arise from purely intrinsic
values, altruism, or the fact that individuals would like to see the resource preserved for future generations
(Blomquist and Whitehead 1995).
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(Portney 1994). Unfortunately, opposition to the CVM may not be coming solely from
individuals within the economic profession who are attempting to shed light on this issue
for the sake of academic integrity. Industry groups outwardly opposed to the use of
CVM have sponsored research investigating the reliability of the CVM (Carson et al.
2001). This means that sources of financing for CV validation studies may need to be
considered when making broad assessments as to the reliability of the CVM in valuing
non-market goods.

In response to the criticism over the validity of the CVM, a panel of well-
respected economists was convened by the National Oceanic and Atmospheric
Administration (NOAA). The purpose of the panel was to answer the question “Is
contingent valuation capable of eliciting reliable estimates?” (Portney 1994, p 8). The
panel concluded that “CV studies can produce estimates reliable enough to be the starting
point for a judicial or administrative determination of natural resource damages including
lost passive use values” (Arrow et al. 1993 p. 4610). In addition, the panel including a
set of guidelines intended to help ensure the reliability of estimates obtained using this
stated preference method (Arrow et al. 1993). The NOAA panel has periodically updated
these rules in accordance with general findings derived from the growing contingent
valuation literature to help ensure the credibility of CV as a valuation method (List and
Gallet 2001, Little and Berrens 2004, NOAA 1994, 1996).

Although there are still some unanswered questions as to whether CV can
accurately reflect consumer preferences in all cases, the CVM continues to be widely
used in the environmental literature and a growing number of studies are using CV as a
method to value health-related goods and services.”' It is expected that this trend will
continue due to the important role stated preference methodology (including the use of
CV surveys) plays in providing valuations for benefit-cost analysis which is required by
federal agencies and more and more by state and local government for the

implementation of public policy programs (List et al. 2004).

3! See Diener et al. (1998) for a review of the health care studies utilizing the CVM.
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2.6 Potential Concerns with CVM

Some economists have expressed concerns regarding the validity and reliability of
estimates obtained using CV (Diamond and Hausman 1994, Kahneman and Knetsch
1992). Therefore, the following section includes a discussion of each of these possible
issues: Hypothetical bias and other potential biases, embedding, insensitivity to scope,

familiarity, and warm glow.

2.6.1 Bias

There are several types of bias, or systematic error, that can occur when
conducting a CV study including: hypothetical bias, strategic bias, starting point bias,
vehicle bias, and information bias. Hypothetical and strategic bias are an inherent part of
any CV study, whereas the other biases stem primarily from the design of the survey
instrument (Kenkel et al. 1994). The bias that currently appears most often in the
literature, and potentially poses the greatest concern for obtaining accurate valuations
using CVM, is hypothetical bias. The following provides a more detailed explanation of

each of these potential biases.

Hvpothetical Bias

The term “hypothetical bias” is commonly used in the empirical literature to refer
to the tendency of stated values in hypothetical markets to overestimate preferences
revealed through actual behavior. Hypothetical bias has serious implications regarding
the validity of utilizing CV valuations for policy decisions. According to Kenkel et al.
(1994) hypothetical bias can occur when the respondent does not believe the credibility
of the question being asked. If the respondent puts little or no faith in the validity of the
question, then their response will also tend to be less than credible (Kenkel et al. 1994).
Because decisions being made in contingent markets do not require a financial outlay,
one of the challenges in designed a CV survey is to select a payment mechanism that is
incentive-compatible; that is, one that will provide an incentive for respondents to reveal
their true WTP.

One of the current concerns regarding values obtained using the CVM is that

several studies have shown that stated preferences elicited through hypothetical markets

35



tend to overestimate revealed preferences observed in actual markets (Cummings et al.
1995, List and Gallet 2001). Cummings et al. (1995) compared decisions to purchase
three goods: an electric juicer, a box of chocolates, and a thin solar calculator, and found
that respondents were more likely to say they would purchase the good when the decision
was hypothetical versus when the decision was real. List and Gallet (2001) perform a
review of the literature and find that for several studies, hypothetical values exceed actual
values for both public and private goods. This finding indicates that hypothetical bias is a
real concern for CV surveys that needs to be addressed in order to obtain valid benefit

measures using this method.

Strategic Bias

Even if the respondent believes the question to be credible (to help address
hypothetical bias), the potential for strategic bias still exists. According to Mitchell and
Carson (1989), “strategic bias occurs when respondents deliberately shape their answers
to influence the study’s outcome in a way that serves their personal interest” (Mitchell
and Carson 1989, p. 238). Therefore, the more credible the question is perceived to be by
the respondent, the more likely he/she is to misrepresent a response in a strategic manner.
In this case, the respondent’s valuation for a good would not necessarily be a statement of
their true preferences, but rather would reflect their strategy to accomplish another,
possibly completely unrelated, pursuit (Kenkel et al. 1994).

Strategic bias is much more likely to occur in the valuation of a public good,
because of the tendency for individuals to try and become “free-riders.” When
respondents believe that the valuation they give in a survey could ultimately affect how
much they would have to pay for the good (perhaps through an increase in taxes), there is
an incentive to act strategically and give a valuation that is below their true valuation.
Or, if the individual expects that because of their limited income, there may be a
maximum amount that would be required of them to receive the good, there could be an
incentive for these individuals to overstate their preferences in an attempt to ensure that
the good becomes available. In general, the overall expectation is that if strategic bias
does exist in the sample, then a slight overestimation is likely to occur. (Mitchell and

Carson 1989). However, even in this case, there is little evidence to support the theory

36



that people act strategically in completing CV surveys and because this is much less
likely to occur in valuing a private good, strategic bias does not appear to be a significant

issue for this particular study.

Starting Point Bias

Starting point bias arises from the tendency of respondents to perceive the initial
bid as reasonable, thus causing valuations to cluster around the starting point. This can
potentially be avoiding in several ways. One way is to vary the starting points among the
surveys. Another method is to use a dichotomous choice framework in which the
respondent is simply asked to accept or reject a single, random bid. Based on the series
of yes and no responses, the mean WTP can be calculated (Kenkel et al. 1994) using

econometric techniques such as Kristrom’s (1990) non-parametric approach.

Vehicle Bias

Vehicle bias occurs when a response is influenced by the payment vehicle. For
example, the questionnaire may state that the good will be financed by an increase in
taxes. In this case, the respondent may state their maximum WTP is zero as a protest to
any increase in taxes, even though they may actually place a significantly higher value on
the good (Kenkel et al. 1994). Vehicle bias can potentially be avoided by wording the
question in such a way that the payment method is vague; however, this could
inadvertently increase the potential for hypothetical bias as it may reduce the credibility

of the proposal as perceived by the respondent (Kenkel et al. 1994).

Information Bias

Finally, information bias can occur as a result of the information provided in the
questionnaire. It is necessary for contingent valuation surveys to provide some
information, as asking an individual to value a good with no understanding of that good
would not provide accurate assessments of valuation (Fabian and Tolley 1994).
However, it is not always the case that more information is better. As Mitchell and
Carson (1989) point out, sometimes adding information to make the survey scenario

more realistic can cause respondents to focus on unimportant details while losing sight of

37



the good being valued. Therefore it is necessary to find a balance in which enough
information is conveyed so the respondent understands and can credibly value the good,
while avoiding too much detail that can will take excessive time and potentially lead to
boredom on the part of the respondent (Fabian and Tolley 1994).

Mitchell and Carson (1989) caution that information bias can have a significant
effect on WTP values if respondents misunderstand the good being valued. For example,
if the researcher asks respondents to value a low-probability risk, but it is misperceived
by respondents to be a high-probability risk, then it is likely to have an effect on stated
WTP (Mitchell and Carson 1989). Therefore, care should be taken to clearly define the
good and test respondents’ understanding of the good, perhaps through the use of focus
groups. In addition, the potential for information bias can be diminished by ensuring the
CV survey focuses on two types of information — elements that are valuation relevant
(which are intended to be taken into account in the valuation process) and elements that
are valuation neutral (those that provide a credible market for the good, and are not

intended to influence the valuation) (Mitchell and Carson 1989).

2.6.2 Embedding

Some economists, including Diamond and Hausman (1994), have argued that
stated WTP obtained through the CVM can be subject to an embedding effect.
Embedding occurs when respondents to a CV study value more than what the researcher
intends (Schulze et al. 1998). For example, in an air quality study by Tolley at al. (1985),
respondents were asked to provide a WTP amount for improved visibility. In stating their
WTP for improved visibility, it is possible that respondents also included a dollar value
associated with the improved health that would additionally result from better air quality

(Schulze et al. 1998).%

32 Schulze et al. (1998) offer three possible reasons why embedding might occur: (1) Individuals gain
“moral satisfaction” from giving to a good cause; however, marginal utility derived from increased giving
diminishes rapidly. Therefore, giving to more than one cause or increasing the amount of the good has
little effect on the individual’s WTP; (2) If goods have high substitutability, then respondents may view
giving to one program as having high value, but giving to a second program would have little value; (3)
Individuals consider “joint products” when making their valuations. This occurs when respondents value
more than they are asked to value. For example, a respondent may be asked how much they would be
willing to pay to save an endangered species of butterfly in the Amazon. If the respondent feels that the
only way to save the butterfly is to preserve its habitat, then the respondent may state their valuation for
saving the forest, as opposed to just saving the butterfly (Schulze et al. 1998).
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Hoehn and Randall (2002), two of the economists who worked on the Tolley et al.
(1985) study, later utilize a procedure for valuing multi-dimensional goods that
eliminates the embedding problem. Hoehn and Randall (2002) use a CV survey to value
improvements to the Coeur d’Alene River Basin that had sustained environmental
damages due to years of coal mining. Using an information booklet,”® respondents are
asked to assess the severity of individual environmental injuries (i.e. toxicity to the area,
fish mortality, swan mortality) associated with the resource damage. After all of the
information regarding resource injuries was made, respondents were then asked to state
their preferences for improving the area by voting in favor or against a one-time tax (tax
amounts ranged from $60 to $220). Marginal WTP for each individual benefit stemming
from the overall treatment can then be obtained using a linear model (in a manner similar
to hedonic regression) in order to decomposes WTP into the implicit prices associated
with each specific improvement (Hoehn and Randall 2002). Although the authors agree
that this method may still be susceptible to question order effects (Hoehn and Randall
2002) which could affect marginal WTP values, this method does address the issue of
embedding, and as such, should result in reliable valuations for the overall improvement

being valued.

2.6.3 Insensitivity to Scope

Problems associated with scope occur when economic theory dictates that people
should be willing to pay more (for an increase in quality or quantity of the good) and yet
WTP remains relatively constant. In an attempt to discredit the CVM, Diamond and
Hausman (1991) cite a study by Desvousges et al. (1993) in which, according to
Diamond and Hausman, the WTP valuations obtained were essentially the same for
saving (a) 2,000, (b) 20,000, or (c) 200,000 birds. Although this seems like strong
evidence to suggest a problem with scope, Carson et al. (2001) point out that this
statement is misleading because in fact, the Desvousges et al. (1993) survey was worded
such that respondents were valuing “saving (a) much less than 1%, (b) less than 1%, or

(c) about 2% of a population of 8.5 million migratory waterfowl” (Carson et al. 2001).

33 According to the authors, the booklet was organized following the hierarchical format suggested by
Bettman et al. (1987) and Magat et al. (1988).

39



This is not to say that problems with scope are not possible; however, it does suggest that
clearly defined goods (in terms that are easy for the respondent to understand), can help
prevent scope from being an issue. One area in which scope is known to be a valid issue
is “valuing small changes in small probabilities in health risk” (Carson et al. 2001).
Beattie et al. (1998) find that individuals have difficulty understanding low-level changes

in risk which can result in valuations that are insensitive to scope.

2.6.4 Level of Familiarity

When people choose to make a purchase in an actual market, they generally know
something about the good they are planning to purchase. However, in asking about a
good in a contingent market, respondents may not be familiar with the good they are
being asked to value. This can lead to problems associated with embedding or scope, as
mentioned above, and can also bring into question the accuracy of using stated
preferences as a method of valuation. Regarding the degree of familiarity that is
necessary to make valid estimations of value, some economists (Carson et al. 2001,
Hanemann 1994) argue that numerous new products are introduced in consumer markets
each year, such that individuals routinely make “purchase decisions involving goods for
which they have no prior experience” (Carson et al. 2001 p. 178). Therefore, the
information provided in contingent valuation surveys may actually provide more
information about the good than consumers have in making purchases for “unfamiliar or
infrequent commodities” (Hanemann 1994 p. 20).

Although this theoretical argument may appear to have merit, the empirical
evidence suggests otherwise. Whitehead et al. (1995) find that in valuing improvements
in the water quality and wildlife habitat for an environmental resource in North Carolina,
on-site and off-site users provide estimates of WTP that meet tests of construct validity;
whereas those provided by non-users did not (Whitehead et al. 1995). In addition, Boyle
et al. (1993) find that experienced boaters provide more valid WTP responses than
inexperienced boaters in valuing flow levels that can affect the quality of a white water
rafting trip through the Grand Canyon. These findings suggest that those who are more
familiar with the good may give more valid estimates of WTP. In addition, sampling

respondents who are more familiar with the good being valued may also prevent other

40



related CV issues. In a review of the CV literature, findings by Schulze et al. (1998)
suggest that embedding may be less of an issue for respondents who are familiar with the
good versus those who are unfamiliar. These studies provide evidence that sampling
respondents who have some degree of familiarity with the good may improve the
accuracy of WTP estimates; however, it does not preclude the possibility that individuals
with lower degrees of familiarity can still provide accurate valuations for certain types of
goods, provided the CV survey provides relevant information and precautions are taken

to mitigate the effect of hypothetical bias.

2.6.5 Question Order and Context Effects

Question order effects arise when the valuation of multiple goods presented in a
single CV survey is influenced by the order in which the goods are presented. The
following example illustrates a common occurrence for CV studies in which two or more
goods are valued as part of the same survey. If respondents are asked about their WTP to
save whales in a certain natural resource area, and then asked about their WTP to save
dolphins in the same area, respondents’ WTP for saving whales tends to be higher;
however, when the order of the questions is reversed, respondents” WTP for dolphins is
higher. Another related problem is when two different surveys are used to value whales
and dolphins separately. In this case, the sum of the WTP valuations when the two goods
are valued independently tends to be larger compared to the sum of the WTP valuations
for the two goods when they are valued together as part of the same survey. Carson et al.
(2001) asserts that these outcomes can largely be explained by income and substitution
effects. When two goods are valued together, the household income available to spend
for the second is diminished by the respondent’s stated WTP for the first. In addition, if
these goods are viewed as substitutes, then it is not surprising that WTP for the first
would diminish WTP for the second. However, income and substitution effects would
not be observed when the goods are valued independently. Therefore, Carson et al.

(2001) caution that summing up CV estimates obtained independently does not take into
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account substitution and income effects, and this is necessary in order to derive
valuations that do not overstate true WTP.>*

Evidence regarding question order effects in CV studies includes a study by Boyle
et al (1993). In this study related to the quality of a white water rafting trip along the
Colorado River in the Grand Canyon, 8 different levels of river flow were valued in the
same CV survey (Half the sample received a survey in which the flows ranged from low
to high, and the other half received surveys in which the flows ranged from high to low).
Since the goods being valued were completely independent of each other, resulting
valuations should also have been unaffected by question order. Boyle et al. (2003) found
that those with more familiarity of the good (i.e. experienced boaters) did not
demonstrate question order effects; however, those with less experience did have
variances in their valuations that could be attributed to question order. This finding
suggests that those with a higher level of familiarity may be less susceptible to question

order in valuing goods through CV.

2.6.6 Warm Glow

Warm glow”” is a concept that suggests that individuals can be motivated because
they “derive utility from the act of giving through the associated social approbation,
prestige, or moral satisfaction” (Carson et al. 2001 p. 177). Empirical evidence from the
CV literature suggests that the warm glow effect may be an issue when respondents make
their preferences known in such a way that the information may be made public.

A CV study by Leggett et al. (2003) in which visitors to Fort Sumter National
Monument in South Carolina were asked about their WTP for a fort visit, suggested that
conducting the survey using an interviewer resulted in “social-desirability bias” as
compared to WTP estimates obtained using a self-administered mail survey. However, a
study by Carson et al. (1994) found that using a standard CV format with an interviewer
versus a secret ballot box resulted in no statistically significant difference in WTP

estimates. In addition, in a comparison of mail versus telephone surveys, Ethier et al.

** In as much as it does not take into account income and substitution effects, Carson et al. (2001) do not
agree that the “adding-up test” proposed by Diamond and Hausman (1994) should be used to validate CV
valuations.

35 According to Carson et al. (2001), Becker (1974) used the term “warm glow” to describe the concept of
impure altruism which was first introduced by Olsen (1965).
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(2000) found that hypothetical decisions to participate in an environmentally-friendly
energy program were not statistically different between survey modes, suggesting that
social desirability bias did not occur when a respondent was interviewed over the
telephone.

Like Leggett et al. (2003), List et al. (2004) also found evidence of the warm glow
or social-desirability bias when stated preferences were obtained using an in-person
interviewer and, in addition, when there was a possibility that the respondent would have
to make his/her preference known to a group. List et al. use a referendum format to ask
respondents whether or not they would support contributing $20 to the start-up of a new
Center for Environmental Policy Analysis (CEPA) at the University of Florida.
Respondents included a total of 268 undergraduate students recruited from the College of
Business. The students were divided into three groups representing different degrees of
anonymity under which they would state their preferences for the good. A split-sample
format was used, such that half the students in each group received the hypothetical
questions and the other half participated in the actual referendum. Study results indicated
that those in the peer group (in which 10 members of each group were required to share

3

their response) were more likely to vote “yes” compared to those surveyed using the
other two methods. In addition, there was a statistically significant difference between
those in the baseline group (for which only the surveyor would know the respondent’s
stated preferences) as compared to the percentage of “yes” responses given by the group
for which respondent answers were completely anonymous (List et al. 2004).

The List et al. study suggests that when individuals are asked to state their WTP
in a manner in which they feel their answers may be made public, there is a tendency for
individuals to be influenced by an external source of utility -namely, that of “advertising
one’s own goodwill” (List et al. 2001 p. 749) and including that as part of their stated
WTP. Since this value should not be included in assessing the WTP for the good itself,

this study provides evidence that suggests confidentiality when stating preferences is

important to elicit WTP values that are free from bias.*

3% This result also brings into question that assumption that is often made in validity tests — that “real”
responses in laboratory and field experiments reflect true WTP. If] in fact, these “real” values are inflated
due to warm glow, then that implies the degree of hypothetical bias may not be as large as previous
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2.7 Evaluating the Validity and Reliability of CVM

The validity of CVM refers to how well stated preferences match actual
valuations, and the reliability of CVM refers the consistency of stated preferences over
time or across different samples of the population (Carson et al. 2001). Meeting one of

these criteria does not necessarily imply that a contingent value measure will meet the

other (Whitehead et al. 1995).

2.7.1 Validity

Ideally, validity would be confirmed by comparing results to a known standard
(such as validating the weight of an object by comparing it to a known weight at the
National Bureau of Standards); however, true underlying consumer preferences are
unknown, such that no standard is available for comparing valuations obtained through
CVM. Therefore, researchers typically rely on two tests to determine validity: construct

validity and convergent validity (Carson et al. 2001).

Construct Validity

Construct validity is determined by how well stated preferences are explained by
factors that economic theory would predict. For example, economic theory would
predict that the percentage of individuals willing to pay for a good will decrease as the
price increases (Carson et al. 2001). According to a review of the literature by Carson et
al. (2001), this result is widely confirmed. In addition, construct validity implies that
individual WTP can be explained by characteristics of the good and individual, in ways
that economic theory would predict.’’ In particular, one would expect WTP for a good to
increase with higher levels of income (for a normal good), and for WTP to also rise for
increases in the quantity (or quality) of the good being provided (Carson et al. 2001).
The later is often referred to as a scope test.

According to Carson et al. (2001), “a scope test looks at whether respondents are
willing to pay more for a good that is larger in scope, whether in a quality or quantity

sense” (Carson et al. 2001 p. 181). Carson et al. further state that failure to pass a scope

thought. However, the fact that hypothetical bias has been observed for private goods, suggests that even if
this theory is true, it cannot account for the entire difference between revealed and stated preferences.
37 Testing this assumption is referred to as a theoretical validity test (Blomquist and Whitehead 1998).
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test may be due to (1) insufficient statistical power as described by Arrow and Leamer
(1994); (2) poor survey design or administration as explained by Carson and Mitchell
(1995); or (3) CV results that are inconsistent with economic theory as discussed by
Hausman (1993).

Two types of scope tests exist. An internal scope test uses stated preferences
from the same individuals at different levels of the good to see if the results are consistent
with economic theory (i.e. a higher WTP is observed when larger amounts, or a higher
quality, of the good is offered). An external scope test examines the same assumption,
but by comparing stated preferences from statistically equivalent subsamples, each of
which value a different level of the good (Carson et al. 2001). A study by Blomquist and
Whitehead (1998) uses a CV survey to estimate the WTP to preserve wetlands offering
various levels of quality. Blomquist and Whitehead find that individual WTP does
respond to differences in wetland quality as described in the CV survey; thereby
suggesting that individuals do respond to variations in scope in CV surveys.

Although some critics of the CVM, contend that scope is a serious problem,
Carson et al. (2001) argue that these claims are based on a small subsample of the
literature that is not representative. In a review of the CV literature, Carson et al. (2001)
find that 31 CV studies passed a scope test, while only 4 did not. Based on these studies,
Carson et al. conclude that “poorly executed survey design and administration procedures
appear to be a primary cause of problems in studies not exhibiting sensitivity to scope”
(Carson et al. 2001 p. 183). Thus, suggesting that many issues related to scope

insensitivity can be prevented with careful survey design and implementation.

Convergent Validity

Convergent validity is the degree to which stated preferences obtained through
CVM match preferences revealed in implicit markets. Therefore, convergent valuation
can be tested by looking at either (1) the degree of correlation or (2) the ratio between
valuations derived using CV surveys to estimates of value for the same good obtained
using implicit market methods (namely, travel cost or hedonic pricing).”® Another

potential way to test for convergent validity is to compare results of a CV survey

¥ For examples, see Loomis et al. (1991) and Blomquist (1988).
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involving an upcoming referendum and then comparing the results predicted by the CV
method to the actual voting results (Carson et al. 2001). According to Carson et al.
(2001), CV studies using a referendum format that are conducted relatively close to the

actual vote have been quite successful at predicting actual voting outcomes.”

2.7.2 Reliability

Reliability is a measure of the consistency of CV results over time or across
different samples. Two tests of reliability include testing the consistency of CV
responses by (1) surveying the same respondents at two different points in time, and (2)
surveying two different samples at two different points in time (Carson et al. 2001).
Carson et al. (2001) cite several studies® that found valuations remained consistent over
time,"' suggesting that the CVM has the potential to produce results that are reliable over

time, both for across sample and same sample designs.

2.8 Addressing Hypothetical Bias: Evidence Supporting the Validity of the CVM

As mentioned previously, hypothetical bias appears to currently pose the greatest
problem for the CVM. A meta-analysis conducted by List and Gallet (2001) compare
hypothetical values to real values for 29 CV experiments and find the calibration factor*
for many of these studies exceeds 1.2; thus, supporting the conclusion that valuations
obtained through stated preferences (utilizing a CV survey) are, indeed, prone to
hypothetical bias. Hypothetical bias has been observed for both private (Blumenschein et
al. 2007, Cummings et al. 1995, List 2001) and public goods (Champ and Bishop 2001,
Champ et al. 1997, Cummings and Taylor 1999) and across a wide range of payment

mechanisms; therefore it is unlikely that this phenomenon is dependent on these factors™

3% Carson et al.’s (2001) conclusion is drawn from studies by Carson, Hanemann, and Mitchell (1987) and
Polasky, Gainutdinova, and Kerkvliet (1996)

% Studies include Carson and Mitchell (1993), Carson et al. (1997), Whitechead and Hoban (1999)
(independent samples) and McConnell, Strand, and Valdes (1998) (same sample).

*! For some studies, including Whitehead and Hoban (1997) and McConnell, Strand, and Valdes (1998),
WTP changed (which could potentially be explained by changes in the household’s income or other
relevant factors overtime), but the valuation function was unchanged (Carson et al. 2001).

*2 The calibration factor is found by dividing the mean hypothetical value by the mean real value and is
used as a measure of the degree of hypothetical bias present in the valuation (List and Gallet 2001).

# Results from List and Gallet’s (2001) meta-analysis suggest that hypothetical bias will be less
pronounced when private (versus public) goods are valued using WTP (versus other mechanisms);
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As a result of the presence of hypothetical bias in stated preference valuations,
several methods have been employed to remove hypothetical bias from the data ex post
using various calibration methods. Many of these methods involve assessing the degree
of certainty with which the respondent states their preferences using a certainty scale or
in answering a polychotomous choice question regarding how sure they are about their
decision. Another, completely different, approach focuses on encouraging respondents to
address the potential for hypothetical bias before stating their preferences. The idea
being that if respondents are aware of the potential for hypothetical bias, they will then be
able to correct for it before making a statement regarding their preferences for the good
being valued. This ex ante method was introduced by Cummings and Taylor (1999) and

is often referred to as the “cheap talk’** approach.

2.8.1 Cheap Talk

Cummings and Taylor (1999) introduce a potential method of eliminating
hypothetical bias in which they use a “cheap talk™ script to inform respondents directly
about the possibility of hypothetical bias prior to stating their preferences for the good
being valued. Cummings and Taylor find that for decisions regarding donations toward
several public goods, there is no statistically significant difference between actual
referendum voting and hypothetical referendum voting when a cheap talk script is
utilized. Furthermore, additional testing on these public goods revealed that this result
was robust for modifications of the cheap talk script and across variations in experimental
design (Cummings and Taylor 1999). The results of this study are supported by Ajzen et
al. (2004) who found that hypothetical student donations toward a scholarship fund under
a referendum model exceeded real donations; however, inclusion of a corrective entreaty,
which followed the cheap talk script proposed by Cummings and Taylor, effectively
removed the difference between real and stated preferences.

Although the results of the Cummings and Taylor (1999) and Ajzen et al. (2004)

studies suggest that utilizing a ‘“cheap talk” script within a contingent valuation

however, these findings were not supported in a meta-analysis performed by Little and Berrens (2004),
which expanded on the work done by List and Gallet (2001).

* The name “cheap talk” is a reference to the term used in bargaining for the costless transmission of
information or signals (Cumming and Taylor 1999).
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framework has the potential to effectively eliminate the difference between decisions
made in real markets versus those made in contingent markets, other studies reveal that
cheap talk may be limited in its effectiveness at removing hypothetical bias, at least in
certain cases (Blumenschein et al. forthcoming 2007, Brown et al. 2003, Murphy et al.
2005, List 2001).

Brown et al. (2003) and Murphy et al. (2005) found that utilizing a cheap talk
script reflective of the one used by Cummings and Taylor (1999) was effective at
removing hypothetical bias for higher dollar amounts, but was not as effective at lower
dollar amounts. Brown et al. (2003) use a split-sample design to test whether the cheap
talk script is effective at eliminating hypothetical bias for students making donations to a
scholarship fund through a referendum mechanism. The amount of the donation was
varied between $1, $3, $5, and $8. As economic theory would predict, the results
indicate that the percentage of students voting “yes” decreased as the price increased
when the referendum was real. However, when the decision was hypothetical, the
percentage of “yes” votes remained fairly constant across price levels. This result implies
that hypothetical bias may be larger for higher payment amounts; however, including a
cheap talk script that mimicked the one used by Cummings and Taylor was very effective
in eliminating the hypothetical bias for the higher bid amounts of $5 and $8. The cheap
talk method; however, did not sufficiently remove the hypothetical bias at the $3 level
(Brown et al. 2003).

A similar study conducted by Murphy et al. (2005) supports the finding that the
cheap talk script may not be effective at lower price levels. Murphy et al. investigated
the use of a provisional point mechanism in making donations to a public good. The
purpose of the study was to use a wider range of values ($3 to $30) to further test the
results of the Brown et al. study. Murphy et al. found that the cheap talk script was not
effective at lower amounts ($3 and $6), but for higher dollar amounts ($9 and greater) the
percentage of hypothetical donations converged with real donations (Murphy et al. 2005).

Interestingly enough, if you consider the prices used by Cummings and Taylor
(1999) and Ajzen et al. (2004) in their referenda, then the conclusion drawn by Brown et
al. (2003) and Murphy et al. (2005) - that the cheap talk script is only effective at higher

dollar amounts - is not necessarily inconsistent across these four studies. Cummings and
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Taylor used a price of $10 for all of its public good referenda and Ajzen et al. used a
price of $8. The results of Brown et al. and Murphy et al. suggest that a price of $8 and
$10 are high enough to fall within the range of prices for which the cheap talk was
effective at eliminating hypothetical bias. Therefore, Brown et al. and Murphy et al.
seem to have discovered a limitation of the cheap talk method that was not observed by
Cummings and Taylor and Ajzen et al. due to the fact that all the goods used in these
experiments had relatively high prices for which the cheap talk method appears to work
well.

Another possible limitation of the cheap talk method is suggested by List (2001)
who found differences in effectiveness based on familiarity with the good being valued.
Using a Vickery second-price auction to value sportscards, List found that the cheap talk
script proposed by Cummings and Taylor (1999) was effective at eliminating
hypothetical bias for non-dealers, but not for dealers. Although this finding may suggest
that a cheap talk script is more effective for those less familiar with a good due to the fact
that those who are more familiar with the good may “rely on few, if any, external signals
when formulating their value” (List 2001 p. 1498); it is also possible that a difference in
recruiting methods between dealers and non-dealers may have contributed, at least in
part, to this result.*’

Although several laboratory experiments and field tests indicate that cheap talk is
effective at eliminating hypothetical bias for higher dollar amounts, a recent field test by
Blumenschein et al. (forthcoming 2007) and meta-analysis by Little and Berrens (2004)

suggests that the cheap talk script is not effective in eliminating hypothetical bias in

* The study includes both dealers and non-dealers of sportscards and was conducted at a sportscard show.
Non-dealers were recruited for the study when interested parties stopped and inquired about the specific
sportscard being valued (which was displayed on a table). Dealers, on the other hand, were approached by
the researchers at their own booths prior to the start of the show (between 7AM and 12 PM on Saturday
and Sunday). Therefore, there was a distinct difference in the recruitment method between these two
groups that may account for the difference in effectiveness of the cheap talk script for this study. The non-
dealers recruited for the study expressed a specific interest in the card being auctioned, and as such, had a
vested interest in performing well in the auction (in order to win the card). Dealers, on the other hand, may
have been preoccupied with setting up their own booth when approached by the interviewer. If the dealers
included in the study were, in fact, pressed for time, they may not have taken the time and effort necessary
to adequately read the lengthy cheap talk script and learn about the Vickery auction through the
information sheet that was included as part of the study. If dealers were less motivated to read the cheap
talk script and auction procedure due to the circumstances in which they were recruited versus non-dealers,
then the results of this study may be more a reflection of the study design as opposed to a true difference in
the effectiveness of the cheap talk scheme across those with varying degrees of familiarity with the good.
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stated preference studies that use the contingent valuation methodology. Blumenschein
et al. use face-to face interviews to value a pharmacy-provided diabetes management
program. The field test includes 260 diabetics recruited from nine pharmacies in the state
of Kentucky. Prices for the program varied between $15, $40, and $80. Respondents at
three of the pharmacies actually received the program, respondents at three different were
given an opportunity to express their intentions of participating in the program by
answering a dichotomous choice contingent valuation question, and respondents at the
remaining three pharmacies were also asked whether they would participate in the
program if it were offered, but prior to making their decision were read a cheap talk script
similar to the one used by Cummings and Taylor (1999) in which hypothetical bias is
described.  Blumenschein et al. find a significant difference between real and
hypothetical stated preferences, indicating the presence of hypothetical bias in the data.
Based on their study, the cheap talk script is ineffective at removing the hypothetical
bias; however, when the follow-up certainty question is used to calibrate hypothetical
responses there is no statistical difference between real and hypothetical responses for
those who were “definitely sure” of their response (Blumenschein et al. forthcoming
2007).

The results of the Blumenschein et al. (forthcoming 2007) study suggest that the
cheap talk approach is not an effective tool at removing hypothetical bias in stated
preference valuations. Since the prices used in the Blumenschein et al. study were clearly
in the range of “high prices” for which the cheap talk methodology worked in earlier
studies (Brown et al. 2003, Murphy et al. 2005), these latest results certainly bring into
question the reliability of stated preferences obtained using only a cheap talk script. In
addition, a meta-analysis by Little and Berrens (2004) also indicate that the cheap talk
approach is not necessarily effective, but that using a certainty correction does effectively

eliminate hypothetical bias.

2.8.2 Using Certainty to Eliminate Hypothetical Bias
One possible explanation of the cause of hypothetical bias is based on the
“discrepancy between intentions and behavior” (Ajzen et al. 2004 p. 1109). This theory

implies that individuals with strong dispositions in favor of (against) the provision of a
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good, will vote in favor of (against) it regardless of whether the decision is real or
hypothetical. ~ However, for individuals for whose disposition is not as strong,
inconsistencies between real and hypothetical decisions will be more likely to occur
(Ajzen et al 2004). Although the results of the study by Ajzen et al., whose main purpose
was to explore the formation of intentions and their relationship to actual behavior,
suggest that those who vote consistently and those who vote inconsistently may express
equally strong beliefs, they may do so with different degrees of confidence (Ajzen et al.
2004). This finding explains the difficulty economists have encountered in trying to
develop a calibration function based on attitudes and beliefs, and lends support to
pursuing the possibility of addressing hypothetical bias by looking at the certainty with
which stated preferences are made. In particular, this finding is not inconsistent with the
hypothesis that individuals who have a lower degree of certainty in their stated
preferences are more likely to be the source of hypothetical bias.

There are two basic approaches to using certainty to “calibrate” hypothetical
choices: (1) the use of a certainty scale first used by Champ et al. (1997), and (2) the use
of a follow-up certainty question. Since the heart of the debate is the accuracy with
which “hypothetical choices in the contingent valuation method correspond to real
economic choices” (Johannesson et al. 1999), numerous studies have specifically tested
this as a hypothesis by comparing stated preferences obtained in a hypothetical market

with actual purchase decisions.

Follow-up Certainty Scale

Champ et al. (1997) included a certainty scale in their CV study that explored the
difference between stated donations and actual donations to an environmental public
good. Using a mail survey, respondents were asked to make a donation to remove roads
along the North rim of the Grand Canyon and return the area to wilderness. The amount
of the public good provided was continuous in that total donations would determine the
amount of road that would be removed. For some respondents, the decision was real and
for others, the decision was hypothetical. Following the voluntary donation question,
respondents were asked to rate the level of certainty associated with their decision using a

scale of 1 to 10 (where 1 was “very uncertain” and 10 was “very certain”). Champ et al.
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found that hypothetical donations exceeded actual donations; however, when a
hypothetical “yes” was recoded to a “no” for all the respondents except those who were
“very certain” (indicated a 10 on the certainty scale); hypothetical donations were not
statistically different from actual donations. Thus, these findings provide evidence to
suggest that using a certainty scale to calibrate stated responses has the potential to
effectively remove hypothetical bias, such that actual preferences can be obtained using a
CV survey.

Since the Champ et al. (1997) study, several other studies have successfully used
certainty scales to calibrate hypothetical responses, such that they correspond with real
decisions; however, the degree of certainty used to recalibrate the responses varied to
some extent across studies. For example, in a study by Ethier at al. (2000) on consumer
participation in Green Choice (an environmentally-friendly electricity program), stated
participation rates converged with actual participation rates at certainty level of 7
(hypothetical participation rates at a certainty level of 8 were also not statistically
different from actual participation rates). Similarly, in a follow-up mail study that
utilized a split-sample design, Champ and Bishop (2001) found that hypothetical
donations toward the purchase of wind-generated energy corresponded to actual
donations when a certainty level of 8 was used for calibration. Like, Ethier et al. (2000),
a study by Poe et al. (2002) also used the Green Choice program as their good to be
valued, but in addition to evaluating participation rates, this study also used a voluntary
contribution mechanism with a PPM. Results were similar to those of Champ and Bishop
and Ethier et al. in that hypothetical contributions most closely corresponded to actual
donations when respondents indicated a certainty level of 7 or 8.

Collectively these studies suggest that hypothetical bias can be eliminated such
that stated preferences obtained using a CV will reflect revealed preferences for public
goods. However, the potential difficulty with the certainty scale method is that it is not
entirely clear which level of certainty is the appropriate level to use for calibration.
Although these studies suggest that a value of 7 or higher is appropriate, the exact value

to be used for calibration may be dependent on the good being valued.
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Follow-up Certainty Question (Definitely/ Probably)

Another approach that has proved very successful as a means of calibrating
hypothetical responses, such that they correspond with real decisions, is the use of a
follow-up certainty question in which respondents indicate if they are “definitely sure” or
“probably sure” of their stated intensions. Like the certainty scale, this question is
presented immediately after the respondent indicates their hypothetical decision
regarding the provision of the good. To test the validity of using this type of certainty
question as a means of calibration, several laboratory and field experiments have been
conducted using private goods. Overall, this method shows excellent potential as a
means of eliminating hypothetical bias, such that hypothetical responses reflect actual
behavior. The following provides details on several related studies that trace the
development of this technique.

An experiment conducted by Johannesson et al. (1998) asked business and
economics students at Lund University in Sweden about their WTP for a box of Belgian
chocolates. Following the hypothetical decision to purchase the box of chocolates,
respondents were asked to assess how certain they were of their purchase decisions.
Certainty could be expressed as “fairly sure” or “absolutely sure.” The results showed
that hypothetical “yes” responses overestimated real ‘“yes” responses, indicating
hypothetical bias. However, only counting those who were “absolutely sure” as a true
“yes” response underestimated real “yes” responses, providing a conservative estimate of
WTP.

In another laboratory experiment by Blumenschein et al. (1998), the certainty
categories were modified to “probably sure” and “definitely sure.” In this experiment,
133 college students were asked about their willingness to purchase a pair of sunglasses,
either in a hypothetical or real context. Students who responded “yes” to the hypothetical
question to purchase the sunglasses were then asked to indicate if they were “definitely
sure” or “probably sure” about their decision. Using a nonparametric contingency table
chi-squared test, the results revealed that simply using “yes” responses did tend to
overestimate the true willingness to make the purchase; however, when only “definitely
sure” responses were counted as a true “yes” there was no statistically significant

difference between the two groups (Blumenschein et al. 1998). Therefore, this study
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suggested that hypothetical bias could be eliminated from CV estimates by simply adding
a certainty follow-up question, and then calibrating the results using those who were

“definitely sure” as a signal of a true intention to purchase the good.*

Given the success of this laboratory experiment, Blumenschein et al. (2001,
forthcoming 2007) then applied this methodology to in two field tests valuing health-
related goods. In the Blumenschein et al. (2001) study, patients taking asthma
medication were asked about their willingness to participate and pay for a pharmacist
provided asthma management program. Although 30% of the patients in the hypothetical
group stated they would participate in the program at the stated price, compared to only
12% who actually participated in the program, when hypothetical responses were
adjusted to only include those who were “definitely sure” as true “yes” responses, there
was no statistically significant difference in participation rates between the real and

hypothetical groups.

As discussed earlier, the Blumenschein et al. (forthcoming 2007) study which
compared hypothetical and real decisions to participate in a pharmacy-provided diabetes
management program, provides additional evidence to suggest that including only
“definitely sure” respondents as a measure of true intentions to participate, can be an

effective method to mitigate the effect of hypothetical bias often observed in CV studies.

Clearly hypothetical bias is an issue for the CVM; therefore, several studies have
focused on validating calibration methods such that preferences state in contingent
markets correspond to actual behavior. One of Diamond and Hausman’s arguments
against CV is that calibrations in prior studies have been arbitrary, however, Mitchell and
Carson (1989) correctly point out that quantifying the difference between actual behavior

and that stated on CV surveys is the key to accurate calibration.

* Johannesson et al. (1999) further explore the data collected in the experiments conducted by
Johannesson et al. (1998) and Blumenschein et al. (1998), both of which included a certainty scale similar
to the one used by Champ et al. (1997). Using the respondent’s self-reported value on the certainty scale, a
variable representing the price level, and socio-economic variables including age and gender as explanatory
variables, Johannesson et al. estimate a probit function to determine the probability of a “yes” response
being a “true yes” response. After calibration, there was no statistically significant difference between the
hypothetical “yes” responses and the actual “yes” responses in either study (Johannesson et al. 1999).
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The results of several studies by Blumenschein et al. (forthcoming 2007, 2001,
1998) suggest that using a simple follow-up certainty question in which respondents
indicate whether they are “probably sure” or “definitely sure” of their stated preference
holds vast potential for eliminating hypothetical bias in CV surveys. Therefore, the
results of these studies provide additional evidence to support that CV can accurately
elicit individual WTP and provide valid valuations in deriving the benefits associated

with health-related and other non-market goods.

2.9 Information and Risk

When making decisions regarding risk and uncertainty, individuals often do not
have perfect information. However, According to Viscusi “if individuals were fully
informed of the consequences of their decisions and made rational choices, then in a
democratic society we should respect these choices” (Viscusi 1992, p. 4). This could
imply that if individuals chose to skydive or ride in a car without a seatbelt, then society
should allow them to do so. However, Viscusi (1992) goes on to state that it is often the
case that consumers are not fully informed about risks, and therefore often make
decisions with imperfect information. Therefore, if individuals are not fully informed of
the risks they face, then there is a potential for market failure which could potentially
justify government intervention (Viscusi 1992). So this suggests the question, “Do

individual risk perceptions tend to correspond with actual measures of statistical risk?”

2.9.1 Perceived versus Actual Risk

If individuals do not fully understand the risks they face, then their perceived risk
may be different from their actual risk. Viscusi and O’Connor (1984) test whether
chemical workers update their risk assessment when the current chemical they are
working with is replaced. Viscusi and O’Connor find that workers update their risk
assessments in the correct direction, suggesting that individuals may, in fact, be good
judges of actual risk. A study by Lichtenstein et al. (1978); however, finds a general
tendency for individuals to overestimate small risks, while underestimating larger ones;
thereby suggesting that an individual’s perception of risk may not always correspond

with actual risk.
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2.9.2 The Effect of New Information on Risk Assessment

Although Viscusi’s findings suggest that workers may be good judges of
occupational risk, the result by Lichtenstein et al. (1978) demonstrate that individuals
may not be good assessors of risk in all cases. If this is true, then does providing
additional information help? What is the relationship between prior and new information
regarding individual risk assessments? Viscusi’s (1992) prospective reference theory
(PRT) provides one explanation of how new information is incorporated into forming
new risk assessments that are closer to the true value of statistical risk. PRT is based on
an expected utility model in which information is processed in a Bayesian manner, such
that prior and new risk assessments carry a “weight” that is dependent on the perceived
credibility of the new information being presented and the strength of the individual’s
prior assessment of risk (Viscusi 1992). This theory suggests that the higher the degree
of credibility that is placed on prior information, the less “weight” will be given to the
new information. Findings by Tkac (1998) support this theory. Tkac finds that although
respondents with higher levels of prior information have a higher WTP for treatment,
valuations by knowledgeable individuals were not influenced by the information
presented (Hoehn and Randall 2002). This finding supports the hypothesis that those
with strong priors will place less weight on new information.

Hoehn and Randall (2002) modify the Bayesian updating model used by Viscusi
and O’Connor (1984) by making it more general. In particular, Hoehn and Randall relax
the “assumption that prior information is necessarily proportional to objectively true
information” and “allow prior knowledge to differ across individuals” (Hoehn and
Randall 2002 p 16). Poe (1998) and Carson et al. (1996) suggest that heterogeneity exists
in the prior information held by individuals; therefore, dropping these assumptions allows
Hoehn and Randall to account for this difference across individuals in valuing the quality
of an environmental resource. Allowing for heterogeneity in prior knowledge implies
that the new information may increase or decrease the individual’s perception of resource
quality, depending on their prior perception. In particular, if the new information
suggests that the quality of the resource is higher (lower) than the individual previously
thought, then they will have a positive (negative) change in their perception. Therefore,

Hoehn and Randall allow for the possibility that the same information can have different
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effects for each individual.*’ This, in turn, is expected to affect individual WTP (Hoehn
and Randall 2002).

Smith and Desvousges (1990) study the effect of wvarious information
presentations on the formation of risk perceptions of households relating to the presence
of radon in their homes and discover that individuals systematically update risk
perceptions when presented with new information regarding that risk. They also find that
providing only minimal information regarding risk can, in fact, cause individuals to
overestimate the actual risk. Therefore, from a public policy standpoint, the results of
Smith and Desvousges (1990) suggest that providing more complete information
regarding risk will lead to more accurate risk perceptions.

In addition, a study conducted by Magat, Viscusi, and Huber (1988) also revealed
the importance of information on the validity of respondents’ valuations. This study
focused on consumers’ willingness to pay for an increase in product safety for two
common household items- bleach and drain cleaner. Based on the responses, the value of
avoiding a “statistical” injury from bleach gas poisoning was $1.38 million, child
poisoning was $0.5 million, drain cleaner burn was $1.24 million, and $.82 million for
drain cleaner poisoning. These valuations are much higher than comparable morbidity
valuations obtained through hedonic studies. One possible explanation posed by the
authors is that the respondents looked primarily at the percentage decrease in risk posed
in the question, without giving careful consideration to the base number of households
subject to the risk. If this were indeed the case, the responses would have essentially
have been unaltered if the study had been based on 2 million, 200,000 or perhaps even
20,000, which would have lowered the resulting valuations by a power of 10 to 100.
Therefore, the authors caution that individuals must fully understand the risks if their
responses are to be used to estimate benefits for the purpose of policy decisions (Magat et

al. 1988).

7 This is different from past studies which assumed that the new information would have the same effect
across individuals.
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2.10 Applications to this Study
2.10.1 Addressing the Potential for Hypothetical Bias

This study utilizes two CV surveys to value two health goods related to the
prevention of heart attacks.*® Because hypothetical bias was a concern, several measures
were included as part of the survey to prevent the possibility of hypothetical bias from
entering the data. First, a modified version of the cheap talk script originally used by
Cummings and Taylor (1999) was used. Although recent literature (conducted after the
fielding of this study) suggests that the cheap talk methodology may not be effective
(Blumenschein et al. forthcoming 2007), some studies have shown that cheap talk is very
effective at eliminating hypothetical bias for higher prices (when hypothetical bias is
thought to be the greatest issue). Therefore, the inclusion of the cheap talk script is still
an important component of the CV surveys used for this study, especially since the goods
being valued are expected to have relatively high valuations.

A second measure to prevent hypothetical bias was the inclusion of a certainty
scale. The meta-analysis by Little and Berrens (2004) indicates that use of certainty
calibration within a CV survey is an effective method for eliminating hypothetical bias.
In addition, Blumenschein et al. (forthcoming 2007) find that there is essentially no
difference in hypothetical decisions to utilize a diabetes managements program once
adjusting for individuals who are “definitely sure” as compared to real decisions.
Therefore, these studies suggest that asking respondents to assess the certainty of their

stated preferences is an important step in mitigating hypothetical bias.

2.10.2 Information and Perceived Risk

The concepts proposed by Hoehn and Randall (2002) are particularly relevant to
this study. Presumably “new” information on who is at risk for a heart attack is presented
and measures of individual risk perception are obtained both before and after respondents
are made aware of this new information. As Hoehn and Randall suggest, new
information may have different affects on respondents’ perception of risk, depending on
their priors. The CV surveys used for this study allow for this heterogeneity. In

addition, data was collected in order to determine the direction and magnitude of the

* See Chapter 5: Development of the Web-based Surveys for details related to the survey instruments.
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change in each respondent’s perception of their own risk of heart attack. Data was
collected both as a quantitative variable in which each unit increase (decrease) of risk
corresponded to a 1/100,000 increase (decrease) in fatality risk. In addition, respondents
were asked to qualify their change in risk by indicating whether they felt their risk of a
heart attack after reading the new information was much higher (lower), somewhat higher
(lower), or the same. Although it was expected that the information presented was truly
“new” and would increase individual’s perceived risk of a heart attack, both risk
assessment methods allowed respondents to indicate that the new information did not
change their risk perceptions. In addition, risk perceptions were also allowed to decrease.
Therefore, this data can be used to assess how risk perceptions changed in response to the

new information, and how that in turn influenced individual WTP.

2.10.3 Iterative Bidding

Starting point bias has been known to be a problem in iterative bidding as a result
of respondents “anchoring” their WTP on the first bid presented; however, Fabian and
Tolley (1994) find evidence from focus groups to suggest this becomes less of a problem
“as questionnaires are enriched in their information and preference review” (Fabian and
Tolley 1994 p. 143). Therefore, the CV surveys used in this study contain detailed
information that is relevant to the formation of the individual’s valuation and several
opportunities are given for the respondent to reflect on their true valuation before stated
their WTP. In doing so, this study utilizes a form of iterative bidding inspired by the
interactive computer program used by Viscusi, Magat, and Huber (1990), which was used
to elicit risk-risk and risk-dollar valuations of chronic bronchitis. The interactive
computer program in the Viscusi et al. (1990) study offers paired-comparisons for which
the attributes differ (based on the respondent’s previous responses) until indifference
between the two is reached (Viscusi et al. 1990). The iterative bidding program used for
this study is similar in that subsequent bids are determined by the respondent’s answers to
previous bids, such that each survey is tailored to the individual respondent. In addition,
unlike other iterative bidding processes that simply increase or decrease using a pre-
determined set of bids, the computer program in this study follows a specially designed

algorithm that allows the series of bids to vary considerably across respondents
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dependent on their responses. Through the use of this well-designed algorithm,

respondent’s WTP is obtained by asking only a minimum number of questions.

2.11 Summary

Federal agencies, as well as an increasing number of state agencies, require a
comparison of benefits and costs before implementing public policy. Therefore, benefit-
cost analysis has become the “gold standard” for valuing improvements in economic
goods, including those related to health. For goods exchanged explicitly in well-defined
markets, the market price offers a reasonable measure of value; however, for non-market
goods such as environmental resources, market prices are not observed and therefore are
not available for making valuations. However, placing a monetary value on these goods
is “essential for sound policy” (Hanemann 1994 p. 19). This point became increasingly
clear immediately following the Exxon Valdez accident, which spilled 11 million gallons
of crude oil into Prince Edward Sound off the coast of Alaska. In the wake of this
unfortunate accident, the courts were left wondering how to assess damages. Contingent
valuation, a method that asks respondents to state what they would pay for a good
contingent on the fact that it was available in a market, provided one possible answer.

Contingent valuation not only offered a viable means in which to value goods that
are not explicitly traded, but it also had the added advantage of including passive use
values, which are often a significant component of the total benefit derived from
environmental resources. As a result, the use of CV grew rapidly in the environmental
literature and its use is now growing in the health literature as well.

Although markets for health-related goods and services exist, prices do not
accurately reflect consumer preferences due to the large presence of insurance companies
as third-party payers. Therefore CV offers a method of eliciting underlying consumer
WTP for health-related goods and services that would otherwise be unknown. In
addition, the CVM is utility-based and derives a measure of benefit in terms of monetary
value (WTP), which is preferable to other measures (i.e. COI) that have been used to
value improvements in health.

There has been some debate as to the reliability and validity of the CVM method,

in particular the tendency of stated preferences to be subject to hypothetical bias.
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However, several studies suggest that calibration mechanisms, specifically those
involving the degree of certainty with which the preference is stated, have the potential to
correct for hypothetical bias and provide accurate reflections of observed consumer
behavior. Although refinements to the CVM are certainly likely to occur as the further
studies suggest additional improvements, several existing studies have already
demonstrated that CV surveys can produce reliable and valid results. In addition, using
stated preference offers a methodology for valuing non-market goods that could
otherwise not be valued. Therefore, due to its importance to BCA, especially for valuing
environmental resources, it is likely that the CVM will continue to be used as it provides
the potential to obtain valuable information that is necessary to make efficient use of our

scarce economic resources, including those related to health.

Copyright © Patricia L. Ryan 2007
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Chapter I11: Medical Background

The purpose of this chapter is to provide the medical information necessary to
understand a recent change in theory regarding the primary cause of heart attacks and to
also explain why traditional risk factors currently used by physicians fail to identify a
large percentage of the population who are at risk for a heart attack. This chapter will
also describe how medical technology is changing in response to this new information
and will provide the basis for the hypothetical screening and treatment that respondents
are asked to value in the two surveys used for this study. In addition, this chapter will
explain the current standard of care for a patient who presents with symptoms of heart
disease, subsequent decisions that would typically be made regarding the course of
treatment; and finally, how anticipated future developments in medical technology will
affect these decisions. Thus, the information in this chapter will explain the medical
advances that motivated this study as well as provide the medical background necessary
to fully understand the decisions trees that are presented as part of the theoretical model

in the next chapter.

3.1 Changing Theory Regarding the Primary Cause of Heart Attacks

It has long been thought that the primary cause of heart attacks is coronary
stenosis — the buildup of plaque within the small arteries of the heart (Gazelle 2000).
Doctors diagnose this condition as atherosclerosis, but many of us have heard it
commonly referred to as “hardening of the arteries.” For decades, it was presumed that
as the degree of stenosis progressed and decreased the size of the lumen (vessel opening
through which blood passes), it would restrict the flow of oxygenated blood to the heart.
Then, when the heart muscle did not receive a sufficient amount of oxygen (for example,
during times of exertion), the individual would experience chest pain, or angina. As the
individual’s medical condition worsened, the symptoms would persist and become more
frequent until eventually the build up of plaque within the vessel was severe enough to
cause a heart attack (Gazelle 2000).

Although this medical theory still correctly explains why individuals experience

chest pain associated with heart disease, it does not explain why numerous heart attacks
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occur in individuals who, prior to having the attack, never experienced chest pain or any
other symptoms of heart disease (Ryan 2000). In fact, according to the American Heart
Association, at least 50% of the individuals who experience a heart attack have no
symptoms prior to the attack (American Heart Association 2003). In addition, autopsy
data from several studies have revealed that heart attacks and stenosis are often NOT
correlated (Shah 1996); thereby, directly contradicting the theory that plaque build-up is
the primary cause of heart attacks. Further evidence to refute this theory includes studies
that have found lipid-lowering medication to significantly reduce the mortality and
morbidity risk due to heart attack, while having little improvement on the size of the
lumen (Gazelle 2000). In other words, the risk of heart attack for individuals who take
cholesterol lowering medication has been shown to decrease significantly, without
diminishing the amount of plaque within the coronary arteries.

Findings such as these led cardiologists to revisit an earlier study on plaque
composition (Davies and Thomas 1984) published in the New England Journal of
Medicine in the mid-1980’s. In fact, the work by Davies and Thomas (1984) is now
considered a landmark study in linking plaque composition to heart attacks (Ryan 2000).
Looking at histology from patients who had experienced heart attacks, Davies and
Thomas (1984) found that approximately 75% of the patients who had experienced a
heart attack died from a blood clot (or thrombosis) in the vessel. Interestingly enough,
the clot that caused the heart attack was not necessarily located in an area of the coronary
vessel that contained stenosis. Instead, these clots were located at a point in the vessel
where lipid-rich lesions (fatty plaques) were present (Davies and Thomas 1984).
Therefore, this study strongly suggested that the cause of heart attacks was not due to the
amount of plaque within the vessel, but rather to the composition of that plaque.

Unfortunately, numerous other studies indicated that plaque burden was a more
powerful predictor of a patient’s prognosis (Yock 2001); therefore, advances in medical
technology continued to focus on opening the restricted vessels, specifically by placing
coronary stents and performing angioplasty (Ryan 2000). During the late 80’s and early
90’s significant advancements in cardiac inpatient care took place and the number of
procedures performed increased dramatically. These procedures clearly reduced the

occurrence of chest pain and improved the quality of life for these patients (Ryan 2000);
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however, what continued to puzzle cardiologists was that despite these great advances in
the type and number of procedures performed to treat patients, national heart attack
mortality rates remained high (Muller 1999).

This prompted cardiologists to return to the idea that plaque composition rather
than plaque burden was the primary cause of heart attacks. After further investigation, it
is now the general consensus among cardiologists that it is not the volume of plaque in
the coronary arteries, but rather the composition of that plaque that presents the greatest
risk for a potentially fatal heart attack (Falk et al. 1995, Ravn and Falk 1999). Therefore,
cardiologists and medical researchers in this field now believe that correctly determining
the type of plaque is an important key in accurately identifying those at risk for a heart

attack, or what physicians commonly refer to as myocardial infarction.

3.2 What is a Myocardial Infarction?

Myocardial Infarction, or “MI” as it is often called, is the medical term used to
describe a heart attack. A MI occurs when cells within the heart muscle do not receive a
sufficient supply of oxygenated blood, resulting in cell death and permanent damage to
the heart muscle. If the depletion of oxygen to the heart is great enough, it can cause the
heart to stop (cardiac arrest) and result in death. Even if a heart attack is not fatal, it
causes irreversible damage which weakens the heart muscle; therefore, individuals who
experience a MI are at much greater risk for a future heart attack (American Heart

Association 2003).

3.3 Social Costs Associated with Heart Attack

An individual who experiences a heart attack is typically diagnosed with coronary
heart disease (CHD). CHD includes both MI and angina pectoris49 (a medical term for
chest pain). According to the Heart and Stroke Statistical Update published by the

American Heart Association, “CHD is the single largest single killer of American males

* CHD includes International Classification of Disease (ICD/9) codes 410-414, and 429.2 Note: Every
10-20 years the ICD codes are revised. These revisions reflect changes in medical technology, diagnosis
and terminology. Starting in 1999, the tenth revision of these codes was used. Therefore, according to
ICD/10 the codes for CHD include 120-125.

64



and females” (p. 12) and is responsible for more than 1 out of every 5 deaths in the U.S.
(American Heart Association 2003). In the year 2000, an estimated 681,000 individuals
died from CHD, of which 239,000 were due to MI (American Heart Association 2003).
Each year, more than 500,000 Americans experience a heart attack, and approximately
47% of those individuals die as a result (American Heart Association 2003). Of those
who do survive, only about one-third will make a complete recovery. In fact, “CHD is
the leading cause of premature, permanent disability in the U.S. labor force, accounting
for 19 percent of disability allowances by the Social Security Administration” (American

Heart Association 2003, p. 12).

Since the risk of heart attack increases with age, the elderly population is typically
thought to be at greatest risk for a heart attack. Although it is true that 84% of the people
who die of CHD are over the age of 65, there has recently been an increase in the number
of heart attack related deaths in young people, especially women. In addition, almost
50% of the men and women under age 65 who experience a MI die within 8 years of the
attack (American Heart Association 2003). Furthermore, what is possibly even more
concerning is that evidence from the Framingham Heart Study indicates that over half of
those who died suddenly of CHD had no previous symptoms of this disease (American
Heart Association 2003). Therefore, thousands of people who are at risk for a heart

attack are not even identified as needing treatment until it is too late.

3.4 Plaque Rupture: The Primary Cause of Heart Attacks

So, how could current medical technology fail to identify so many individuals
who are at risk for a heart attack? The answer lies in the fact that for years, physicians
have been looking at only part of the problem. As discussed in the opening section of
this chapter, physicians thought that the long-term build up of plaque was the primary
cause of heart attacks; however, medical research now suggests that most heart attacks
(as many as 75%) are actually caused by plaque rupture (Falk et al. 1995, Davies and
Thomas 1984). This rupture can almost instantaneously create a blood clot (thrombosis)
that can completely or partially block the vessel, thereby preventing oxygenated blood
from traveling to the heart and causing a heart attack (Falk et al. 1995). Prior to the

plaque rupture, the blood vessel may be relatively clear and the individual may not
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experience any symptoms (such as chest pain) typically associated with heart disease
(Shah 1996). Therefore, because plaque rupture is not necessarily correlated with a
substantial build-up of plaque within the vessel, the individual may be completely
symptom free and unaware that they are at risk for a sudden and possibly fatal heart

attack.

3.4.1 Plaque Composition

There are different types of plaque that exist within the coronary vessels and
medical research has shown that not all plaques are equally dangerous (Falk et al. 1995).
In fact, some plaques are more prone to rupture than others; therefore, correctly
identifying the composition of a plaque has become an important key in determining who
is at risk for a heart attack.

Plaques are generally comprised of different types of materials. In fact, the term
“atherosclerosis” is derived from the two main components of a mature plaque: (1) the
soft, lipid-rich atheromatous gruel and (2) the hard, collagen-rich sclerotic tissue.
Although the sclerotic component makes up about 70% of the plaque, it is the smaller
atheromatous component that is by far more concerning (Ravn and Falk 1999). This is
because the soft atheromatous gruel tends to “destabilize” the plaque, making it more
prone to rupture (Falk et al. 1995). Plaques that are primarily composed of the hard,
collagen-rich sclerotic tissue tend to be mature plaques that are considered more stable —
that is, less prone to rupture. There are different types of stable plaques, including
calcified plaques, which are so named because they contain calcium that forms deposits
when present in large amounts. These are the plaques typically associated with long-term
plaque build-up that results in chest pain (Ryan 2000). Fatty plaques, on the other hand,
are plaques that are comprised primarily of the soft, lipid rich atheromatous gruel. These
plaques are more prone to rupture (Falk et al. 1995). In fact, it is a specific type of fatty
plaque that researchers believe is most vulnerable to rupture; hence it has been given the

name “vulnerable plaque” (Ryan 2000).
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3.4.2 What is Vulnerable Plaque?

Vulnerable plaque is so named because its soft atheromatous component tends to
“destabilize” the plaque, making it vulnerable, or prone, to rupture (Schroeder and Falk
1996). A vulnerable plaque is comprised of a lipid pool that lies hidden beneath the wall
of the artery, much like lava within a volcano. The only thing that separates the lipid
pool from the blood flow in the vessel is a very thin cap (Ryan 2000). This cap is
extremely important because the gruel of the vulnerable plaque is highly thrombogenic,
meaning that when it comes into contact with blood, it will cause the blood to clot almost
instantaneously (Schroeder and Falk 1996). As long as the vulnerable plaque stays
within the arterial wall, there is no problem; however, once it ruptures and enters the
bloodstream, the resulting clot (thrombosis) can restrict the flow of blood to the heart,
resulting in an almost instantaneous and possibly fatal heart attack. Therefore, plaques
that are comprised primarily of the lipid-rich (fatty) atheromatous gruel pose a greater
risk because they are more likely to rupture and cause a clot that will lead to a heart
attack. Although some heart attacks are the result of arrhythmias (irregular beating of the
heart) and stenosis (narrowing of the arteries), cardiologists now believe that 75% of all

heart attacks are caused by the eruption of a “vulnerable” plaque (Falk et al. 1995).

3.4.3 Vulnerable vs. Stable Plaques

In addition to being more prone to rupture, vulnerable plaques also differ from
stable plaques in that they tend to be smaller in size and appear in much greater frequency
within the vessel, which can make detection and treatment difficult. Since the likelihood
of having vulnerable plaque increases with plaque burden, it is not coincidental that
patients with atherosclerosis often suffer heart attacks — it is just that the cause of the
heart attack is different than previously thought (Ryan 2005). What is interesting to note
is that it is not simply the presence of plaque or even the size of the plaque, but rather the
likelihood of plaque rupture that places an individual at risk (Falk et al. 1995). In fact,
someone who has been diagnosed with atherosclerosis, and has a significantly large
amount of plaque which is predominantly stable could actually be at lower risk for a heart
attack than an individual with a small amount of vulnerable plaque. This means that

individuals with large deposits of calcified (stable) plaques who periodically experience
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chest pain and shortness of breath could actually be at lower risk for a heart attack than
an individual with vulnerable plaque who is completely asymptomatic. In addition,
traditional risk factors only give us one piece of information in determining an
individual’s actual risk. Therefore, the key to early detection is finding a screening
method that can distinguish between those individuals who have stable, calcified plaques

versus those who have fatty, vulnerable plaques.

3.5 Who is at Risk for a Heart Attack?

According to Falk et al. (1995) ‘“age, male sex, hypercholesterolemia,
hypertension, smoking, and diabetes correlate with the coronary plaque burden” meaning
that the degree of atherosclerosis is associated with these risk factors; however “apart
from...age and possibly male sex, a relation of specific risk factors to composition of
plaque burden remains to be identified” (Falk et al. 1995). This suggests that traditional
risk factors (age, sex, cholesterol level, etc.) may be good indicators of stenosis and
identifying those individuals who are likely to experience chest pain and other symptoms
of heart disease, but these risk factors provide very little information regarding who has
vulnerable plaque and is actually at risk for a heart attack. Therefore, simply using
traditional risk factors for heart disease (as is often done today) will fail to identify many
individuals at risk for a heart attack (Gazelle 2000). This is why apparently “healthy”
individuals who are asymptomatic suddenly die from heart attacks (Falk et al. 1995).
Currently, a definitive set of risk factors is not known — that is why it is so important to
find a way to determine who has vulnerable plaque in order to correctly identify those at

risk so treatment can be started.

3.6 Limitations in Detecting Vulnerable Plaque

There are several potential treatments for vulnerable plaque once it is detected.
The main problem lies in consistently and correctly detecting its presence within the
coronary vessel. Unfortunately, the medical community does not currently have a
method for doing so, although numerous research efforts are pursuing this goal (Muller
2001). In light of the potential risks posed by the presence of vulnerable plaque, a

growing number of people, especially male physicians over the age of 50, have opted to
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take lipid-lowering medications, even though they have no other indication that they are
at risk for vulnerable plaque (Ryan 2000). Although statin (cholesterol lowering) drugs,
such as Lipitor, Pravachol, and Zocor, have been somewhat successful in lowering
cholesterol levels, at best, they lower the individual’s risk of heart attack by only about
30% (Waters 2000). Not to mention that prolonged usage of these drugs can have serious
side effects, including liver failure (Ryan 2000). Therefore, medical researchers are
working on developing a more effective way to detect and treat vulnerable plaque.

Many companies are funding these research efforts, including Pfizer, a Fortune
500 company, and other well-known medical device firms including Guidant and Boston
Scientific (Muller 2001). Current research in this area involves a wide range of imaging
technologies including ultrasound, MRI, laser, and spectroscopy (Ryan 2000). Although
it is not entirely clear which technology will ultimately prove successful, it is highly
likely that a method for detecting and treating vulnerable plaque will be developed in the

near future.

3.6.1 Screening for Vulnerable Plaque

However, simply detecting vulnerable plaque is not enough. In order to be used
as a screening method, it must also be inexpensive and non-invasive enough to use
routinely on the general population (Muller 2001). In addition, the test should be very
sensitive — that is give few to no “false-negatives.” Sensitivity refers to how well a test
finds everyone within the population that has a disease. Typically, highly sensitive tests
have a tendency to pick up individuals who do not have the disease as well; thereby
resulting in false-positives. On the other hand, a highly specific test is more specific to
what the test is looking for, but it is also more likely to miss someone — resulting in a
false-negative (Ryan 2000). Ideally, you would want a test that has both a high
sensitivity and a high specificity; however, due to the nature of laboratory tests, there is
often a tradeoff between the two. In practice, the goal for many health care professionals

is for the screening method not to miss anyone who is at risk.”® Therefore, tests with a

%% Economists would recognize that false positives (stemming from higher sensitivity) will result in
disutility for the patient/consumer. Therefore, from an economic standpoint, the goal of a screening
method would be to balance the value derived from high sensitivity against the social costs associated with
false positives.
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high sensitivity are generally used for screening. This reduces the chances of missing
someone who has the disease, but as discussed above, will result in false-negatives.
Therefore, for those testing positive to the screening, a follow-up test or procedure that is
more specific (and typically more invasive) would be necessary to identify those

individuals who are actually at risk.

3.6.2 Using Technology to Detect Vulnerable Plaque

There are several technologies that are currently being explored as methods for
detecting vulnerable plaque and identify those at risk for a heart attack. However, as
described below, each technology still has limitations in either its ability to correctly and
consistently identify those individuals with vulnerable plaque or to do it in a timely and

cost effective manner.

CT scan

Coronary CT (computed tomography) scanning, specifically electron beam
(EBCT) and multi-detector CT, which cost about $500 to $700, has proven to be an
effective way of identifying plaque build up (Yorke 2005). This non-invasive method
takes only about 10 minutes and clearly shows calcium in the arteries. Because calcium
is drawn to inflammation in the plaque, calcium is known to be correlated with plaque
burden. Therefore, CT scans can provide physicians with good information on the
amount of calcified plaques in the arteries; however, the technology can not (as of yet)
detect the fatty vulnerable plaques (Yorke 2005) that are now thought to be the most
dangerous (Falk et al. 1995). Although this test is non-invasive, it is too expensive to be
used as a screening method. In addition, with false negatives in the 5-10% range (Yorke
2005), the results of CT scans are not yet reliable enough to use this method, even as a

secondary test that would follow the initial general screening.

Ultrasound
Unlike CT scans, high-resolution ultrasound uses no radiation, costs much less,
and can be performed by a physician after receiving only minimal training. Like the CT

scan, ultrasound is non-invasive and is relatively fast, taking only about 12 minutes to
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perform (Yorke 2005). Ultrasound allows the physician to see plaque in the six major
arteries in the body. This is done by placing a high-frequency probe on the neck and
groin, which allows the physician to see the arteries from the outside in. Performing this
procedure on a routine basis allows the physician to track plaque build up over time and
treat the patient accordingly. However, the primary drawback of high-resolution
ultrasound is that it can not be used to see the arteries within the heart (Yorke 2005).
Since the coronary arteries are where the vulnerable plaque that causes heart attacks is
located, this technology is currently not useful as a screening method for vulnerable

plaque.

MRI

MRI can provide limited images of the arteries as well as plaque; however, it does
not yet have sufficient resolution to distinguish between different types of plaques (Ryan
2005). Therefore, the inability of this technology in being able to identify those who
have vulnerable plaque and well as the fact that this is very costly procedure, preclude
MRI as an means of screening. Although this technology may prove useful as a
secondary, confirming method as the resolution produced by this technology improves,
more studies will still be needed to determine the efficacy of using this as a definitive
means of identifying those at risk for a heart attack.

From these descriptors, it is clear to see that none of these technologies currently
meet the criteria needed for an effective, cost-efficient, and relatively non-invasive
screening technique. Yet, another completely different approach which utilizes the
correlation between inflammation and plaque, may allow researchers to develop a simple
blood test that may prove useful as a screening method (Comarow 2002, Falk et al.
1995). In order to understand the correlation between inflammation and plaque rupture,

it is necessary to understand in more detail the process by which a plaque ruptures.

3.7 Factors that Lead to Plaque Rupture and MI
There are two factors that increase the risk of plaque disruption, or rupture. As
discussed above, the first is the composition of the plaque. A plaque that contains more

of the soft atheromatous gruel is more unstable and therefore considered “vulnerable” to
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rupture. Plaques that are comprised almost entirely of the harder collagen-like sclerotic
material are considered more “stable” (Falk et al. 1995). This is why some studies
utilizing autopsy data have revealed individuals with substantial stenosis who never
experienced a MI, and who are now believed to have been at lower risk for a heart attack
than someone with a much smaller amount of vulnerable plaque (Ryan 2000).

The second factor that increases the likelihood of plaque rupture is the presence of
an extrinsic force or “trigger” acting on the plaque (Falk et al. 1995). This can be caused
by strenuous exercise, emotional stress, or in some cases, simply getting out of bed in the
morning (Schroeder and Falk 1996, Muller 1999). In short, the presence of vulnerable
plaque predisposes the individual to an acute coronary event, whereas the trigger or acute
risk factors can precipitate the rupture (Falk et al. 1995). Although it is beyond the scope
of this dissertation, it is interesting to note that a similar process occurring in the carotid

arteries of the neck is now believed to be a major cause of stroke (Ryan 2000).

3.7.1 How does Plaque Rupture Occur?

The lipid-rich soft atheromatous gruel typically makes up the “core” of the plaque
and is surrounded by the collagen-rich sclerotic tissue. For the most part, this is located
within the vessel wall, with the exception of a “cap” which is created where the sclerotic
tissue is exposed to the lumen (or vessel opening). Therefore, the only thing separating
the highly thrombogenic lipid pool from the blood stream is this very thin cap. Triggers
that increase blood pressure and tensile forces can then cause the cap to rupture at a weak
point. This typically occurs at the shoulder region of the plaque, where the cap is thinnest
(Falk et al. 1995).

From this discussion, it is clear to see that the risk of plaque rupture is dependent
on (1) the size and consistency of the atheromatous core, (2) the thickness and collagen
content of the fibrous cap covering the core, and (3) the amount of cap “fatigue” (Falk et
al. 1995). In addition, researchers now typically list “inflammation within the cap” as a
fourth risk factor (Falk et al. 1995). The following provides an explanation of the role

inflammatory cells are thought to play in vulnerable plaque rupture.
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3.7.2 Inflammation

Autopsy data has revealed that a higher number of inflammatory cells (such as
macrophages that are associated with fighting infection) are often present at cites of
plaque rupture (Falk et al. 1995). Researchers theorize that the inflammatory cells help
create the lipid pool and eat away at the surface of the vessel, leaving only a “thin cap”
(Ryan 2002, Falk et al. 1995). Because of the high correlation between inflammatory
cells and the occurrence of plaque rupture, it is thought that inflammation itself may
provide the key to finding a screening test for those potentially at risk for a heart attack
due to vulnerable plaque (Falk et al. 1995, Comarow 2002).

One possible method of screening is a blood test that detects inflammatory cells
that form the lipid pool of the vulnerable plaque (Comarow 2002). This potential
screening method would consist of a simple blood test similar to existing tests that detect
high density lipoprotein (HDL) and low density lipoprotein (LDL), commonly referred to

as “good” and “bad” cholesterol.

3.8 Potential Screening and Treatment Methods
3.8.1 CRP: A Possible Screening Test for Vulnerable Plaque

The November 25, 2002 issue of U.S. News and World Report describes a test
that measures levels of C - reactive protein (CRP), an indicator for inflammation, which
could potentially be used in the near future to screen for those at risk for a heart attack.
This article describes the results of an eight-year study of nearly 28,000 individuals in
which it was found that CRP was a better indicator of MI and stroke than high levels of
LDL (“bad” cholesterol) (Comarow 2002). The CRP test is similar in nature to any
simple blood test, such as cholesterol, HDL, or LDL, and is conducted by many
laboratories across the country. The test generally costs between $10 and $25 but is not
yet covered by most insurance companies; however, Medicare did start covering the cost
of this test starting in January 2002 (Comarow 2002).

Since “half of all heart attacks strike people who don’t have a cholesterol
problem...and at least 25 percent of heart attacks happen to individuals with no major
risk factors” (Comarow 2002), at the very least CRP could provide an additional piece of

information in assessing a patient’s risk of having a heart attack. However, as of yet,
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there is no standard regarding the use of CRP testing. In fact, several different CRP tests
exist, each with varying degrees of sensitivity. Therefore, according to a top researcher
in the field, the first step is to establish a uniform test, with agreed upon guidelines
regarding the interpretation of the results (i.e. high, moderate, and low levels of risk)
(Comarow 2002).

After establishing a uniform test, studies would then need to be done to verify that
there is a statistical correlation between high levels of CRP and a higher risk of heart
attack (Comarow 2002). Unfortunately, the current CRP test can not distinguish between
inflammation associated with lipid pools versus inflammation due to injury or infection
Ryan 2002). This means that someone who has a common cold virus (and has a large
number of macrophages present in their blood stream) would likely have an abnormally
high CRP test result, yet it would be a result of the infection and not necessarily an
indicator of the presence of lipid pools and possible risk of heart attack. Therefore, the
CRP test may not be specific enough to serve as an effective screening method for
identifying those at risk for heart attack. For now, physicians may choose to use this test
on a limited basis — specifically, as a source of additional information to help assess the
risk of marginal patients (Comarow 2002). Although it is still unclear whether the CRP
test will ultimately prove effective as a general screening method to detect those at risk
for heart attack, it is clear that the potential of a simple blood test being used in this

fashion is certainly feasible.

3.8.2 Inflammation as an Indicator for Treatment

If inflammation is an indicator for lipid pools and could potentially be used as a
screening method, then could it not also be used as an indicator in developing a
detection/treatment method for vulnerable plaque as well? Unfortunately, the answer to
this question is “probably not.”  Although the presence of a large number of
inflammatory cells may be an indicator of a higher risk of heart attack and offer a
potential method for screening, it is unlikely that locating inflammatory cells could be
used in the detection/treatment of the lipid pools. This is because the inflammatory cells

can be located in many places within the coronary vessels, including many places where
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lipid pools are not present. Therefore, using inflammation as an indicator would lead to

treating numerous areas unnecessarily (Ryan 2002).

3.8.3 Potential Treatments for Vulnerable Plaque

Currently, drug therapy (taking a cholesterol-lowering drug such as Lipitor,
Pravachol, or Zocor) is the only treatment for vulnerable plaque. Unfortunately, as
mentioned previously, this treatment method is only about 30% effective (Waters 2000).
In addition, these drugs work slowly and therefore require a considerable length of time
to reduce the individual’s risk of having a heart attack (Ryan 2000). Therefore, this is not
a very effective treatment for the immediate threat posed by the presence of vulnerable
plaque within the coronary vessels. This has led medical researchers to explore several
potential treatment techniques in an attempt to develop a more effective detection and
treatment method for vulnerable plaque. Several of these methods utilize a heart catheter,
a device that can be threaded through the coronary arteries so that the physician may
either “see” or treat a specific area of the vessel. The following describes drug therapy,
as well as some other potential methods that may ultimately prove successful in the

development of a detection and treatment method for vulnerable plaque.

Systemic drug therapy

“Systemic” means to put in the blood stream, typically by mouth or intravenously
(IV). Drug therapy is the current “standard of care” and requires the patient to take a
statin (cholesterol lowering) drug like Lipitor, Pravachol, or Zocor on a daily basis, often
for the remainder of the patient’s life. Although these drugs have been shown to lower
cholesterol (and CRP), they are only about 30% effective at reducing the individual’s risk
of heart attack. In addition, individuals taking these drugs have a higher risk of liver
failure. However, to reduce this risk, patients taking statin drugs typically have liver
function tests periodically (about every three months for the first year) to monitor for

potential liver damage (Ryan 2000).
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Localized drug treatment

This is a catheter directed treatment, meaning that a heart catheter is used to apply
a drug at the point of interest. One possible procedure for treating vulnerable plaque
would be similar to catheter-directed TPA (tissue plasminogen activator), a procedure in
which a clot dissolving drug is given at the site of an acute thrombosis (clot). However,
the treatment of vulnerable plaque would require a catheter that could deliver the drug

into the coronary wall. Such a device does not currently exist (Ryan 2000).

Photo-activated drug therapies

For this therapy a patient is given a systemic “inactive” drug treatment. A fiber
optic heart catheter is then used to emit a certain frequency of light at the point of
interest. The light causes the systemic drug to become active, but only at the point of
interest. This allows the drug to take effect only at designated points within the body, as
opposed to the entire body. Therefore there is less risk of an adverse side effect from the
drug being administered. Although some photoactive drugs currently exist, none are

commercially available at this time for the treatment of vulnerable plaque (Ryan 2000).

Angioplasty

Balloon angioplasty is traditionally performed to expand a vessel; however, the
same treatment could potentially be used for treating vulnerable plaque. For this
treatment, a patient is given a dose of heparin through an IV. This drug acts
instantaneously to prevent the patient’s blood from clotting; however, this is only a short
term effect. A heart catheter is then used to expand a balloon within the coronary vessel
at the point of interest. The balloon will cause the plaque to rupture; however, due to the
effect of the heparin, a clot will not result. Therefore, this method reduces the risk of
heart attack by allowing for a controlled rupture. This is analogous to how controlled

fires are used to reduce the risk of forest fires (Ryan 2000).
Stent

This is similar to angioplasty, except that the balloon has a wire mesh around it,

resembling a Chinese finger puzzle. As the balloon inflates the wire mesh expands and
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once in place remains in the coronary vessel to help stabilize the point of interest. This
method is designed to force the cap up and prevent it from rupturing. In fact, the use of a
stent will often cause the cap to thicken, making it more stable. It is possible for the
placement of the stent to rupture the plaque; however, just as in angioplasty, the use of
heparin prior to the procedure will allow for a controlled rupture with little to no resulting
clot. Therefore, this procedure will have one of two outcomes: stabilization or a
controlled rupture (Ryan 2000).

As indicated by these descriptions, a method tailored to the detection and
treatment of vulnerable plaque does not yet exist; however, almost all of the potential
therapies do have one thing in common — localized treatment. This is a strong indication
that the detection/treatment method that is ultimately developed will utilize a heart
catheterization procedure, such as those described above (Yock 2001, Ryan 2000).
Therefore, for the purpose of this dissertation, a heart catheterization procedure will be
utilized as the hypothetical detection/treatment method that is more effective than drug

therapy.

3.9 Standard of Care
3.9.1 Current Standard of Care for Symptomatic Individuals

When a patient presents with symptoms of heart disease, such as chest pain or
shortness of breath, the physician will typically order a stress test. If the results of the
stress test indicate a possible blockage of the coronary vessels, then the patient will
undergo an angiogram in the catheterization lab (Ryan 2000). This procedure cost
around $4,000 (Yorke 2005) and requires making a small incision in the upper thigh and
placing a “guide” wire. A heart catheter is then threaded through the artery up to the
coronary vessels. This procedure allows the physician to determine if a blockage exists
and identify its location (Ryan 2000).

Depending on the degree of stenosis found, the physician may choose to place a
stent in specific locations where the stenosis could potentially create a blockage. Placing
a stent typically reduces angina (chest pain) because it expands the lumen, thereby
increasing the flow of oxygenated blood to the heart. In the past, it was also believed that

this procedure would reduce the patient’s risk of a heart attack; however, in light of new
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evidence involving vulnerable plaque as the primary cause of heart attacks, this is no
longer believed to be the case. Although placing a stent may allow a controlled rupture
or stabilize a single lipid pool located directly beneath the stent as described above,
vulnerable plaques tend to be small and appear in multiple locations within the coronary
arteries. Since a stent only treats an area up to 30 mm in length, this procedure does
little, if anything, to prevent the occurrence of a heart attack if vulnerable plaque is
present in the individual’s vessel walls. Following the stent procedure, patients are
placed on a statin drug, which is typically taken for the remainder of the patient’s life.
Although placing a stent may alleviate the patient’s chest pain, any reduction in the
occurrence of heart attacks for these patients can most likely be attributed to the drug

therapy, and not from the placement of the stent (Ryan 2000).

3.9.2 Current Standard of Care for Asymptomatic Individuals

For asymptomatic individuals, a stress test may be ordered if the patient has a
family history of heart problems or a large number of risk factors. However, an
estimated 25 million Americans who do not have traditional risk factors or exhibit
symptoms of heart disease are also at risk for a heart attack, and are not receiving
treatment (Yorke 2005). Since it is not feasible (or affordable) to perform a heart catheter
procedure on everyone to determine who is at risk (Yock 2001), there is a need for an
inexpensive, non-invasive screening method to begin the process of better identifying
those at risk. This will get potential “at risk” individuals “into the system” such that
additional (and often more invasive) procedures can be performed to determine if they
are truly at risk (Muller 2001).

However, even if the individual is found to be at high risk for a heart attack, the
current treatment of drug therapy is only about 30% effective, and because it takes time
for the drugs to become effective, it offers very little in terms of immediate risk reduction
(Ryan 2000). Therefore, a new treatment method that is more effective at reducing the

occurrence of a heart attack is also needed.
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3.9.3 What change is needed?

To effectively identify and treat those at risk for a heart attack due to vulnerable
plaque, there are two things that would need to occur. First, an inexpensive and relatively
non-invasive screening method would need to be developed that could be administered to
the general public. Second, a more effective detection and treatment method would need
to exist (Muller 2001).

In this particular case, detection and treatment go hand-in hand. Since potential
treatment methods already exist, the key is being able to accurately locate the pockets of
vulnerable plaque within the coronary vessels so they can be treated. According to
doctors conducting research in this field, the most likely candidate for a
detection/treatment method is one that is localized, meaning that it utilizes a heart
catheter (Yock 2001, Ryan 2000). Although such a device would look similar to a heart
catheter used to place a stent, it would need to be specifically designed for the sole
purpose of detecting and treating vulnerable plaque (Ryan 2000). Because this device
would be able to discern between stable and vulnerable plaque, it would allow the
physician to assess with greater accuracy the patient’s risk of a future heart attack. If the
physician detects a significant amount of vulnerable plaque, he/she would also be able to
treat the patient as part of the same procedure; thereby eliminating the risks (primarily
resulting from anesthesia and the possibility of infection) associated with an entirely
separate surgical procedure”".

Since stress tests, angiograms, and stents are primarily used to treat blockages and
chest pain, these procedures would most likely no longer be part of the treatment regimen
for the detection and treatment of vulnerable plaque. Therefore, for the patient found to
be at high risk for vulnerable plaque, the only real alternatives would either be drug

therapy or a new detection/treatment procedure.

>t is important to note that when the patient agrees to undergo the catheterization procedure to detect
vulnerable plaque, he/she will be sedated during the procedure such that the individual would not be able to
give informed consent for subsequent treatment. Therefore, by consenting to the procedure, he/she is also
giving consent for treatment should the physician determine that it is warranted.
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3.10 Summary

Although there are many factors that may play into who is at risk for a heart
attack (age, gender, stress), and several tests (CRP, LDL) can provide some additional
information, the bottom line is: there is currently no method to correctly and consistently
identify who is at risk for a heart attack. In fact, current risk factors and tests miss a large
percentage of the “at risk” population, such that 50% of those individuals who currently
die from a heart attack do so without ever having been diagnosed with CHD or
experiencing a warning sign prior to the attack (American Heart Association 2003).

Recently the idea of plaque burden as the primary cause of heart attacks has been
replaced by a newer theory that indicates that it is not the amount of plaque, but rather the
type of plaque that places an individual at risk for a heart attack. Specifically, the
existence of vulnerable plaques, which are prone to rupture, are now thought to be the
primary cause of heart attacks. Therefore, efforts are underway to develop a new
screening method, such as the CRP blood test, which is inexpensive and non-invasive
enough to use routinely on the general population that will better identify those at risk for
a heart attack due to vulnerable plaque. Since this is clearly the direction medical
technology is taking, it was logical to choose a simple blood test as the hypothetical
screening method that respondents would be asked to value in Survey 1: Screening.

As discussed in this chapter, highly sensitive screening methods have a tendency
to result in false-positives. Therefore, it is often necessary to further test those who have
positive screenings using a more specific procedure in order to gain additional
information and more accurately assess the individual’s true risk. A more specific
procedure for identifying those at risk for a heart attack currently does not exist, but in
the near future it may involve having a MRI or heart catheterization procedure.

Once a patient is correctly identified as being at risk for a heart attack, the only
treatment that currently exists is drug therapy. However, because drug therapy requires a
significant time to take effect, and even then is only about 30% effective at reducing the
occurrence of a heart attack, this treatment method does not really address the immediate
threat of a vulnerable plaque rupture. Therefore, a new, more effective treatment method
is also needed. Since the potential treatments currently being explored all involve

localized procedures in which a heart catheter is utilized, it followed that the detection
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and treatment procedures would most likely be combined to reduce the risks associated
with anesthesia and infection stemming from having an additional procedure.
Furthermore, because a slight modification to the heart catheter procedure that is
commonly used today was a likely candidate for eventually being able to detect and treat
vulnerable plaque, this was the logical choice for the hypothetical treatment that

respondents were asked to value in Survey 2: Treatment.

Copyright © Patricia L. Ryan 2007
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Chapter IV: Theory

The purpose of this chapter is to develop a theoretical framework to identify the
factors that will influence willingness to pay (WTP) for both a screening and
detection/treatment method for vulnerable plaque. This is accomplished by using a set of
decision trees that represent decisions faced by individuals in the current state of the
world, as well as potential decisions that are likely to occur if a new screening and
detection/treatment method for vulnerable plaque were made available. Using the
decision trees, equations representing expected utility are derived for various treatment
alternatives in both the current and desired states of the world. Then, using a model
which closely resembles that of Michael Jones-Lee (1974), expected utility is held
constant under different conditions in order to define the consumer’s maximum WTP for
a change in his/her risk of having a heart attack, or for additional information regarding
that risk. In addition, the factors affecting the marginal WTP for treatment are also
identified since payment for a new treatment method reduces the individual’s risk of a
heart attack. Finally, this chapter concludes with a discussion of how these models
influenced the development of the surveys, such that the theoretical expectations

regarding WTP for screening and treatment could be tested empirically.

4.1 Fundamentals of Clinical Decision Analysis using Decision Trees

In treating patients, physicians are continually faced with having to make
decisions involving risk and uncertainty. Since decision analysis provides a “systematic
approach to decision making under conditions of uncertainty” (Weinstein and Fineberg
1980 p. 3) it is appropriate to utilize this method when making clinical decisions. In fact,
because decision analysis allows the physician to determine the treatment option that
would maximize a desired outcome (such as the highest probability of survival), decision
analysis provides a valuable tool in determining the best treatment for an individual
patient as well as for an entire population. Therefore, decision analysis can be used to

9552

identify what physicians often refer to as the “best practice” or “standard of care™” and

can also be applied in decisions regarding social policy (Weinstein and Fineberg 1980).

32 The usual course of treatment when a patient presents with a certain set of symptoms.
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Decision analysis often utilizes decision trees as a means of visualizing the
problem being addressed. The decision trees presented in the figures at the end of this
chapter were developed in accordance with the information presented in Weinstein and
Fineberg’s (1980) book Clinical Decision Analysis. Each branch of the decision tree
represents actions or consequences that occur over time. A square represents a decision
node, or a point at which a decision is made (it should be noted that for this type of
analysis, doing “nothing” is considered a decision). Branching points that do not involve
a decision (but are merely a function of chance) are referred to as chance nodes and are
indicated by a circle.

When the decision tree is completed, it visually illustrates all of the possible
courses of action (paths) and their resulting outcomes. For example, consider the
decision tree presented in Figure 4-4. This tree illustrates the treatment decision that is
made when a physician is presented with a patient who has already been identified as
being at high risk for a heart attack (or MI)*>. The physician™ has two options: he/she
may either choose to (1) simply monitor the patient (do nothing) or (2) place the patient
on a cholesterol lowering medication (drug therapy). Since this branch represents a
decision, it is considered a decision node and is indicated by a square.

For illustrative purposes only, assume that the physician decides not to put the
patient on drug therapy. Once the decision to simply monitor the patient has been made
(i.e. do nothing), the subsequent outcome is based solely on chance. The patient may or
may not experience an MI (the probability of each possibility is indicated on the
respective branch). Because the occurrence of a MI is beyond the control of the patient
or physician, it represents a chance node and is illustrated with a circle. If the patient
does experience an MI, he/she will either live or die as a result. The final outcomes are
represented by boxes at the end of each path. In this case, there are three possible
outcomes: (1) the patient lives without experiencing an MI (denoted as L); (2) the patient

experiences a MI, but survives (M); or (3) the patient experiences a MI and dies (D).

>3 “Heart attack” and “MI” (the abbreviation for myocardial infarction, which is the medical term for heart
attack) are used interchangeably throughout this chapter.

> When clinical decision analysis was first developed, the physician was often viewed as the primary
decision maker; however, as will be discussed in the following section, more recent applications of clinical
decision analysis are more oriented toward the consumer-patient as the primary decision maker, instead of
being expert-based.
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The expected utility of an entire branch can be determined by assigning a utility to
each outcome and then using a process that Weinstein and Fineberg refer to as “folding
back.” Basically, this is nothing more than using the probabilities assigned to each
branch as “weights.” For a simple example, refer to Figure 4-1. Suppose that the
probability of having an MI for an individual who demonstrated no symptoms of heart
disease was 2 percent (r = .02).”> Therefore, the probability of not having an MI would
be 98 percent (I-r = 98). According to the Heart and Stroke Statistical Update
published by the American Heart Association (2003), the probability of dying as a result
of an MI is approximately 0.5, and is already indicated in the figure. Therefore, the
probability of surviving the Ml is also 0.5. If the utility associated with L, M, and D were
10, 7, and 0 respectively, then the expected utility could be calculated as:

E(U)= .98 (10)+.02 (.5)7 +.02(.5)0=9.8+.07+0="9.87

When this branch is part of a larger tree (such as when it appears as the upper
branch in the decision tree presented in Figure 4-3), this process can be used to estimate
the expected utility of each branch stemming from a decision node; thereby allowing the
physician to choose the treatment option corresponding to the path offering the highest

expected utility.

4.2 Utilizing Decision Trees to Identify Risk-Dollar Tradeoffs

As described above, decision trees are used in clinical decision analysis to
identify the treatment option (path) that offers the highest level of utility, best chance of
survival, or some other desired outcome. The application of the decision trees in this
study; however, is slightly different. Instead of identifying the branch that maximizes the
individual’s utility, the expected utility from different branches is equated in order to hold
expected utility constant and identify risk-dollar tradeoffs associated with lower levels of
heart attack risk. Each decision tree identifies a different state of the world - the current

state in which no screening and limited treatment exists, and the desired state in which

> According to the American Heart Association, the 10-year risk of an individual with no risk factors is 2%
(Wilson et al. 1998).
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screening and a better treatment method exist - for both high risk and asymptomatic
individuals. By identifying the individual’s expected utility in the current state and
holding that level of utility constant, the decision trees can be used to set up equations
similar to those used by Jones-Lee (1974), such that the WTP for a change in heart attack

risk can be determined.

4.2.1 Risk-Dollar Tradeoffs

Michael Jones-Lee (1974) developed an expected utility model that can be used to
determine how much an individual would be willing to pay in order to lower the
probability of death by a marginal amount. The model assumes two possible states: life
and death. If the probability of death is p (0 < p < 1); then, the probability of not dying is
1-p. The model also includes the individual’s utility as a function of wealth, W, in each

state of the world.”® Therefore, the individual’s initial expected utility is given by:

E(U) = (1-p) L(W) + p D(W),

where L(W) is the individual’s indirect utility associated with the good state “life” and
D(W) is the individual’s utility in the bad state “death.” The model assumes that L(W)
and D(W) are continuous and twice-differentiable, such that L'(W) > 0 and L"(W) < 0.
These conditions imply that in the good state utility increases with increased wealth, but
at a decreasing rate. In addition, the individual derives more utility in the good state than
in the bad state for a given level of wealth, such that L(W) > D(W). The marginal utility
of wealth is also assumed to be greater in the good state than in the bad, such that L'(W)
>D'(W). And finally, L"(W) >D"(W), which implies that the individual is more sensitive
to changes in wealth in the good state as compared to the bad state.

The individual can make an expenditure, X, to reduce the probability of death to

p*, such that expected utility becomes:

E(U) = (1-p*) L(W-X) + p* D(W-X)

%% The utility associated with death is derived from wealth being passed on to the individual’s heirs.
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The expenditure occurs regardless of whether the individual lives or dies, and although
the expenditure reduces the probability of death from p to p*, there is no guarantee that
the expenditure will prevent death from occurring (Jones-Lee 1974).”” According to
Jones-Lee, the maximum amount an individual would be willing to pay to reduce their
probability of death to p* is defined as the expenditure that will still provide the
individual with their initial expected level of utility. Mathematically, the individual’s
willingness to pay, or Hicksian compensating variation®, can be found by setting the

expected utilities equal and then solving for X using the following equation:

(1-p*) L(W-X) + p* D(W-X) = (1-p) L(W) +p D(W) (4.1)

The marginal willingness to pay for a change in risk can also be found by differentiating
the entire expression by p and then rearranging terms to solve for &X/cp (Jones-Lee
1974). Assuming that wealth (W) and the risk of death without the expenditure (p) are
constant, differentiating equation 4.1 with respect to p will cause the entire right hand

side of the equation to go to zero and result in the following expression:
-L+(1-p*)L'0X/dp +D+p*D'0X/dp=0 (4.2)
where L = L(W-X), D = D(W-X), L' = 0L(W-X)/ 0X, and D' = oD(W-X)/ 8X.

Rearranging terms in equation 4.2 and solving for oX/&p, Jones-Lee (1974) provides the

following equation which defines the risk-dollar tradeoft:

>7 This expenditure is made prior to the individual knowing which state of the world they will experience,
and is therefore considered an option price. According to Freeman (1999), option price is defined as the
maximum amount an individual would be willing to pay in order to reduce a given risk and return to a state
in which the risk does not exist, thereby maintaining the individual’s initial level of utility.

¥ The Hicksian compensating variation refers to the maximum amount that the individual is willing to pay
(WTP) to avoid a loss, such that the individual’s utility is equal in both states. When a loss has been
imposed on an individual (or group of individuals), then the Hicksian equivalent variation refers to the
amount that the individual is willing to accept (WTA) in order to return them to their prior level of utility.
As discussed in Chapter 2, the appropriateness of WTA versus WTP is based on the assignment of property
rights. The Hicksian compensating variation assumes that the individual will move to a lower level of
utility, whereas the Hicksian equivalent variation assumes that the individual will be returned to their prior
level of utility before the loss was imposed on them. WTA was used in assessing damages for the Exxon
Valdez Oil Spill and illustrated that WTA and WTP measures may, in fact, be considerably different.
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0X/ 8p =[L — D]/ [(1-p*) L'+ p* D]

Since L > D, the numerator will always be positive. The denominator will be negative,
indicating that a reduction in risk, p, requires an increase in expenditures, X.

Many decisions regarding risk do not involve life and death, but rather varying
degrees of quality of life. Diseases such as multiple sclerosis and chronic conditions like
asthma can greatly influence the utility an individual derives from wealth. In fact,
Viscusi and Evans (1990) find empirical evidence to indicate that the utility derived from
income is higher in the healthy state compared to utility in an ill state. Therefore, it is
useful to modify the model developed by Jones-Lee (1974) such that the “good” and
“bad” state are not “life” and “death”, but rather different states of health.

4.2.2. Developing the Decision Trees

Although the final decision trees presented in Figures 4-1 through 4-5 appear
relatively simple, their development required considerable research regarding the various
types of treatment used for patients presenting with symptoms of heart disease. In
addition, it was necessary to understand how new developments regarding the screening
and treatment of vulnerable plaque would alter the current standard of care.”” Thus, the
decision trees were developed after attending vulnerable plaque seminars sponsored by
CIMIT (Center for Innovative Minimally Invasive Therapies) at the Massachusetts
General Hospital (MGH) and after numerous conversations with several M.D.s familiar
with vulnerable plaque research. Once the underlying medical issues were clearly

understood, the decisions that would be faced by the patient/physician® were simplified

%% Information related to this can be found in section 3.9 of Chapter 3 under the heading “Standard of
Care.”

5 This analysis is done from the patient’s point of view. Although the physician may recommend a
particular course of action, most decisions are ultimately that of the patient. Therefore, all decisions that
are made by the patient (with or without his/her doctor’s advice) will be represented as decision nodes. For
the few exceptions where the physician must make a decision without conferring with the patient (for
example, when the doctor must decide whether or not to treat the patient while performing the detection
procedure described in scenario 5), it is assumed that the physician will follow the “standard of care.”
Meaning that if the detection procedure reveals a certain level of plaque, treatment will be performed,
otherwise, it will not. Since this decision is out of the hands of the patient, and is in essence contingent
only on the level of plaque discovered during the detection procedure, it will be represented as a chance
node. Throughout this paper, the term “patient/physician” will generally be used when describing a course
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into five scenarios. The following provides a description of these scenarios that are used
to develop the theoretical framework for this project. Some scenarios represent the
current state of the world, while others represent hypothetical situations modeling the
decisions that would most likely exist if a screening and detection/treatment method did
exist.”" Each scenario is accompanied by a list of relevant assumptions/conditions and by
a decision tree that visually illustrates the scenario.

The first three scenarios are related to the benefits associated with a screening
method that could be used to identify individuals within the general population who are at
risk for a MI due to vulnerable plaque (including those who are asymptomatic). The first
scenario illustrates the current situation in which no such screening exists. The third
scenario illustrates the hypothetical state in which both screening and treatment exist.
Since drug therapy is currently available for those individuals who are identified as being
“at high risk” for a heart attack, the second scenario (in which screening is available, but
no treatment exists) would never occur. However, it is included as a stepping stone, and
will be utilized later in this chapter to isolate the individual’s WTP for information
obtained from the screening in the absence of possible treatment.

The last two scenarios are used to illustrate the benefits associated with
developing a more effective treatment for those who have already been identified as
being at high risk for a MI due to vulnerable plaque. The fourth scenario describes the
current state of the world in which only drug therapy is available, and the fifth scenario
describes the hypothetical state of the world in which a more effective

detection/treatment is available.

4.3 Theoretical Framework for a New Screening Method
4.3.1 Current State for an Asymptomatic Individual

The first scenario (See Figure 4-1) represents the current state in which no
screening is available. Therefore, individuals who do not exhibit symptoms of heart

problems are currently “left out of the system” even though they may be at risk for a

of treatment involving several decisions, which could be made by the patient, physician, or a combination
of the two. This term also reflects the collaborative nature with which most medical decisions are made.

%1 1t was necessary to simplify the medical process that actually occurs to some degree in order to make the
decision trees manageable. However, care was taken not to simplify any element that was thought to be
meaningful, given the scope of the analysis.
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heart attack. Since screening and treatment are currently not available to these

individuals, the following conditions apply:

¢ Individual has NO symptoms of coronary heart disease (CHD)

e Screening for vulnerable plaque is NOT available

If the individual’s probability of having a heart attack (or MI) is r (0 <r < 1), then
with probability (1 - r) the individual will NOT experience an MI. It should be noted that
I is specific to the individual and is largely unknown. The individual may have some
information (N°) regarding r based on family history, past cholesterol tests, and other
traditional risk factors; however, as explained in Chapter 3: Medical Background, these
factors are not always good indicators of who is at risk for a heart attack. Therefore, the
current information held by the individual (N°) provides very little information as to
his/her actual risk of having a heart attack.

The medical literature indicates that an individual who experiences an MI has
about a 50 percent chance of survival (American Heart Association 2003). Surviving a
heart attack may leave the individual in a state of significant disability, or at the very
least, with a weaker heart muscle that puts them at greater risk for a future heart attack
and may place limits on their activity. Therefore, it is reasonable to consider the utility
associated with three possible health outcomes: the individual lives without experiencing
an MI, the individual experiences an MI and lives, or the individual experiences an MI
and dies as a result. The indirect utility® associated with each health state will be
denoted as L, M, and D respectively.

Following the model developed by Michael Jones-Lee (1974) for the willingness
to pay for reductions in the risk of death, utility in each state is dependent on the
individual’s wealth (W); however, this model is modified such that instead of paying to

reduce the risk of death, the individual can pay to reduce his/her risk of a heart attack, r.

62 Consumers will choose the quantities of available goods and services that maximize his/her utility
subject to a budget constraint. Therefore, it follows that an individual’s optimal utility level will be
indirectly determined by his/her income and the prices of the goods being purchased (Nicholson 1992 p.
116). The indirect utility function is useful because it is expressed in terms of income and prices, which are
measured in dollars. Therefore, by using indirect utility it is possible to examine the effect changes in prices
and income will have on consumer utility (Nicholson 1992 p. 117).
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In addition, the bad state of the world - having a heart attack — has two consequences:
survival and death. Viscusi and Evans (1990) find empirical evidence to suggest that the
utility derived from income is higher when the individual is in the healthy state compared
to an unhealthy state. Therefore it would follow that L(W) > M(W) > D(W). In addition,
the marginal utility of wealth diminishes in each of the health states, such that L'(W),
M'(W), and D'(W) are all negative. Applying these indirect utilities to the decision tree in

Figure 4-1, expected utility can be written as:

E(U); = (1-r) LW | N + 1 (.5) M(W | N%) + 1 (.5) D(W | N°),

where the utility derived from each health state is a function of the consumer’s wealth
(W), given the current amount of information (N) that the individual possesses on their
risk of heart attack. If the individual’s utility from death is assumed to be zero, then the

individual’s expected utility becomes:

E(U); = (1-r) L(W | N%) + .5 r M(W | N°) (4.3)

The simple decision tree illustrated in Figure 4-1 will appear as a branch in several other
trees and is indicated by chance nodes labeled a. In addition, other branches that appear
in more than one decision tree will similarly be labeled to facilitate comparisons across

figures.

4.3.2 Intermediate State for an Asymptomatic Individual

The second scenario (See Figure 4-2) represents an intermediate state of the world
in which screening exists, but treatment does not. Drug therapy currently exists for those
identified as being at high risk for a heart attack, therefore, the following scenario is not
realistic; however, it is possible that individuals would be willing to give up some of their
wealth in order to find out more about their risk of having a heart attack, even if a
treatment is not available. Therefore, this scenario is included as a stepping stone to
isolate the factors affecting the WTP for information provided by the screening in the

absence of a treatment. Therefore, in the second scenario the following conditions apply:

90



e Individual has NO symptoms of coronary heart disease (CHD)
e Non-invasive screening for vulnerable plaque IS available to the general
public (i.e. routine blood test similar to a cholesterol test)

e BUT a treatment does NOT exist

The individual now has the option to find out more about their risk of having a
heart attack by paying some dollar amount for a screening test. Interestingly enough,
regardless of whether the individual has the screening or not, they will still face the same
gamble illustrated in Figure 4-1. As illustrated in Figure 4-2, the only difference between
the upper (o) and lower (y) branches is the amount of information (N) the individual
possesses regarding his/her risk of heart attack. Since there is no treatment, the
individual’s risk of heart attack, r, will remain unchanged. Although screening will not
lower r, it will provide the individual with more information regarding the actual value of
r. Therefore, by offering individuals more information as to their actual risk of having a
heart attack, screening has the potential to enable the individual to make decisions that
would enhance his/her utility.

Even though this scenario assumes no treatment is available, there are possible
benefits derived from being screened. Namely, individuals found to be “at low risk”
receive peace of mind. In addition, this new information regarding the true value of r
may allow some individuals to alter their behavior in ways that increases their utility. For
example, an individual who discovers herself to be “at low risk” after believing that she
was “at high risk” may no longer feel compelled to adhere to as strict a routine of diet and
exercise, which could potentially increase utility. For an individual found to be “at high
risk” this new information can also be beneficial in that it allows him to better prepare for
the future. For example, the individual now has the opportunity to obtain more life or
disability insurance to provide financial security for his family in the event of a heart
attack. Additionally, this new information may lead the individual to spend their time
differently or alter their consumption patterns, thereby reducing feelings of regret in the
event that death or disability does occur.

Although there are many possible benefits, it is also possible that the information

provided from the screening could lower utility for some individuals. An individual who
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is found to be “at high risk” may experience stress and anxiety from knowing they have a
medical condition for which no treatment is available. Therefore, it is not clear that more
information will increase the utility in each health state for all individuals.

Again, following the model by Jones-Lee (1974), a payment (Ps) is required to
receive the screening. The payment will reduce the individual’s wealth, but will increase
their level of knowledge regarding their risk of heart attack from N to N'. Therefore,
expected utility derived from the screening (lower branch in Figure 4-2) can be expressed
as:

E(U), = (1-r) L(W - Ps| N") + .5 r M(W - P, | N) (4.4)

Assuming utility is held constant at the initial level of E(U);, the individual’s
maximum WTP for information (WTP;) from the screening (when no treatment is
available) is defined by setting E(U); = E(U),. Because this decision is made ex ante
(prior to the individual knowing whether he/she is at risk), this expenditure is an option
price that is paid regardless of whether the individual experiences a heart attack or not.
Substituting in for the expected utility using equations 4.3 and 4.4 and changing P; to
WTP; yields the following expression:

(1-r)L(W | N°) + .5tM(W | N°) = (1-r)L(W —=WTP; | N) + .5tM(W —-WTP; |[N") (4.5)

As this equation implies, there is clearly a tradeoff between information and
wealth. Choosing to have the screening will not change the individual’s probability of
having a heart attack (because no treatment is available); however, if the individual
chooses to pay for screening, then he/she will obtain information (N') regarding his/her
risk of having a heart attack. Therefore, the maximum WTP for screening when no
treatment is available (WTP;) will be dependent on the dollar equivalent of the marginal
utility derived from the additional information (which could be either positive or negative
as the previous discussion illustrates). Therefore, it is expected that those who
experience a gain in utility from the information will be willing to pay some dollar

amount for it, but those individuals for which the information causes disutility will not
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elect to have the screening, and may even require compensation in order to accept the

screening.

4.3.3 Desired State for an Asymptomatic Individual

The third scenario (See Figure 4-3) represents the desired state of the world in
which an asymptomatic individual can be screened for vulnerable plaque, and if found to
be at high risk, can receive treatment. Figure 4-3 is very similar to Figure 4-2. However,
since the possibility of treatment now exists, a bottom branch is included in Figure 4-3
and the chance node y becomes a decision node. Drug therapy which is 30% effective
currently exists, and it is anticipated that a new treatment which is even more effective
will be available in the near future. Therefore, in the third scenario, the following

conditions apply:

e Individual has NO symptoms of coronary heart disease (CHD)

e Non-invasive screening for vulnerable plaque IS available to the general
public (i.e. routine blood test similar to checking your cholesterol)

e A treatment DOES exist in the form of drug therapy which is 30% effective,

and a new treatment which is 85% effective also exists.

The treatment received will reduce the individual’s risk of a heart attack r, such
that the individual’s new level of risk with treatment is r*. The new lower level of risk
will be determined by the effectiveness of the treatment. Therefore, having the new
treatment will lower r more than if the individual chooses drug therapy. The expected
utility derived from screening is illustrated in the lower branch of Figure 4-3. In this case
screening offers information as well as the opportunity for treatment. Treatment is not
actually delivered; however, an individual who pays for the screening has the opportunity
to receive treatment if the results indicate that the individual is at high risk, which occurs
if the individual’s risk of heart attack, r, is found to be above some threshold amount, z.
Therefore, using the lower branch of Figure 4-3, expected utility from screening can be

written as:
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E(U)s = (1-pen)[(1-1) L(W - Py [ N') + .5t M(W - Py | N")]
+ (P [(1-T*) L(W - P [N') + .5 M(W - Py [N)]  (4.6)

Since screening involves an expenditure, utility will be reduced if the screening
indicates the respondent is not at high risk. However, as the last scenario illustrated, only
those who have a positive marginal utility associated with the information will elect to
have the screening.”’ Plus, the other potential gain from the screening is the benefit from
the treatment if the individual is found to be at high risk.*® Holding the individual’s
utility constant at the level defined by E(U); , the WTP for screening will be determined
by:

E(U)1 = E(U)s

Substituting in equations 4.3 and 4.6, the WTP for screening (WTP;) is defined by the

equation:

(1-r) L(W| N°%) + 1 (.5) M(W| N%) = (1-pepp[(1-)L(W-WTP N') + .5rM(W-WTP, [N')]
+ Pegy [ [(1-r%) L(W - WTP | N') + .5 r* M(W - WTP, | N')]®

% This lends support to the two-part model included in Chapter 7: Data Analysis

% In estimating the total benefits derived from the screening and/or treatment, it would be necessary to
consider potential effects on markets for substitute goods. For example, if the screening test identifies
individuals who do not currently know they are at risk for a heart attack, the demand for statin (cholesterol-
lowering) drugs is likely to increase. Likewise, development of a localized treatment (such as that
described in Survey 2: Treatment) would most likely reduce the demand for stent procedures, but have little
effect on the demand for statins since those having either procedure would still receive drug therapy
regardless of the procedure. In addition, another consideration in conducting a benefit-cost analysis would
be to consider the potential for offsetting behavior, or the Peltzman effect (Peltzman 1975). Studies
(Peltzman 1975, Chirinko and Harper 1993) have shown that auto safety regulations have had little (if any)
net effect on the reduction of highway traffic fatalities. One potential explanation is that consumers have a
constant demand for health/safety and will therefore engage in offsetting behavior (such as driving faster)
in response to additional auto safety features that reduce the probability of a auto fatality (Peltzman 1975).
Therefore, given this evidence of the Peltzman effect in the demand for highway safety, it is reasonable to
expect that consumers may also engage in some degree of offsetting behavior if an improved treatment
which reduces the risk of heart attack is developed.

%5 This equation does not include a cost for treatment, which is consistent with the design of the survey
instrument. For those respondents who received a version of the survey in which treatment was available,
they were informed that treatment was either 30% or 85% effective (corresponding to the two treatment
options); however, no mention of the cost of the treatment was includes. However, this is not necessarily an
unrealistic specification. Typically, insurance companies will cover the cost of treatment that is determined
necessary. Therefore, if the screening indicates that the individual is at high risk for a heart attack, then the
insurance company is likely to cover the cost of drug therapy.
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From this equation, it is clear that WTP for screening is a combination of the
informational value it provides as well as the expected decrease in risk that treatment
offers if the individual is found to be at high risk. Therefore, it is expected that those who
are offered a greater effectiveness for treatment will be willing to pay more; however,
this may be influenced by their perceived level of risk. If the individual does not
perceive their risk to be very high, then they may anticipate that the screening will
indicate that they do not need treatment. For example, consider the extreme case of
Pa>2=0 in which the individual believes there is zero probability that the screening will
indicate that they are at high risk, such that their individual risk of a heart attack, r, is
above the threshold level z. In this extreme case, the effectiveness of the potential
treatment will have no impact on the individual’s WTP for screening. In fact, if p¢>z =0
then the last two terms on the right side of the equation become zero. Thus, the
expression simplifies to equation 4.5 and is no different from the second scenario in

which the screening only offers informational value.

4.4 Theoretical Framework for a More Effective Treatment

The last two decision trees apply to individuals who are already known to be at
high risk for a heart attack. The decision tree in Figure 4-4 represents the current options
(drug therapy) available to the patient/physician, while the added branch in Figure 4-5
represents the options available if a new detection/treatment method were made available.
In scenario 4, the individual has already been identified as being at high risk for MI,
therefore, he/she has some additional information (N') regarding his/her actual risk of
heart attack. However, in scenario 5, the patient now has the opportunity to choose a new
detection method that would provide more precise information (N?) about his/her risk of
MI. Notice that if the patient chooses drug therapy, no additional information is gained,

which is indicated by the level of information N* in the indirect utility function.

4.4.1 Current State for an Individual at High Risk for a Ml
Individuals who experience symptoms of coronary heart disease (or who have in
the past) are considered “at high risk” for an MI. Therefore, the decisions facing these

individuals would be the same as those who are identified as being “at high risk” for MI
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through screening. Currently, the only treatment available is drug therapy, which is
considered to be 30% effective at reducing the risk of heart attack. Therefore, the fourth
scenario (See Figure 4-4) represents the current state of the world for those individuals
who have been identified as being “at high risk” for a heart attack, given the following

conditions:

e Individual has been identified “at high risk” for MI either through screening
or because the individual has symptoms and/or a medical history of coronary
heart disease (CHD).

e A treatment does exist in the form of drug therapy; however, at best, it is

only 30% effective

Once a patient is identified as being “at high risk” for a MI, he/she has two
possible options. The first option is to do nothing. Although this would not be
recommended by a physician, a patient does have the right to refuse medical treatment.®
If the patient elects not to have treatment, he/she will still possess information N*
regarding his/her risk of heart attack; therefore, selecting this option would simply lead to
a branch (y), which is identical to the branch in Figure 4-2 in which no treatment is
available.

The patient’s second option is drug therapy, which would involve the patient
taking a statin (cholesterol lowering) medication on a daily basis. A very small
percentage of patients (<1/10,000)°” who take statins die from medical complications
(such as liver failure). However, because this risk is so small and because the focus of
the study is the WTP for a new treatment, this negligible risk associated with drug
therapy was not mentioned in the survey, and therefore is not included in the decision
trees.

Studies have shown that for patients taking statin drugs there is a statistically

significant difference in the probability of having a MI, and that drug therapy reduces the

6 Although the patient does not choose medical treatment, it does not preclude the possibility that the
individual may respond to the information that he/she is “at high risk” of a heart attack by adjusting his/her
behavior in ways that could potentially improve health (e.g. increased exercise, improved diet).

57 Any medical risk that is lower than 1/10,000 is simply reported as “< 1/10,000”
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risk of heart attack by an average of 30% (Ryan 2007). This means that a statin drug
may have a larger effect for an individual at very high risk of a heart attack, while having
a much smaller effect for an individual who is just over the threshold of being “at high
risk.” Thus, just as the risk of heart attack, r, is dependent on the individual, so will the
magnitude of the risk reduction resulting from drug therapy. Therefore, the individual’s
risk of a heart attack while on drug therapy, rd, is unique to the individual and, like r, is
largely unknown. However, it is clear that r! < r due to the fact that the individual’s risk
of heart attack is lower from drug therapy compared to when the individual receives no
treatment.

The decision tree illustrated in Figure 4-4 is essentially the same as the entire
bottom branch in Figure 4-3 except, in this case, treatment is defined. The top branch of
Figure 4-4 illustrates the expected utility for the individual if he/she refuses treatment,

and is given by:
E(U); = (1-1) LW [N) +.5r M(W | N 4.7

Clearly the expected utility for someone who knows they are at higher risk for a
heart attack will be different than the utility, E(U);, for an individual who does not have
this information; therefore, E(U)s will become the baseline level of utility for those
known to be at high risk for a heart attack. Since the focus of this study was the WTP for
the new procedure, the out-of-pocket cost for drug therapy was assumed to be zero.
Therefore, the expected utility from drug therapy is defined by the bottom branch (A) in
Figure 4-4 such that:

E(U)s = (1-r) L(W [N + .5 M(W | N (4.8)

As stated earlier, r* < r; therefore expected utility®® from the drug therapy is
clearly higher when compared to the expected utility derived from doing nothing. This is
why drug therapy is currently the standard of care for those who are identified as being

“at high risk” for a heart attack. Although not formally modeled, it is possible that an

58 As defined by equations 4.7 and 4.8
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individual would elect not to have drug therapy if the losses in utility from possible side
effects or having to take the medicine on a daily basis outweighed the benefits associated

with the reduction in heart attack risk.*

4.4.2 Desired State for an Individual at High Risk for an Ml

Currently, the only available treatment for those known to be “at high risk” for a
heart attack is drug therapy, which is only 30% effective. Therefore, this final scenario
(See Figure 4-5) describes the desired state of the world in which a detection/treatment
method for vulnerable plaque does exist, such that patients at high risk for a heart attack

have a treatment option available to them that is more effective than drug therapy.

e Individual has been identified “at high risk” for MI either through screening
or because the individual has symptoms and/or a medical history of coronary
heart disease (CHD).

e A NEW method for detecting and treating vulnerable plaque exists that is
MORE effective than drug therapy

Although screening and/or symptoms of coronary heart disease (i.e. chest pain)
may place an individual “at high risk” for MI, these are only indicators. As explained in
Chapter 3: Medical Background, these “indicators” only provide limited information as to
the individual’s true risk of having a heart attack. Therefore, the development of a
procedure that could locate pockets of vulnerable plaque within the coronary arteries
would allow the physician to better assess the patient’s actual risk and determine the best
course of treatment (either drug therapy or the new treatment procedure utilizing a heart
catheter). Regardless of the final treatment option selected, having this procedure would
increase the patient’s information regarding his/her actual risk of a heart attack (from N'
to N?).

% The decision trees are modeled using the individual’s actual probability of having a heart attack, r;
however, individuals will make their decisions based on their perception of this risk. Therefore, if the
individual has poor information regarding their actual risk of having a heart attack, they may make
decisions that are non-optimizing.
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As the lower branch in Figure 4-5 illustrates, the new procedure does involve an
additional risk of death. As explained in the previous chapter, this risk of death stems
from the possibility of medical complications from the surgical procedure. In the survey,
respondents were told that the added risk of death from the procedure was equal to
1/10,000; therefore, the probability of survival (ps) for this study was 0.9999. However,
in writing the equations it will be left as a variable, so that it is clear how changes in the
risk of death from the procedure will affect WTP.

In looking at the bottom branch of Figure 4-5, it is interesting to note that once the
patient chooses the catheter procedure, all remaining decisions are beyond his/her
control; therefore, all the branches stemming from this decision appear as chance nodes.
Assuming the patient survives the detection procedure, the physician will then be able to
determine if vulnerable plaque is present, such that the new catheter treatment is
warranted. Because there is a significant added risk from performing the procedure more
than once (due to the anesthesia involved) and because additional procedures are an
inefficient utilization of medical resources, the procedure includes both detection and
treatment (if it is warranted). However, because the patient is medicated and cannot
provide his/her informed consent, the decision to treat the vulnerable plaque will be
determined by the physician, who is assumed to follow the accepted standard of care.
Therefore, once the patient chooses to have the procedure, the resulting outcome (path) is
dependent solely on the existing probabilities associated with this treatment option.

If the detection procedure reveals that vulnerable plaque is not present, then the
patient will be treated using drug therapy which, as discussed earlier, lowers the
individual’s risk of heart attack to r. However, if vulnerable plaque is detected, then the
new treatment will be performed. The new treatment will lower the individual’s risk to r'
and because the treatment is more effective than drug therapy, r' < r! for each individual.
Earlier it was determined that if the individual did not receive treatment at all, expected

utility would be equal to:

E(U)s = (1-r) LW | N + .5 r M(W | N} 4.7)
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Since E(U)4 defines expected utility if the individual does not receive any form of
treatment, this will be used as the individual’s baseline utility level. Following the lower
branch of Figure 4-5, the individual’s expected utility from the new treatment procedure

is given by:

E(U)s = (ps){ pv(1-1) L(W - P, | N?) + .5p, ' M(W - P, | N?) +
(1-p)(1- 1) L(W - P, | N%) + .5(1-py) r* M(W - P, | N?) } (4.9)

where ps is the probability of surviving the procedure,”’ py, is the probability that
vulnerable plaque is detected during the procedure,’”’ Py is the price of the treatment, and
N is the higher level of information on heart attack risk that is gained from having the
procedure. Therefore, the WTP for the reduction in heart attack risk due to the treatment
can be found by holding expected utility constant, such that E(U)s = E(U)s . Substituting
in equations (4.7) and (4.9) gives:

(1-r)L(W| NY+.5rM(W| ND=(po)[pv(1- tYL(W-WTP, | N*)+.5p, rM(W-WTP, | N?) ]
+ (PI[(1-p)(1- FYL(W-WTP | N?) +.5(1-p,) r M(W-WTP; | N%) ] (4.10)

Assuming that the information effect from the procedure is negligible, WTP for
the change in risk associated with the procedure can be found by differentiating 4.10 with
respect to . Since risk remains constant without the treatment, the left side will become

zero, such that:

= -pypyL + pspu(1-)L' SWTP/0r + py(1-t)L 0P, /0r + .SppsM + .5pspr'™M' OWTP/or
+ .5ps™ APy /or — py(1-py)L + py(1-p)(1-1HL' OWTP/ér - py(1-r*)L 8P, /ar +.5py(1- py)M
+ .5py(1-p)r'M' WTPor - .5paM 6P, /or

Solving for OWTPy/Or gives an expression for the marginal change in WTP for treatment

for a change in heart attack risk, and is defined by:

" For this study p; is equal to 1 minus the probability of death from the new treatment procedure;
ps=1-.0001 =.9999
! p, is dependent on the individual’s risk of heart attack, r
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OWTP/or = [pspyLL - ps(l-rt)L oP,/or - .5pspyM. - .SpsrtM OP,/or + ps(1-py)L
+ po(1-rYL OPy/0r -.5py(1- p)M + .5pa®™M Py/or] / [ pspy(1-T)L' + .Speper'™M'
+ p(1-p)(1-1YL' + 5py(1-p)r‘M'] (4.11)

Some simple algebra results in some terms cancelling out, such that equation 4.11

simplifies to:

OWTP/or =L -.5M +r'L 6P,/ér -.5r'M P,/or + .5r'M oPy/ér - 'L 6P /ér] /
[pe(r®-r)L' + (1-rHL' +.5pr'™M' +.5(1-py)r*M] (4.12)

where L = L(W-WTP; [N?), D = D(W-WTP; [N?), L' = 6L(W-WTP, [N?)/ OWTP,, and D' =
OD(W-WTP,|N?)/ 6 WTP, .

From equation 4.12, it follows that higher the effectiveness of the treatment, the
higher the WTP for treatment; however, the higher the effectiveness of drug therapy, the
lower the WTP for treatment. Therefore, this implies that the greater the difference
between the effectiveness of the two treatments, the larger the WTP for treatment. In
addition, the higher the likelihood of having vulnerable plaque, the greater the expected
WTP.”

4.5 Application to Survey Instruments

The theoretical framework presented in this chapter is used to develop the two
surveys utilized for this study: Survey 1: Screening and Survey 2: Treatment. Survey 1:
Screening was developed based on scenarios 1-3 and was administered to a sample
representative of the general population. Through this survey, information on the
individual’s perceived risk of a heart attack, health characteristics, financial resources,
and other demographics was obtained. In addition, the survey elicited the individual’s

WTP for screening. In order to better understand how treatment effectiveness might

2 The probability of the individual having vulnerable plaque is unknown; however, it may be possible to
use the individual’s perceived risk of a heart attack as a proxy for this variable in the empirical analysis in
Chapter 7.
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influence the WTP for screening (as suggested by the third scenario), respondents
received versions of the survey in which treatment effectiveness was 30% (corresponding
to drug therapy) or 85% (corresponding to the new treatment). In addition, in order to
explore the question of whether screening has value if it offers purely informational value
(scenario 2), a small arm of the sample received a slightly modified survey in which no
treatment was available.

Scenarios 4 and 5 are addressed by Survey 2: Treatment. Since these scenarios
involve patients who are already known to be at high risk for a heart attack, the sample
for this survey only included individuals with doctor-diagnosed heart problems. Like
Survey 1: Screening, Survey 2: Treatment collects information on the individual’s
perceived risk of a heart attack, health characteristics, financial resources, and other
demographics. In addition, respondents for this survey were presented with the treatment
options discussed in the final scenario and were asked about their WTP for a more
effective detection/treatment method for reducing their probability of experiencing a

heart attack.
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Chapter V: Development of the Web Surveys

The purpose of this chapter is to describe the development of the two web-based
survey instruments used in this study. Survey 1: Screening was designed to elicit the
maximum willingness to pay (WTP) for a screening method that would better identify
individuals in the general population who are at risk for a heart attack. The goal of
Survey 2: Treatment was to determine the value an individual, who is known to be at high
risk for a heart attack, places on a procedure that could provide more precise information
regarding his/her risk of a heart attack, in addition to providing treatment that could
substantially reduce the individual’s risk of a future heart attack. Both surveys elicited
the respondent’s maximum WTP through the use of an iterative bidding process, which
utilized the real-time interaction capabilities of a web-based survey.

Web-based surveys are relatively new and provide researchers with several
advantages over other survey modes; however, research on web-based survey
methodology indicates that there are several issues related to this survey mode that have
the potential to affect the quality of the data (Solomon 2001). Therefore, the first half of
this chapter explores what is known about web-based surveys - the advantages and
potential drawbacks — as well as identifies a set of guidelines for developing an effective
and reliable web-based survey. The second half of this chapter explains the development
of the individual survey questions included in Survey 1: Screening and Survey 2:
Treatment. In particular, this section focuses on the rationale for including each question,
as well as its contribution to the overall purpose of the survey. In addition, explanations
as to how the web-based guidelines presented in the first half of this chapter were
integrated into the creation of the individual questions (as well as the overall survey

format) are included throughout the second half of this chapter in the form of footnotes.

5.1 Emergence of Electronic Surveys

Electronic surveys, which include e-mail and web-based surveys, emerged with
the development of e-mail and the Internet. Although the initial use of e-mail surveys
dates back to the late 1980’s, it was the rapid growth of the Internet during the 1990’s

that resulted in electronic surveys becoming prevalent (Schonlau et al. 2001). The
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increased use of e-mail as a means of communication made e-mail surveys attractive to
researchers as a way to reach a lot of people in a short amount of time. In addition,
electronic surveys (specifically e-mail surveys) can be less expensive to conduct than
paper surveys because they eliminate the need for printing, postage, and data entry
(Dillman 2000). As a result, the use of e-mail surveys over paper surveys has increased

significantly in the past decade.

5.1.1 E-mail Surveys

E-mail surveys are essentially paper surveys delivered via e-mail. The e-mail
received by a respondent typically includes a brief introduction to the survey, followed by
the actual survey. The respondent may then be instructed to print the survey and mail it
back, or if the design allows, fill out the survey electronically and submit it via e-mail
(Dillman 2000). Although e-mail surveys have the potentially to reduce the time and cost
associated with conducting a survey, e-mail surveys are still limited in much the same
way as self-administered paper surveys (Schonlau et al. 2001). In particular, e-mail
surveys do not allow for extensive skip patterns (Dillman 2000). As a result, researchers
have gravitated toward the use of a more intricate form of electronic survey: web-based

surveys (Schonlau et al. 2001).

5.1.2 Web-based Surveys

Web-based surveys are surveys that are administered using the Internet, or world-
wide web. Web-based surveys are typically programmed using HTML (Hypertext
Markup Language), Java or other web-design computer language, and are accessed by a
computer with Internet access using a specific URL (universal resource locator), or “web
address” (Dillman 2000, Solomon 2001). Programming a web-based survey in HTML
has several advantages including the ability to tailor the survey to each individual based
on responses given throughout the survey (Solomon 2001). Web-based surveys also
allow answers keyed in by the respondent to be automatically transferred into a database
(Solomon 2001), thereby preventing the need for data entry and eliminating the potential
for transcription error (Schonlau et al. 2001). In addition, the ability of the Internet to

deliver video and audio gives web-based surveys far more versatility than electronic
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surveys delivered via e-mail (Schonlau et al. 2001). In fact, in Don Dillman’s book
entitled, Mail and Internet Surveys, Dillman asserts that Internet surveys have the
potential to revolutionize surveying in much the same way as random sampling
techniques did in the 1940’s and telephone interviewing did in the 1970’s (Dillman
2000). Therefore, due to several distinct advantages, including their greater versatility,
web-based surveys have replaced e-mail surveys as the electronic survey of choice

(Solomon 2001).

5.2 Potential Drawbacks of Web-based Surveys
5.2.1 Coverage and Self-Selection Bias

By far, the greatest challenge facing the administration of web-based surveys is
coverage bias (Solomon 2001, Schonlau et al. 2001). The primary cause of this coverage
bias is the lack of computer ownership and access to the Internet among U.S. households
(Schonlau et al. 2001). According to a U.S. Census Bureau report, less than 62% of U.S.
households owned a computer in 20037 (Day, Janus, and Davis 2005). Although this is
significantly higher than the 8.2% reported in 1984 (Day, Janus, and Davis 2005), this is
far lower than the percentage necessary to generate a reliable random sample of the
general population.

It has been argued that although individuals may not own computers, they may
have Internet access (and e-mail address) at their place of work. However, the difficulty
associated with using e-mail accounts to invite survey participants is that unlike 10-digit
telephone numbers, e-mail addresses are not standardized, and it is possible for a single
individual to have more than one e-mail address.”* Therefore, random sampling methods,
such as those that have been used for telephone surveys, can not be applied directly to e-

mail addresses (Dillman 2000). As a result, web-based surveying often relies on

3 This is the relevant time period because it is when the web-based surveys used for this study were
administered.

™ It is interesting to note that in the future, phone interviewing will most likely face similar issues. With
the emergence of cell phones, some households have chosen to no longer carry (and pay for) a land line,
but rather use their cell phone as their “home” number. In addition, it is not uncommon for a single
household to include several members who each have their own cell phone. Therefore, 10-digit telephone
numbers no longer have a one-to-one correspondence with individual households. In addition, as the use of
cell phones increases, generating a sample using only land lines will become less reliable as a means of
generating a random sample because it will exclude households who no longer carry land lines, but rather
rely solely on a cell phone for their phone service.
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recruiting respondents by advertising the survey or posting it where respondents who are
interested in the topic may naturally come across it while surfing the web. Because this
approach to sampling involves individuals self-selecting into surveys that interest them,
these convenience samples do not provide valid data for drawing conclusions regarding
the entire population (Pineau and Slotwiner 2003). Although part of this problem could
potentially be overcome by mailing the survey invitation (which would then direct the
individual to the survey’s web address), limited access to the Internet would then become
the critical issue. Data analyzed from the Current Population Survey (CPS) indicates that
there is a large disparity in computer ownership and Internet access by income, race, and
level of education (McConnaughey and Lader 2007). Therefore, this clearly suggests that
data obtained using a standard web-based survey approach would not be representative of
the general population, but instead would be prone to systematic bias and unreliable
results.

One strategy Dillman (2000) suggests for overcoming the coverage bias
associated with web-based surveys is to administer the survey using mixed modes. This
method acknowledges the existence of coverage bias and attempts to overcome it by
collecting additional data from underrepresented groups using an alternative mode of the
survey — for example, through a paper or telephone survey. The problem with this
strategy is that it introduces the potential for mode effects — that is, inconsistencies in the
data arising from obtaining the data using different “modes” or formats of the survey

(Dillman 2000).

5.2.2 Minimum Hardware and Software Requirements

Another challenge presented by web-based surveys is that they often require a
minimum hardware capacity. In addition, updates in hardware and software occur so
rapidly, there is no equipment “standard” on which to base the design of an Internet
survey. Thus, web-based surveys may appear differently across respondents due to
variations in the size of the monitor being used, the horizontal and vertical configuration
of the viewing “window”, variations in the operating system (PC versus Macintosh), web
browser version, capacity of the hardware, or formatting specifications of the software.

These variations (if not caught through extensive pre-testing) can result in the respondent
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having to scroll to see the entire question, text wrapping to the next line, misalignment of
items in tables, or other visual disparities that could inadvertently influence respondents
in unknown ways (Dillman 2000).

In addition, Internet connection speeds can vary significantly across users,
creating vast differences in the time (from a few seconds to several minutes) it takes an
item to appear on the respondent’s screen. This is especially true when transmitting
larger files such as those that contain audio or video (Schonlau et al. 2001, Dillman 2000)
Because there is a tendency for businesses and higher income areas to have better Internet
service providers (offering faster Internet connection speeds); variations due to Internet
speed can create a systematic disparity across socioeconomic groups (Dillman 2000). As
a result, survey designers are encouraged to minimize the size of files and extensively test
the entire survey on systems with varying Internet connection speeds (especially those
that are slower) to help ensure consistent survey appearance and delivery (Schonlau et al.

2001, Dillman 2000).

5.2.3 Lack of Computer Experience Among Respondents

Another issue for web-based surveys is that it is not uncommon for individuals
(especially those who are older) to have limited experience using computers. Even those
individuals who have mastered using a word processor or other specific computer
application may have difficulty transferring those skills and applying them to the
relatively “new” format of an online survey (Dillman 2000). As a result, individuals with
limited computer knowledge may have difficulty completing a web-based survey, as
compared to the same survey offered in a more familiar paper or telephone format.

To help prevent the introduction of survey error due to lack of computer
knowledge, web-based surveys should be designed at a level at which those with limited
computer experience would feel comfortable. In addition, the survey should also include
any instructions regarding relevant computer functions that are necessary to move
through the survey (Dillman 2000). For example, it may be important to inform
respondents to click on the button marked “next” when they are ready to move on to the
next screen. These basic computer logic functions can be easily overlooked by

programmers familiar with computers; however, they are important in keeping response
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rates high since respondents may abandon a survey if they become confused or unsure of

how to continue (Dillman 2000).

5.2.4 Security and Confidentiality

Finally, web-based surveys are prone to security issues because information
transferred over the Internet could potentially be viewed by unauthorized individuals.
Therefore, administering a web-based survey necessitates utilizing additional security
measures, such as encryption, in order to safeguard the confidentiality of the data. In
addition, the survey should establish a perceived level of confidentiality for the
respondent, such that he/she will feel confident answering the questions honestly

(Schonlau et al. 2001, Dillman 2000).

5.3 Advantages of Web-based Surveys
5.3.1 Real Time Interaction

One of the foremost advantages of web-based surveys is that this format allows
interaction between the survey and the respondent. Real time interaction allows the
computer program generating the survey to tailor the survey questions to the respondent
based on his/her prior answers. Therefore, web-based surveys have the advantage of a
telephone survey in that they can provide seamless skips based on the respondent’s
responses, but without the need for extensive human resources to administer the survey

(Dillman 2000) and without introducing the possibility of interviewer bias.

5.3.2 Use of Color, Video, and Audio

In addition, web-based surveys can utilize color, audio, and video, which greatly
increases the type of information that can be presented. Web-based surveys also have the
option of allowing respondents to access pop-up help screens whenever needed. In
addition, drop-down boxes for long lists (such as “state of residence”) reduce the need for

typing and help eliminate data entry error (Dillman 2000).
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5.3.3 Shorter Fielding Time & Fewer Human Resources

The nature of the Internet also allows surveys to be administered to
geographically diverse populations quickly and easily (Dillman 2000). Therefore, web-
based surveys can often be conducted faster than comparable mail surveys (Schonlau et
al. 2001) and without the extensive training or manpower required to administer a

telephone survey.

5.3.4 Less Expensive “on the Margin™

Finally, the cost of a web-based survey does not increase proportionally with
sample size (as is the case with paper and telephone surveys). As a result, “lower costs
are often touted as one of the benefits of Internet surveys” (Schonlau et al. 2001, p. 24).
Although some e-mail surveys may be administered with a lower overall cost in relation
to a comparable paper survey, this is far less likely to be the case with a well-designed
web-based survey. Web-based surveys typically have a high initial cost associated with
the time required to program and extensively test the survey (Schonlau et al. 2001).
However, after the survey is developed and tested, the marginal cost of administering the
survey to an additional person is relatively low, if not negligible. This is not to imply that
web-based surveys are less expensive overall when compared to a comparable paper
survey — in fact, the expense associated with the time and computer resources required to
create and extensively test a well-designed web-based survey can far exceed that of a
paper survey (Dillman 2000). Therefore, the decision to utilize a web-based survey
should stem from the nature of the survey itself, which dictates certain functions that only

a web-based survey can provide.

5.4 Decision to Use a Web-based Survey

For this study, the decision to use a web-based survey was driven primarily by the
desire to achieve a nationally representative sample utilizing a survey mode that allowed
extensive skip patterns and offered real-time interface. The interactive capabilities of the
web-based survey meant that an iterative bidding process could be used to obtain each
individual’s maximum willingness to pay (WTP) for the screening and treatment of

vulnerable plaque as a means of better understanding the value individuals place on their
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health by avoiding a heart attack. Typically, paper surveys have been used to obtain
WTP estimates for various goods and services using a dichotomous choice question in
which respondents either accept or reject a single bid. Subsequently, econometric
techniques such as Cameron’s (1988) or Johansson’s (1995) parametric approaches or
Kristrom’s (1990) non-parametric approach are then required to derive the mean WTP.
This study does not rely on econometric techniques to derive the mean WTP, but rather
uses an iterative bidding process to elicit an exact WTP value from each respondent.
However, in order for this value to be meaningful from a policy perspective, it was
imperative that the sample represent the U.S. population. Therefore, a web-based survey
which could be used to administer the iterative bidding process to a national sample was
the desired format. As such, an understanding of web survey design was needed in order

to create the survey and ensure the reliability of the data collected.

5.5 Guiding Principles for Web Survey Design

The virtually endless possibilities of web-based technology for creating surveys
also poses a problem in that it carries with it the vast potential for introducing survey
error.  Therefore, basic principles have evolved to help govern the design and
implementation of web-based surveys. In the chapter entitled “Internet and Interactive
Voice Response Surveys” of the book Mail and Internet Surveys, Dillman (2000)
identifies a comprehensive list of principles intended to guide the design and delivery of
web-based surveys. Likewise, Schonlau et al. (2001) includes many of the same ideas in
the chapter entitled “Guidelines for Designing and Implementing Internet Surveys” of
their online book, Conducting Research Surveys via E-mail and the Web. Therefore, the
following includes specific guidelines from each of these sources to establish a set of

guiding principles that were used to develop the web-based surveys for this study:

> Introduce the survey with a welcome screen that provides motivation for completing
the survey and also include instructions that will direct the respondent to the
appropriate web address and to the first question of the survey. Respondents may be
contacted and directed to the web survey either through a mailed invitation or an e-

mailed hyperlink; therefore, it is important to make it clear to the respondent that they
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have arrived at the correct location (Dillman 2000). A simple way to do this is to use
a logo that is on both the invitation as well as the welcome screen. The welcome
screen will set the tone for the entire survey; therefore, it should motivate the
respondent to complete the survey as well as convey that completing the survey will
not require extensive or specialized computer knowledge. The final goal of the
welcome screen is to move the respondent to the first question of the survey with ease

so he/she can begin the survey (Dillman 2000).

Utilize a password, personal identification number (pin), or some other means to
limit access to the survey to only those invited to respond. Because web surveys are
located on the Internet which can be accessed by anyone who types in the correct web
address, it is necessary to limit access to the survey in some manner. Utilizing a
password or pin will prevent access to individuals who were not invited to take the
survey, as well as prevent invited respondents from completing the survey more than
once (Dillman 2000, Schonlau et al. 2001). The password or pin can be included with
the survey invitation along with a simple set of instructions informing the respondent
on how to use it to access the survey (Dillman 2000). When choosing a password for
the survey, it is important to select one that can not easily be guessed. In addition, in

‘Gl”

typed form, it is very difficult to distinguish the letter “I” from the number “1” or the
letter “O” from the number “0”; therefore, it is recommended that these be avoided

when creating passwords or pins (Schonlau et al. 2001).

Make the first question one that applies to everyone, is easily answered, and is of
interest to respondents. This will convey to the respondent that the survey is on a
topic that is of interest to them and that completing it does not require extensive
computer knowledge. Therefore, drop-down boxes, scrolling, and other higher level
computer functions should be avoided on the first question. In addition, numerous
demographic questions should not appear first (Dillman 2000) as they often do in

paper surveys — instead, these can be included at the end of the web-based survey.
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» Avoid unconventional formats, instead present questions in a familiar manner (such
as those often used on paper surveys). Web-based surveys should strive to look as
much like paper surveys as possible, therefore, it is not advisable to use an unfamiliar
format that is likely to confuse the respondent. On a computer screen, individuals
tend to start at the upper left hand corner, so this is an ideal location to start a new
question (Dillman 2000). This can easily be achieved if each screen only includes

one question.

» Use radio buttons for questions with a relatively small number of answer choices.
Radio buttons are named for the round knobs found on older radios that were used to
“tune-in” to a station (Schonlau et al. 2001). Radio buttons appear as circles before
each answer choice in a web-based survey and look similar to the “bubbles” that often
appear in front of each answer choice on paper surveys. Therefore, radio buttons can
give questions on a web-based survey an appearance similar to that of a paper survey,
as Dillman (2000) suggests. To select an answer choice using a radio button, all the
respondent needs to do is point the cursor at the radio button and “click” the mouse.
As such, radio buttons are easy to use and require very little computer knowledge on
the part of the respondent. In addition, radio buttons have the added benefit of
automatically “deselecting” the respondent’s first answer choice if a second answer
choice is selected (Schonlau et al. 2001). Therefore, in a self-directed web-based
survey (in which an interviewer is not available to answer questions) radio buttons
will convey to the respondent that only one answer choice may be selected (Schonlau

et al. 2001).

» Minimize the use of colors. Color is very easy to add to a survey; therefore, there is a
natural tendency to overuse it, and this can lead to potential interference with the
survey itself (Dillman 2000). The exact color shown on a monitor is determined by
the color palette, which can vary greatly across computers (Schonlau et al. 2001,
Dillman 2000). Therefore, web survey programmers should be careful to restrict
themselves to a smaller palette to help insure consistency in viewing and also reduce

the necessary time it takes to transmit the survey (Dillman 2000). In addition, some
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combinations of background colors with font colors can make the text difficult to
read; therefore, if color is used, it is important to choose colors that have a sufficient
amount of contrast (black font on a neutral background, blue font on a bright yellow
background). Even red and green, which is a high contrast combination, can cause
problems if any of the respondents are color-blind and cannot distinguish red from
green. Mistakenly choosing colors that make it difficult for the respondent to read the
survey questions can lead to an increased likelihood of non-response or potential
survey error. In addition, the use of large blocks of color may inadvertently attract
the eye away from what the survey designer intended the respondent to focus on.
Similarly, when color is used around word choices of different length, some color
bars will appear longer than others, which could possibly influence the respondent’s
choice. Finally, colors often have meanings associated with them, such as red means
“stop” and green means “go.” As a result, including color may inadvertently
introduce meanings that have no relevance to the survey question being asked, and
thereby influence the respondent in unintended ways (Dillman 2000). Appropriate
uses of color include intentional “highlighting” to draw the respondent’s attention to
special elements or directions. Color can also be used (cautiously) to direct
respondents to navigational elements that will help them proceed with the survey,
assuming that it does not distract the respondent from the survey question (Schonlau
et al. 2001, Dillman 2000). Since there is no evidence to support that the use of color
enhances response rates, Dillman recommends using color sparingly in web-based
surveys in order to help avoid the numerous potential risks associated with it

(Dillman 2000).

Limit the use of graphics. Although the web allows a designer to incorporate
graphics and video clips with ease, these applications should be used sparingly.
Graphics and video require a large amount of information to be transferred and can
lead to large variances in the time required to display the survey and result in
frustration (and lower response rates), particularly for those using modems or other
slower Internet connections (Schonlau et al. 2001). Another potential problem with

graphics is that they may unintentionally alter the meaning of a question. Schonlau et
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al. (2001) present an example from an actual marketing survey in which individuals
are asked how many times they have gone shopping within a certain time period.
Although the question was intended to inquire about all shopping, the picture
adjacent to the question shows people shopping in a grocery store. As a result, it is
unclear whether respondents are indicating the number of times they have gone
shopping at any store or have limited their response to include only visits to the
grocery store (Schonlau et al. 2001). Therefore, the use of graphics and videos within
a web-based survey should be limited and done in such a manner as to not alter the

intended meaning of the question.

Program the questions as to avoid differences in appearance across different
machines. The display resolution configuration determines the number of pixels that
appear horizontally and vertically on the computer monitor. Although there are some
configurations that tend to be more common, such as 640 X 800, 800 X 600, and
1024 X 748, there is no definitive standard. Therefore, different settings of the
resolution configuration can certainly influence the appearance of a web-based
survey. In addition, the actual physical size of the monitor can also affect how the
survey is displayed. A survey that appears in its entirety using a larger screen and
configuration may require scrolling (either horizontally or vertically) on a smaller
screen in order for the respondent to view the entire question with answer choices.
Although the proportionality of the survey will tend to stay the same, smaller
configurations may also result in wrapping of the text, which can lead to
misalignment. This is particularly problematic if it makes the question unclear, or if
it leads to the misalignment of headings and their associated choice buttons. To help
prevent this from occurring, it is recommended that web survey programmer limit the
horizontal width to 600 pixels — this allows even the smallest configurations to
present the entire line of text without wrapping, and helps ensure that the survey will
be presented consistently regardless of the size or configuration of the monitor.
Finally, testing should be done using different types of computers with various
configurations in order to ensure the consistency of survey viewing across machines

(Dillman 2000).
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> Provide detailed instructions on necessary computer functions required to complete
the survey; however, do not provide extensive instructions at the beginning of the
survey as several pages of detailed instruction may make the survey look complicated
and deter individuals from proceeding. Instead, Dillman suggests providing specific
instructions on necessary computer functions at the time they are needed. For
example, instructions on operating a drop-down box may appear in a floating window
on the screen in which this type of question first appears. This will provide
information on an “as needed” basis, as opposed to testing the respondent’s ability to
learn and remember several computer functions throughout the survey. Another
possible way to accomplish this is include a “help” button on each screen or to
provide instructions following the stem of each question using a different font that
will easily be recognized by the respondent as instructions rather than an integral part
of the survey. Again, these instructions should be clear and limited only to the
information needed to perform the necessary computer functions required to answer

the specific question being addressed (Dillman 2000).

> Refrain from overusing drop-down boxes, and always include the direction “click
here” in the visual line item of a drop-down box. This will not only help the
respondent identify the presence of a drop-down box, but will also provide clear
instructions on how to make the answer choices visible. Drop-down boxes are
appealing to web survey programmers because they can hide a lot of information until
it is needed. For example, when asking a respondent which state he/she lives in, a
drop-down box can be accessed that lists all 50 states (Dillman 2000). Although the
advantage of this is clear from a programming perspective, drop-down boxes do have
some potential drawbacks that should be addressed. First, if data is collected using
both web and paper surveys, the use of drop-down boxes only on the web-based
version of the survey can present issues related to mixed modes. If the survey is not
being administered using additional modes, then drop-down boxes should still be
reserved for questions which have several possible answer choices. Clearly, using
radio buttons for yes/no questions is more efficient (and a more logical) choice than

using a drop-down box. In addition, Dillman suggests that when using a drop-down
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box, the visual line item (the one item that is visible even when the drop-down box is
not activated) should simply read “click here” and that the first answer choice should
then be included on the next line (which is hidden). This suggestion has two positive
effects. First, it prevents unnecessary bias because it does not allow the default
answer choice to be visible while the other possible choices are hidden; and second, it
helps prevent the respondent from unintentionally skipping a question. When a
default choice is displayed, respondents are more likely to think they have already
responded to that question and because closing a drop-down box may move the
cursor unexpectedly on the screen, it can make it easy for the respondent to lose their
place in the survey. Therefore, including the words “click here” in the visible line
item will clearly indicate which questions still remain to be answered and help the

respondent avoid unintentional skips in completing the survey (Dillman 2000).

Include a mechanism in the survey design that allows respondents to skip questions.
Although it may seem advantageous that the format of web-based surveys could
essentially be used to “force” respondents to answer each question in order to proceed
with the survey, this is certainly not advisable. First, designing a web-based survey in
this manner could potentially cause problems from a human subject protection
prospective if permission for the survey was granted under the proviso of voluntary
participation in the survey and on each question. In addition, the respondent may not
feel that any of the possible answer choices adequately match their intended response
(Dillman 2000). Therefore, from a human subject protection standpoint, it is
necessary to program the survey such that the respondent is allowed to skip any
question item. In addition, from a research perspective, it may also be advisable to
include a choice of “prefer not to answer” or “I don’t know” as a possible answer
choice, such that unintentional skips can be distinguished from other causes of item

non-response.
Let the questions dictate the design of the web-based survey. Web surveys can either

be constructed such that each screen includes a single question with a “next” button

that will make the next screen (and question) appear, or it can be designed such that
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the web-based survey looks similar to a paper survey with respondents scrolling to
view all the questions. Dillman (2000) recommends following the paper survey
format with scrolling, which permits respondents to move back and forth between
questions. As such, this format enables respondents to view previous questions when
making decisions about subsequent questions, and because this format requires less
interaction with the host computer, it minimizes transmission time (Dillman 2000).
However, Schonlau et al. (2001) disagree and recommend including only one (or a
few) questions per screen in order to prevent excessive scrolling that may give the
respondent the impression that the survey is too long; thereby increasing
abandonment and lowering response rates. However, both are in agreement that
questions which are intended to be considered together, should be grouped; and that
when questions are meant to be completed in a specific order, they should appear on
their own screen (Dillman 2000, Schonlau et al. 2001). In the latter case, respondents
may be reminded of previous information when it is likely to be needed, or the survey
can allow the respondent to move back and forth only within a certain section of the

survey.

Give respondents a sense of where they are in the survey to avoid abandonment close
to the end. In a paper survey, it is easy for respondents to judge how much of the
survey remains at any given point; however, the same is not true with web-based
surveys. Therefore, it is recommended that the survey include a graphical progress
indicator or other mechanism that gives respondents a sense of how much of the
survey remains to be completed. The rationale is that by keeping the respondent
informed of his/her progress, they are less likely to abandon the survey because they
have a sense of how much remains (Schonlau et al. 2001, Dillman 2000). For
example, even a simple transitional phrase such as “Finally, please answer a few
questions about yourself” will indicate that the survey is near completion and

encourage respondents to answer the last few remaining questions (Dillman 2000).

Avoid ‘check-all-that-apply and other question formats that have not traditionally
worked well on paper formats. Questions that ask the respondent to “check all that
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apply” have not traditionally worked well in paper surveys; therefore, these types of
questions should be avoided in web-based surveys as well. The problem with “check
all that apply” questions is that respondents have a tendency to satisfice — that is,
simply check boxes until they feel satisfied that they have checked enough boxes to
adequately answer the question. Therefore, an alternate to this is often used in
telephone surveys in which the respondent is asked a series of yes/no questions. This
same approach is recommended for web-based surveys. Each question can be
presented separately with answer choices of “yes” and “no” which the respondent can
select by clicking on the appropriate radio button. Another question type that can
create issues on paper surveys, as well as web-based surveys, is open-ended
questions. On paper surveys, open-end questions are typically not well received, with
respondents often providing little information or information for which the meaning
is unclear. The good news regarding the potential use of open-ended question on
web-based surveys is that there is preliminary evidence that respondents may provide
more specific responses when using an electronic format when compared to a paper
survey (Dillman 2000). Regardless, open-ended questions should still be used
sparingly due to the difficulty they pose in reporting and making comparisons across

respondents.

Overall, keep it simple. Utilizing a relatively simple web-based survey will increase
the probability of a uniform survey being viewed across varying systems (Dillman
2000) and avoid many of the other issues discussed above. As a result, the best
programmers of web-based surveys are likely to be those who can create a relatively
simple survey that is efficient in size and can be transferred quickly and with a low
likelihood of crashing the receiving system (Dillman 2000). Furthermore, simple
web-based surveys that load faster have been found to have higher response rates

compared to “fancier” versions that require more time to load (Solomon 2001).
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5.6 Development of the Survey Instruments

In addition to adhering to the guiding principles on web survey design presenting
in the first half of this chapter, developing the survey instruments also required an
understanding of the medical process and types of decisions a patient would be asked to
make regarding his/her heart-related health. Therefore, information was collected by
attending seminars on vulnerable plaque at the Massachusetts General Hospital in Boston
as well as having several discussions with researchers and physicians in the field (See
Chapter 3: Medical Background). As the medical background suggests, there are two
economic questions of interest. First, what are individuals willing to pay for a screening
method that will better identify those at risk for a heart attack; and second, how much
will those individuals found to be at high risk for a heart attack be willing to pay for a
more effective treatment method? To address these questions, two survey instruments
were developed: Survey 1: Screening and Survey 2: Treatment (See Appendix A).

Survey 1: Screening would be administered to adults in the general population.
After providing respondents with some new information on the cause and potential risk
factors associated with heart attacks, each individual would be asked about his/her
maximum WTP for a screening test that would indicate if they were at high or low risk
for a heart attack. Survey 2: Treatment would be administered to adults with doctor-
diagnosed heart problems. These individuals (who are already at high risk of having a
heart attack) would be asked to value a procedure that would more precisely determine
their risk of a heart attack, as well as provide treatment which could significantly reduce
their risk of a future heart attack.

Since the medical decisions respondents would be asked to consider are
preventative in nature, both surveys were designed from an ex ante perspective. When
making the decision to have a blood test designed to identify those at risk for a heart
attack or to undergo a procedure to obtain more exact information on that risk, the patient
does not know if he/she will eventually experience a heart attack. Therefore, medical
decisions involving uncertainty lend themselves to an ex ante approach in which the
respondent is asked about his/her willingness to pay before the actual risk is known.
Even though the sample for the second survey is comprised of those who have doctor

diagnosed heart problems (including individuals who have experienced one or more heart
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attacks), the relevant question is still prevention — prevention of a future heart attack that
could result in permanent disability or even death.

The following includes a detailed description of the thought process that went into
the creation of the questions included in the survey instruments, including how each
question (or set of questions) contributed to the overall purpose of the survey (See
Appendix A for survey instruments). Once the initial surveys were created, focus groups
were conducted to refine them, and then the completed surveys were submitted to
Knowledge Networks (KN) for programming (Background information on Knowledge
Networks and the reasons why this company was chosen to administer the web-based

surveys is presented in Chapter 6: Data Collection).

5.6.1 Initial Question

Following Dillman’s advice, both Survey 1: Screening and Survey 2: Treatment
begin with a question that is easy to answer and applicable to everyone taking the survey.
The purpose of this question was to generate interest in the survey as well as convey the
ease of completing the survey in an online format. With this in mind, the first question
(which was the same for both surveys) asked the respondent how important it was for
their doctor to include them in decisions regarding their own health. The question
included three answer choices: “very important”, “somewhat important”, “not very
important” and respondents indicated their answer by simply clicking on a radio button’
next to the desired answer choice. Given that 99.8% of the respondents who saw this
question completed the entire survey, it appears that this opening question was quite

effective in achieving its intended purpose.

5.6.2 Warm Up Questions
A contingent valuation survey typically begins with a series of “warm-up”
questions in which the respondent is familiarized with the good or service he/she will be

asked to value later in the survey. In Survey 1: Screening, the warm-up section includes a

> Radio buttons were used almost exclusively throughout the two online surveys. The use of radio buttons
allows the web-based survey to closely reflect the format of a paper survey, as Dillman (2000) suggests. In
addition, radio buttons do not require the higher level of computer experience needed to correctly use drop-
down boxes.
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series of questions related to the respondent’s experience with heart conditions and
treatments, as well as a risk assessment quiz published by the American Heart
Association (AHA). This quiz lists several risk factors typically used by physicians to
assess a patient’s risk of having a heart attack and is designed to remind/inform the
respondent of factors that could influence his/her own risk of having a heart attack. In
Survey 2: Treatment the warm-up section consists of the same “experience” questions
used in Survey 1: Screening. In addition, it includes a set of questions designed to get the
respondent thinking about how having a heart attack could affect his/her ability to work
and overall quality of life.

In both Survey 1: Screening and Survey 2: Treatment, the questions used to obtain
information about the individual’s experience and/or familiarity with heart disease are
questions 2-7. These questions are worded exactly the same in both surveys and include
items such as: “Have you ever experienced a heart attack?”; “Have you ever taken
medication to reduce your cholesterol?”’; “Do you have a relative in your immediate
family who has experienced a heart attack?; and if so, “Were you involved in making the
decisions regarding the treatment of this family member’s heart condition?””® The
original intent of this series of questions was to identify individuals who were familiar
with heart related conditions and possible treatments such that the sample could be split —
with more familiar respondents being directed to Survey 2: Treatment. However, during
a conversation with Dr. Bill McCready, Vice President of Client Development at
Knowledge Networks, it was discovered that health data obtained when individuals
joined the panel was available and could be used to create two distinct samples — one for
each survey. Therefore, it was decided that Survey 1: Screening would be administered
to a sample representing the general population, and Survey 2: Treatment would be
administered to individuals with doctor-diagnosed heart conditions. From a survey
design standpoint, this method was clearly superior and therefore, was the method chosen

for this study. However, even with this change, the familiarity questions still provided

7® For multi-part questions such as this one, the web-based survey was an excellent survey format in that it
allowed skip patterns that were completely unobserved by the respondent. Those who answered “yes” to
the first part of the question received the follow-up question; whereas those who answered ‘“no” would
simply receive the next question.
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information that could provide valuable information in explaining the individual’s WTP.
Therefore, these questions remained in the opening section of both surveys.

The final question in this series (question #8) asked respondents if they have ever
experienced a life threatening condition or illness. Discussion from focus group
participants indicated that those who had experienced life threatening conditions or
illnesses in the past (not necessarily related to the heart) tended to be willing to pay more
for screening and subsequent treatment; therefore, this question was included so it could
be used as a possible explanatory variable of an individual’s WTP for
screening/treatment.

Following this initial set of questions,”’ the two surveys diverged slightly. Survey
1: Screening included a risk assessment quiz published by the American Heart
Association (AHA). The purpose of this quiz was to provide information to respondents
regarding their risk of having a heart attack based on the criteria typically used by a

physician to assess a patient’s risk of a heart attack. The risk assessment quiz asked
»78
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respondents to answer “yes”, “no” or “don’t know”’" to a series of traditionally accepted
risk factors, including: “Are you a man over 45 years old”; “Are you a woman over 55
years old”; “Do you smoke, or live or work with people who smoke every day”’; and “Are
you 20 pounds or more overweight for your height and build.”” Because respondents
completing Survey 2: Treatment had already experienced a heart attack or been diagnosed
with a heart problem (and therefore were already aware that they were at high risk of a
heart attack), this quiz did not seem pertinent. However, information regarding the effect
a heart attack could have on an individual’s quality of life was relevant, especially since
heart attack outcomes can vary substantially. Therefore, the final segment of the warm-

up section for Survey 2: Treatment focused on an individual’s quality of life following a

heart attack.

" In the online version of the surveys, each of the first eight questions appeared one at a time on its own
screen. This allowed the font size to stay large and prevented the respondent from having to scroll.
Possible answer choices (including “I don’t know” for some questions) appeared immediately below the
question stem and the answer choices were selected simply by clicking the corresponding radio button.

™ This is the format recommended by Dillman (2000) because it more closely reflects the method used in
telephone surveying and is preferable to the “check-all-that-apply” format which is subject to satisficing.

™ These questions could certainly be viewed together; however, keeping the font size sufficiently large
prevented all the items from appearing on a single screen. Therefore, the questions were grouped with 3-4
items appearing together on a series of three screens.
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The quality of life section included two parts — the first section provided
information on heart attack outcomes, including the fact that “about half of the people
who experience a heart attack die as a result.” The text further stated that “for those who
do survive, the results can vary substantially — from ‘no difference’ for some, to others
who are left permanently disabled...” Information on chronic symptoms experienced by
those who have had a heart attack was presented in a table, such that individuals could
assess how having a heart attack may affect their lives. Before moving on, respondents
were asked to review the table carefully and told that in a moment they would be asked
how having a heart attack could affect their life.®’

The second part of the quality of life section asked respondents to indicate how a
heart attack would affect or has affected different aspects of their life. The exact wording
of the question was tailored to the individual based on his/her response to an earlier
question “Have you ever experienced a heart attack?” If the respondent answered “yes”
to this question, they were asked to assess the degree to which the heart attack has
affected their life including their “ability to perform daily functions”; “ability to
effectively complete work duties”; “ability to provide for family”; and “overall quality of
life.” The question was set up as a matrix with radio buttons corresponding to each of the
five possible answer choices ranging from “not at all” to “extremely.”®' For the
respondents who had not experienced a heart attack, the wording to this question was
slightly altered to read “Imagine that you experience a heart attack and survive...”
Respondents were asked to reflect on the amount of physical exertion required by their
daily lives and work, as well as their ability to handle stress during a typical day. They
were then asked to “indicate to what extent each area of your life would be affected by
these symptoms” using the same matrix question described above.

Both the risk assessment quiz in Survey 1: Screening and the quality of life
questions in Survey 2: Treatment provided a natural transition into the next section of the

survey — the individual’s perceived risk of having a heart attack.

% Respondents in the focus group for Survey 2: Treatment indicated that this was a very effective question
that really got them thinking about the impact a heart attack could have on their quality of life.

#! Following Dillman’s advice on basic survey design (for paper or web-based surveys), all answer choices
for questions such as this contained a neutral response and an equal number of positive and negative
options, presented in either ascending or descending order (Dillman 2000).
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5.6.3 Perceived Risk

It is expected that an individual’s WTP for screening and/or treatment of heart
attacks would be related to his/her perceived risk of having a heart attack. Therefore, in
conducting this study, it was necessary to obtain both an estimate of the individual’s
perception of risk as well as their change in perceived risk upon receiving the new
information on the cause of heart attacks. For paper surveys this has been accomplished
using a visual analog scale in which the respondent is asked to place an “X” (or other
mark) on a horizontal line that measures 10 cm in length and ranges from “no risk” at one
endpoint to “certain risk” at the other. A reference point somewhere in between is often
provided to give the respondent an “anchor” on which to base his/her assessment of risk
for the proposed situation. Then, the respondent’s perceived risk is obtained by
measuring the distance from 0 to his/her mark. As such, this method will result in a
measure of perceived risk that is continuous between 0 and 10.** The advantage of using
this method is that once new information is provided, respondents can be asked to assess
their risk a second time, such that the change in perceived risk can be calculated and will
represent a meaningful quantitative variable.

To emulate this method using the computer, respondents were asked to assess
their risk using a computerized version of the visual analog scale. The figure was labeled
“Annual Risk of Fatality (Deaths per 100,000 Persons).” The horizontal line started at 0
“no risk” and continued to 100,000 and beyond (as indicated by an arrow). Two anchors
were included — 19 (corresponding to the risk of fatality from an auto accident) and 50
(which was labeled “high risk). Respondents were asked to use the scale as a guide and
enter the number that they felt best reflected their risk of having a heart attack within the
next year.

The risk of fatality from an auto accident was selected as a reference point for
several reasons. First, it was felt that since most respondents would be familiar with
driving (and riding in a car), they could relate fairly easily to this level of risk. Also,
from a theoretical standpoint, this reference works well because it is a risk that remains

fairly constant over time and throughout a person’s life (See Table 5-1), unlike the risk of

%2 Measuring out to 1 or 2 decimal places and then multiplying by 10 will result in a continuous measure of
perceived risk ranging from 0 to 100, where 0 is “no risk” and 100 is “certain risk”
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cancer that tends to increase with age. Table 5-2 includes statistics for actual death rates
from a sudden heart attack (acute myocardial infarction) by age group. Table 5-2 clearly
shows that the risk of death from a heart attack increases substantially for each age group,
particularly for individuals 55 years of age and above.” A comparison of Tables 5-1 and
5-2 indicates that for individuals below the age of 45, the risk of dying from a heart attack
is lower than the risk of dying in a car accident; however, this relationship is reversed for
individuals over the age of 45, such that the risk of dying from a heart attack becomes
greater than the risk of dying in a auto accident. Therefore, it is expected that younger
people would place their perceived risk of a heart attack below that of a car accident,
while an older individual (particularly one who is over 55 and has other risk factors)
would be more likely to place their perceived risk of a heart attack above that of a car
accident. In fact, discussion from the focus groups indicated that many of the participants
followed this logic when selecting their level of perceived risk.

The value of 19 which corresponds to an annual risk of fatality from an auto
accident of 19/100,000 was based on the number of fatalities per 100,000 registered
vehicles as reported in national fatality statistics published by the U.S. Department of
Transportation and the National Highway Traffic Safety Administration for the year
2000.** Two other statistics were considered - including the number of fatalities per
100,000 population (15.23) and the number of fatalities per licensed driver (21.94) (U.S.
Department of Transportation 2002). The fatality rate for the entire population of 15.23
was significantly lower than the fatality rate of 21.94 for licensed drivers, presumably
because a significant portion of the population is comprised of minors. Since this survey
was only being administered to adults, it seemed that using the fatality risk per 100,000

population would underestimate the auto fatality risk faced by an adult.*> In addition,

% The significant decrease in death rates between 1979 and 1995 for acute myocardial infarction is most
likely due to the substantial improvements in the treatment of heart disease that occurred during that time
period; however, death rates from heart attack have remained fairly constant in the last decade, therefore,
the 1996 values (the year for which data was available) are most likely good estimates of current death
rates from heart attack.

% This was the most current data available at the time the survey instruments were developed.

% Table 5-2 also supports the use of the higher value. As the table indicates, death rates from car accidents
are higher for individuals who are elderly - ranging from 18.3 per 100,000 (for individuals 65 -74 years of
age) to 30.1 per 100,000 (for individuals 85 years of age and over). Since the samples, particularly the
sample for Survey 2: Treatment includes a large percentage of elderly individuals, the use of the higher
value as the mean fatality risk from auto accidents seems appropriate.
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restricting this statistic to licensed drivers seemed too narrow in that many individuals
(including the elderly) may be unlicensed but are still placed at risk (and are well aware
of that risk) as passengers in a vehicle. Therefore, it seemed most appropriate to use
19.27 (fatalities per 100,000 registered vehicles), which was rounded to 19. An added
feature of using the number 19 (as opposed to 15) was that respondents would not feel
constrained to selecting numbers rounded to the nearest 5, thereby helping to ensure a
continuous variable for perceived risk.

After indicating their level of perceived risk of having a heart attack within the
next year, respondents were given new information on vulnerable plaque as a cause of
heart attacks. The information provided was based on a news segment that aired on the
television program 20/20 in January 2001. The purpose of the new information was to
make the respondent aware of a potential misconception regarding who is at risk for a
heart attack, and to make them aware that those who show no signs or symptoms of heart
problems may still be at risk for a fatal heart attack. Focus group participants indicated
that the new information section of the survey was clear, concise, and easy to understand.

After reading the new information, respondents were asked again about their level
of perceived risk. First, they were asked a qualitative question about the degree to which
the new information had changed their level of perceived risk. Then they were asked to
quantify their new level of risk a second time using the computerized visual analog scale
described earlier. As a result, information could be obtained on the individual’s
perceived risk before and after receiving the new information, as well as a qualitative and
quantitative measure of their change in perceived risk resulting from the new

information.

5.6.4 Willingness to Pay

The goal of Survey 1: Screening was to estimate the WTP for a simple blood test
that would screen for those at risk for a heart attack and the goal of Survey 2: Treatment
was to estimate the WTP for a treatment method that is more effective than medication,
the current standard of care. Therefore, the WTP section of the survey was a key element
of the surveys in that it would elicit the individual’s maximum WTP for either the

screening or the treatment. This was accomplished using an iterative bidding process in
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which the respondent would receive up to five bids, each of which could be accepted or
rejected. The first bid was selected at random, then, subsequent bids were based on the
accept/reject pattern of the respondent, utilizing the web’s capacity for real-time
interaction. Prior to the bidding process, respondents were provided with a framework in
which the hypothetical good they were being asked to value was presented. In addition,
they were asked questions intended to remind them of their budget constraint. And
finally, several steps were taken throughout the WTP section of the survey to help
prevent the possibility of hypothetical bias.

In Survey 1: Screening, respondents were given a scenario in which their regular
physician recommends an additional blood test as part of their routine exam. The
physician explains that studies have shown that people with low cholesterol and no other
risk factors can still be at risk for a heart attack, and that this additional test would
provide better information on the patient’s risk of having a heart attack. If the test comes
back negative, it will give the patient peace of mind, but if it comes back positive, then
further testing could be done to see if treatment is necessary.*® The respondent is then
asked to take a moment to think about what information from this screening would be
worth to them.

While the respondent reflects on how much they would value this test, they are
presented with information on hypothetical bias. The rationale for including this section
is consistent with Cummings and Taylor’s (1999) finding that using a “cheap talk™ script,
in which hypothetical bias is explained directly to respondents being asked to value a
good as part of a contingent valuation survey, can reduce the occurrence of hypothetical
bias in the data. Therefore, using a script modeled after the original “cheap talk™ script
used by Cummings and Taylor (1999), respondents were told about hypothetical bias and
how it often leads to respondents saying they would pay more for a good or service than
they actual would if the purchase decision were real. Following the explanation of

hypothetical bias (which included two full screens), respondents were asked if they

% This is similar to the type of information that would typically be presented by a doctor at a routine visit
(if such a test existed). It is interesting to note that many decisions regarding our health are made “on the
spot” and without perfect information. Therefore, it was thought that the information on risk factors and
the brief description of the risk due to vulnerable plaque presented in the first part of the survey would be
comparable to information that would be provided by a physician in a clinic/hospital setting prior to an
individual being asked to make a decision regarding the screening.
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understood hypothetical bias, to which they could select either “yes” or “no, I would like
further clarification.” If the respondent requested further clarification, they were directed
to an additional screen that provided more detailed information on hypothetical bias,

including an example.

After being presented with the additional information, those
respondents were once again asked if they understood hypothetical bias.*®

Following the discussion on hypothetical bias, respondents were asked how much
they typically spent each month on medical care. The purpose of this question was to
remind respondents of their actual purchase decisions regarding health care. In addition,
the wording following this question, which read: “Based on what I am already spending
for medical care, how much do I have available to spend on this test” was also designed
to remind respondents of their budget constraint before proceeding to the WTP section of
the survey.

As stated earlier, an iterative bidding process was used to elicit the respondent’s
maximum WTP for the screening (treatment). Each respondent received up to five
possible bids using the following question format: “If this blood test (procedure) costs
$ . would you choose to have it done?” The question was framed in this manner to
reflect an actual purchase decision in which the consumer is offered a good or service at a
given price, which he/she can choose to accept or not. To avoid starting point bias, one
of five possible starting bids was selected at random by the computer.” If the respondent
answered “yes” to the question, the bid was doubled. If the respondent answered “no”
then the bid was reduced by half. Once the respondent’s answers established a relevant
range of possible WTP values, subsequent bids were derived by dividing the remaining
range in half. For example, if the first bid is $40 to which the respondent answers “no”
the bid will decrease to $20. If the respondent answers “yes” to $20, then the computer

will split the difference between the upper and lower values, and generate $30 as the next

bid.

87 Only 12 out of 268 respondents (4.5%) for Survey 1: Screening and 28 out of 295 respondents (9.5%) for
Survey 2: Treatment requested additional information and viewed the more detailed explanation of
hypothetical bias.

% A total of 5 out of 268 respondents (1.9%) for Survey 1: Screening and 6 out of 295 respondents (2.0%)
for Survey 2: Treatment answered “no” to both hypothetical bias questions — more specific information on
how these observations influence the overall results of this study is included in Chapter 6: Data Collection.
¥ The starting bids for Survey 1: Screening were $10, $40, $50, $60, and $100. The starting bids for
Survey 2: Treatment were $1,000, $2,000, $5,000, $8,000, and $10,000.
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The iterative bidding process continues until either (1) the respondent’s answers
converge and result in a maximum WTP (to within a specified margin of error)’ or (2)
the respondent receives a maximum of five bids.”’ For example, if the bidding sequence
described above continues such that the respondent answers “no” to $30, then a fourth
bid of $25 would be generated. If the respondent answers “yes” to $25, then the bidding
process would end and the individual’s maximum WTP would be recorded as $25 (after 4
bids). The use of this algorithm allowed the bids to cover a large range of values if
necessary, > while at the same time enabling the program to quickly narrow the range to
converge on the respondent’s maximum WTP.

If, after a series of five bids, the respondent’s WTP could not be determined, then
the respondent was reminded of the range of WTP values obtained through the bidding
process and then asked to state the maximum amount they would be willing to spend to
have the test.”> For example, if the respondent was given an initial bid of $40 and they
chose “yes” the following bid would be $80. If the respondent answered “yes” again, the
third bid would be $160. A “no” response to $160 would then yield a fourth bid of $120.
Another “no” response would result in a fifth (and final) bid of $100. During the bidding
process, the computer was programmed to keep track of the respondent’s highest “yes”
bid and lowest “no” bid. Therefore, if the respondent said “no” to $100, the computer
would recognize that the respondent was willing to pay at least $80, but not $100 or
more. The bidding process would conclude (since the maximum of five bids had been

reached) and the respondent would receive the following reminder and question:

You indicated that you would pay at least $80 {computer will insert highest “yes” bid},

but less than $100 {computer will insert lowest “no” bid}.

What is the most you would be willing to spend out of pocket for this test to find out if

you are at increased risk for a heart attack?

% The margin of error was $5 for Survey 1: Screening and $100 for Survey 2: Treatment.

*! The iterative bidding process terminated after a maximum of five bids in order to prevent the survey from
appearing too redundant and prevent respondents from abandoning the survey.

%2 If the respondent received a starting bid of $40 for Survey 1: Screening and continued to answer “yes” to
each subsequent bid, their fifth (and final) bid would be $640. The lowest start bid was $10 and the highest
was $100, which yields a possible bid range of $0 to $1600 across respondents.

% A similar version of this question was used for individuals who answered “yes” to every bid.
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Enter dollar amount here [ ]

Immediately following the bidding process, the respondent is asked to state how
certain they are that they would actually pay this amount. Respondents use a scale of 0
(“not sure at all”) to 10 (“definitely sure”) to indicate how certain they are that they
would really pay this amount out of pocket for the test. After stating their degree of
certainty, the respondent is reminded of their previously stated WTP amount and given
the opportunity to revise it if they so chose.”* The survey reads: “Earlier you said that
you would pay $  {computer will insert previously stated WTP amount} for this test.
Now that you have had a chance to consider how sure you are about this decision, please
enter the amount you would definitely (beyond any doubt) pay for this test.”

During a focus group, one participant remarked that the number of times an
individual expected to get the test may affect how much they were willing to pay for it.
If the respondent expected this was an annual test (as suggested in the survey), he/she
may be willing to pay less for it than if they felt it was something they would only need
to purchase once in their lifetime. Therefore, the final question in this section asked
respondents how many times they expected to get this test over the course of their
lifetime.

For Survey 2: Treatment, the WTP section followed a format very similar to that
of Survey 1: Screening; however, there were a few differences. In Survey 2: Treatment,
the wording of the initial scenario was modified to support a more immediate need for
potential treatment. Again, respondents for this survey are individuals with doctor-
diagnosed heart problems. Therefore, in Survey 2: Treatment, the section describing the
good began with: “Suppose you begin to experience chest pain. You immediately go see
your regular doctor...” The respondent is then informed by the doctor that his/her tests
indicate that he/she is at high risk for a heart attack and two possible treatment options

are presented. The physician explains that the standard treatment for patients with this

% Respondents did not feel compelled to revise their WTP due to the inclusion of the certainty question. In
fact, 131 out of 268 individuals (48.9%) sampled for Survey 1: Screening did not choose to revise their
maximum WTP amount following the certainty question. A relatively large percentage (32.8%) of these
individuals reported a 10 on the certainty scale, indicating that they were “definitely sure” of their initial
WTP value. For Survey 2: Treatment, 109 out of 295 individuals (36.9%) sampled did not choose to revise
their maximum WTP following the certainty question, and 33 of those 109 respondents (11.2%) reported a
10 on the certainty scale, indicating that they were “definitely sure” of their initially stated WTP.
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condition is to prescribe a cholesterol-lowering medication; however this treatment is
only 30% effective. Therefore, the physician recommends a new treatment option that
involves a minimally invasive procedure. The physician explains that the procedure in
addition to medication will reduce the risk of heart attack by 85%. The physician further
explains that the procedure does have a small risk of death associated it — about 10 out of
100,000 people who have the procedure die from complications. To make this risk level
less abstract for the respondent and to relate it back to the perceived risk scale presented
earlier in the survey, the doctor qualifies this risk by stating the following: “To put this in
perspective, your risk of dying in a car accident each year is about twice this high or 19
out of 100,000.” The respondent is then told that another trusted physician was consulted
for a second opinion and both doctors agree that the new procedure (with medication) is
the recommended treatment. The respondent is shown a table clearly illustrating the two
treatment options, including the effectiveness of each treatment as well as the additional
risk of death associated with the procedure. Respondents are then asked to indicate
which treatment option they would choose based on the risk and effectiveness of each
option. Their choices include: “Procedure and Medication”, “Medication Only”, “Not
sure, I would like more information before deciding.”

The option for additional information was included in response to comments
made by focus group participants who completed Survey 2: Treatment. It is expected that
individuals will spend more time considering the implications of undergoing a more
invasive procedure before consenting (compared to time and consideration given before
consenting to a simple blood test such as the one presented in Survey 1: Screening).
Therefore, it was very encouraging when focus group participants made comments
clearly indicating that prior to making their decision to undergo the procedure they had
considered things such as: the opportunity cost associated with recovery time, if they
could afford to take time away from work, and possible arrangements for childcare while
they are hospitalized. These comments demonstrated that the focus group participants
were taking the hypothetical situation presented in the survey seriously and basing their
decision on actual limiting factors (and resources) for their household.

Because these factors were clearly important considerations for many individuals

when faced with this treatment decision, respondents were given an option of requesting
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additional information before making a treatment choice. By selecting “Not sure, I
would like more information before deciding” the respondent was directed to an
additional screen in which the doctor who would be performing the procedure provides
more specific information on what the procedure entails, including the use of a sedative;
a description of how the procedure is performed; the expected level of discomfort that
can be expected during the procedure; the projected length of stay in the hospital;
expected recovery time; and anticipated time away from work.”

Following this additional information regarding the procedure, respondents were
once again asked to make a treatment choice. Those who selected “Medication Only”
received an open-ended question asking why they chose not to have the procedure.”
Respondents who chose “Procedure and Medication” were presented with information on
hypothetical bias described earlier and reminded of their budget constraint by asking the
same question regarding monthly medical expenditures used in Survey 1: Screening.
However, because the treatment method described in Survey 2: Treatment could
significantly reduce the individual’s risk of having a heart attack (whereas the screening
test described in Survey 1: Screening only provides information on that risk), it is
expected that the individual would place a much more substantial value on the treatment.
Therefore, respondents for Survey 2: Treatment were also asked about the amount of
money they currently had available in savings. Although the answer choices to the
savings question included broad ranges in order to minimize refusals, it was anticipated
that some respondents would chose not to provide an answer to this relatively personal
question.”” However, regardless of whether the respondent answers the question or not,
the mere presence of the savings question immediately prior to the bidding still serves the
purpose of reminding respondents of their available financial resources when making

decisions regarding their WTP for the treatment.”®

% The content of the information provided was based on questions asked by focus group participants.
However, it was presented to respondents in a manner designed to closely reflect the way it would be
presented to a patient prior to making this type of decision in an actual clinic/hospital setting.

% Additionally, respondents who answered “no” to a zero bid (during the iterative bidding process) were
also directed to an open-ended question which asked the respondent to please explain why they chose not to
have the procedure even when it was offered for free.

9727 out of 295 respondents (9.2%) refused the question asking about the amount they currently have in
savings.

% After completing the extensive willingness to pay section of the survey, it would be natural for
respondents to want to stop taking the survey. Therefore, in order to prevent respondents from abandoning
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5.6.5 Demographic Questions/ End of the Survey

The final section of the survey consisted of demographic questions. Since
Knowledge Networks already had a great deal of demographic information on each of its
panel members (including age, race, marital status, education, etc.) it was not necessary
to ask those questions again. Therefore, this section included only four questions related
to: general health status, life insurance, existence of dependents (such as a child or elderly
parent) that did not reside at the same address, and level of financial security of the
respondent’s family if he/she were to die suddenly.

Survey 1: Screening concluded by thanking the individuals and making them
aware that the November 22, 2002 issue of U.S. News and World Report describes a
blood test that some researchers now believe could provide additional information on
who is at risk for a heart attack. In Survey 2: Treatment respondents were also thanked
and reminded that the proposed treatment they were asked about was hypothetical, but
that clinical research is currently being done such that this type of procedure could

become available in the near future.

5.7 Addressing Hypothetical Bias

As discussed in Chapter 2 (Literature Review), one of the main criticisms of
contingent valuation studies is the occurrence of hypothetical bias. Therefore, because
the goods being valued in Survey 1: Screening and Survey 2: Treatment do not represent
actual purchase decisions, several methods were employed in the survey to help prevent
the possibility of hypothetical bias from occurring.

The first method was the use of an abbreviated “cheap talk™ script modeled after
the one used by Cummings and Taylor (1999). Focus group participants reported that
they understood the concept of hypothetical bias from the information provided in the
survey. In addition, specific comments made by focus group participants while

discussing how each individual had arrived at their WTP revealed that several

the survey so close to the end, the following verbal cue (consistent with Dillman’s advice) was given to
indicate that the survey was near the end: “To complete this survey, please answer a few questions about
your background...”
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participants had taken hypothetical bias into account either directly or indirectly when
determining their maximum WTP for the screening/procedure.

A second means of preventing the existence of hypothetical bias was to remind
respondents of their budget constraint. This was achieved in Survey 1: Screening by
asking respondents how much they spend on medical care each month. In addition,
respondents for Survey 2: Treatment were asked about the amount they had available in
savings. After answering these questions, respondents were then asked to consider how
much they have available to spend and if they would really choose to spend their money
in this way (a reminder of the tendency for hypothetical bias to enter into the response).
Individuals participating in the focus groups seemed to take these prompts seriously and
again, based on their comments during the discussion, took several moments during the
course of the survey to reflect on their decisions and really evaluate the benefits and costs
associated with them.

Another method used to eliminate hypothetical bias included the use of a certainty
scale. Following the iterative bidding process and determination of the individual’s
initial WTP, each respondent was asked to assess their degree of certainty using a scale of
0 to 10 (with 0 being “not sure at all” and 10 being “definitely sure”) that they would
really be willing to pay this amount out of pocket. This type of certainty scale was first
used by Champ et al. (1997) in comparing hypothetical dichotomous choice questions
about donations to a public good with actual donations to the public good. After
indicating their degree of certainty, respondents were given an opportunity to enter a
revised amount of what they “would definitely pay” for this test/procedure.

In the original survey given to focus group participants, a second certainty
question was included after the respondent stated their final WTP. However, this
certainty question was formatted as a fixed-choice which more closely reflected an actual
purchase decision. Respondents were asked “Would you have the screening (procedure)
if it were offered to you at a price of §  {computer would insert respondent’s stated
WTP amount}?” Answer choices included the following: definitely yes, probably yes, not
sure, probably no, definitely no. The motivation for including this question was that
Blumenschein et al. (forthcoming 2007) conducted a field experiment offering a diabetes

management program delivered by a pharmacist, and found that individuals who were
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“definitely sure” of their response in a contingent valuation exhibited no hypothetical bias
compared to similar individuals who made real purchase decisions about the program
(For a detailed discussion of the effect these methods had on the data collected for this

study, see Chapter 6: Data Collection).

5.8 Conclusions

This chapter highlights several guidelines that were instrumental in developing
the two web-based surveys used for this study: Survey 1: Screening and Survey 2:
Treatment. In addition, this chapter provides a detailed explanation on how each survey
question was developed and discusses the motivation for including each question in the
survey instrument. By giving careful attention to the recommendations governing web-
survey design, the surveys created for this study served as a valuable and reliable tool in
the data collection process.

In addition to providing a set of guidelines for developing a web-based survey and
explaining the process by which the two surveys used for this study were developed, this
chapter also offers a practical understanding of the extensive computer resources and
expertise that is required to program and administer a reliable web-based survey. As
Dillman (2000) points out, it is not necessary (or even desirable) to have a programmer
who creates a survey that utilizes the most cutting edge technology, but rather it is far
more important that the programmer understand how differences in hardware and
software capabilities can affect the consistency of viewing, such that the web-based
survey can be designed with this in mind. This type of understanding requires expertise
as well as extensive computer resources in order to adequately test the survey and feel
confident that visual aspects of viewing the survey will not affect the data collection
process. As such, this chapter provides support for the decision to outsource the
programming and fielding of the survey instruments used for this study.

Knowledge Networks, the organization chosen to program, test, and administer
the surveys for this study, specializes in the design and administration of web-based
surveys. As such, they clearly demonstrated their extensive knowledge of web-based
programming and understanding of the principles presented in this chapter throughout the

programming process. In addition, outsourcing the fielding of the surveys addressed the
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remaining issue of coverage bias. Utilizing their nationally representative panel,
Knowledge Networks offers a unique (and highly marketable) sampling method designed
to overcome the coverage bias typically associated with web-based surveys. Background
information on Knowledge Networks as well as detailed description of their recruiting

and survey administration process is included in the following chapter.
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Chapter VI: Data Collection

The purpose of this chapter is to describe the data collection process used for this
study, as well as provide an overview of the type and source of data collected. In
addition, this chapter includes a discussion of the study design; sampling methodology;
the three versions for Survey 1: Screening; pre-testing of the survey instruments; and
background information on Knowledge Networks, the company that was chosen to
administer the web-based surveys. Response rates and the effects of the methods
incorporated into the surveys to prevent hypothetical bias are also discussed.

As stated in Chapter 1, the objective of this research is to estimate demand curves
for (1) a new screening method that would better identify those at risk for a heart attack
and (2) a new minimally-invasive procedure for the detection and treatment of vulnerable
plaque. Willingness to pay (WTP) estimates for each of these “goods” will provide
insight into the value individuals place on health, specifically the value they place on
avoiding a heart attack. In addition, a better understanding of the marginal effects of
factors that influence demand for these services will allow society to make more efficient

decisions in the delivery of our scarce health care resources.

6.1 Study Design and Sampling Methodology

This cross-sectional study utilized two contingent valuation surveys in order to
better understand the WTP for information on heart attack risk and the WTP to reduce
that risk. Survey 1: Screening was given to a national random sample of adults in the
general population. These respondents were asked to value a blood test that would
provide them with additional information on their risk of having a future heart attack.
Survey 2: Treatment was administered to adults with previously diagnosed heart
problems. These respondents, who are more familiar with heart related issues, were
asked to value a procedure that would provide more precise information on their risk of
heart attack than could be obtained from the screening alone. In addition, the procedure
they were being asked to value would also allow for the treatment of vulnerable plaque if

it was detected, thus reducing their potential risk of a future heart attack.
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In both Survey 1: Screening and Survey 2: Treatment, the respondent’s WTP was
elicited through an online survey utilizing an iterative bidding process. The iterative
bidding process, which allowed subsequent bids to be based on past responses, was
similar to that generated by an interactive computer program used by Viscusi, Magat, and
Huber (1991). In the Viscusi, Magat, and Huber study, they obtained a nationally
representative sample by recruiting volunteers in a mall whose visitors were known to
have demographics that closely reflected those of the U.S. population. Like their study,
one of the goals of this study was to also achieve a nationally representative sample, but
through the use on an online survey. Online surveys, however, have the inherent problem
of being prone to bias due to the uneven access of computers and the Internet across
socioeconomic groups. Therefore, to overcome the potential for coverage bias and
achieve a nationally representative sample, Knowledge Networks was selected to

administer the online surveys.

6.2 Knowledge Networks
6.2.1 Background on Knowledge Networks and its Founders

Knowledge Networks (KN) was founded as a private company in 1998 by two
Stanford University professors and has established itself as a reputable and reliable
resource for researchers conducting online surveys. Knowledge Networks and the
company’s co-founders, Norman Nie and Douglas Rivers, have received recognition
from national organizations, including the American Association of Public Opinion
Research (AAPOR) who awarded them the 2001 Innovators Award for “their
development of a probability sampling method for Internet based surveys in the United
States” (McPhee 2001). In addition, the founders of Knowledge Networks have each
served for several years in well respected positions in academia, and prior to establishing
KN, “had already made significant contributions in the development of quantitative tools
to facilitate social science research” (McPhee 2001).

Norman Nie, the current Chairman of Knowledge Networks, received his Ph.D.
from Stanford University. Prior to that position, he was a professor of Political Science
at the University of Chicago and a Senior Study Director at the National Opinion

Research Center for more than 25 years. He founded SPSS, which has become
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prominent among statistical software used in research and business applications. In
addition, Nie has served as chairman of SPSS and as Director of the Stanford Institute for
Quantitative Studies in the Social Sciences. His co-founder, Douglas Rivers, has equally
impressive credentials. Rivers received his Ph.D. from Harvard University and holds the
position of Professor at Stanford University and Senior Fellow at the Hoover Institute.
Rivers currently serves as the CEO of Knowledge Networks and is considered “a leading

authority on the application of statistical methods to social science” (McPhee 2001).

6.2.2. Why Knowledge Networks?

Knowledge Networks and its founders have established well respected reputations
in statistically based research methods. Although this was certainly an important
consideration, the main determinant in selecting KN to administer the web-based surveys
was the fact that KN has established a panel of randomly selected households; thereby
allowing researchers to obtain a national random sample through an online survey.
Previously, data collected through web based surveys were prone to selection bias, which
made data collected in this manner subject to credibility issues. However, Knowledge
Networks has overcome this potential shortfall by offering Internet access to all of the

households that participate on its panel.

6.2.3. How is KN’s Panel Selected?

In creating its panel, Knowledge Networks uses random digit dialing to obtain a
sample of phone numbers. Addresses corresponding to those phone numbers are then
located using a reverse directory, and a letter is mailed to those households. These letters
of introduction are followed a few days later by a phone call inviting members of the
household to participate on the panel. In return for completing no more than one survey
per week, panel members receive free Internet access. If a household does not have a
computer, KN provides WebTV equipment at no charge. Therefore, this reduces the
possibility of selection bias as any U.S. household with a telephone has the potential to be

invited and to participate in Knowledge Network’s panel.
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6.2.4 How are KN’s Surveys Administered?

Once a household chooses to participate, each panel member receives a password
protected e-mail account and is asked to respond to no more than one survey per week
(household members between the ages of 13 and 18 can become members of the panel
with the written permission of their parents; however, no panel member under the age of
18 was contacted for this study). Surveys for which that panel member has been chosen
will appear in their mailbox. Participation in the Knowledge Network panel and in any
individual survey is completely voluntary; therefore, if a panel member chooses not to
participate in a survey, they will simply receive another one.

Prior to viewing a survey, panel members are asked to provide their informed
consent. In return for their consent, KN agrees to uphold their previously agreed upon
policy of privacy and terms of use for the information provided. This includes protecting
the panel member’s identity so that it cannot be linked to the information provided in the
survey. Since panel members can easily withdraw their participation from any survey or
from the entire panel at any time, it is of interest as to whether there has been an effect as
a result of individuals leaving the panel over time. A study by Josh Clinton examined the
effects of attrition on the KN panel. According to his study, he found “no evidence of
systematic panel attrition among any population subgroup” (McPhee 2001). His results
also suggest that individuals who participate on the panel for an extended period of time
are not systematically different in terms of attitude and behavior from those who have

just joined the panel (McPhee 2001).

6.2.5 Commitment to Research Involving Human Subjects

Knowledge Networks has worked with researchers from leading universities across
the United States, and is therefore familiar with the standards governing research
involving human subjects. In fact, over the years, KN’s has made modifications to their
materials in response to requests from Internal Review Boards from certain universities.
This compliance with past IRB requests, along with KN’s desire to maintain their
reputation and profitability, provided assurance that Knowledge Networks would
continue to demonstrate a high level of care in regards to protecting the rights of the

individuals being asked to participate in this survey. An application for this study was
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submitted to the University of Kentucky Internal Review Board (IRB), and approval was
granted in January, 2003. Upon receiving approval, Knowledge Networks was

contracted to begin programming the online surveys.

6.3 Survey Instruments — Versions of Survey 1: Screening

As stated earlier, both web-based surveys utilized an iterative bidding process to
elicit the respondent’s WTP.” 1In Survey 1: Screening, respondents were first given
warm-up questions, including a heart attack risk assessment quiz published by the
American Heart Association. After reflected on these risk factors, respondents were
asked to indicate their perceived risk of having a heart attack in the next year using a
visual analog scale that started at 0 (no risk) and went to infinity (100,000 and beyond).
Two benchmarks were included: 19, a measure of the annual risk of fatality from a car
accident (19/100,000)'”°, and 50, which was labeled “high risk”.

After indicating their initial perceived level of risk, respondents were provided
with new information on who is at risk for a heart attack, including a description of
vulnerable plaque and the role it plays in causing heart attacks. Following the new
information, respondents were asked to again assess their perceived risk, this time taking
into account the new information. Respondents were then told of the new blood test that
could provide them with additional information regarding their risk of heart attack.

In order to better understand how treatment effectiveness would affect the WTP
for screening, there were three (3) versions of Survey 1: Screening. The majority of the
respondents who completed Survey 1: Screening received a survey in which the treatment
effectiveness was either 30% (corresponding to the existing drug therapy) or 85% (the
effectiveness assigned to the new procedure). In addition, a small number of respondents
received a version of the survey in which “no treatment” was available. The purpose of
this survey “arm” was to determine how much individuals would pay for the screening if

it only offered informational value. Even with no treatment available, the information

% An advantage of iterative bidding is that more information about a respondent’s WTP is obtained
compared to other elicitation formats such as dichotomous choice in which only an upper or lower bound
on WTP is obtained. The additional information may come at the cost of incentive incompatibility in any
format that elicits WTP responses beyond the first dichotomous choice question. For further discussion,
see Alberini, Kanninen, and Carson (1997), Whitehead (2002), and Watson and Ryan (2007).

1% From the 2000 Traffic Safety Facts published by the U.S. Department of Transportation and the
National Highway Traffic Safety Administration.
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received from the screening could potentially allow individuals to plan their consumption
and savings activities better.

The contract with Knowledge Networks included a total of 500 observations to be
obtained from the two web-based surveys. Although it is not possible for Knowledge
Networks to determine in advance the exact number of individuals who will respond to
each survey, past response rates give them a good indication of the number of individuals
that need to be invited in order to achieve a specific number of respondents. Therefore,
in determining how the 500 observations would be divided between the two surveys, it
was planned that 270 observations would be obtained from Survey 1: Screening, while
the remaining 230 would come from Survey 2: Treatment. An additional 40 observations
were devoted to Survey 1: Screening in order to create the “no treatment” arm discussed
above (See Figure 6-1: Planned Sampling Distribution).

To elicit the WTP for screening, each respondent received an initial dollar amount
to which they could respond “yes” or “no”. To avoid starting point bias, the computer
was programmed to select one of several starting points for each survey.'”! Based on the
respondent’s answers, the computer would provide up to four (4) additional bids. If the
bidding process did not sufficiently narrow the WTP value to within a specified margin
of error ($5 for the screening and $100 for the treatment), respondents were reminded of
the range they had selected through their bids and then asked to enter “the most you
would be willing to spend out of pocket for this test.”

Survey 2: Treatment followed the same format as Survey 1: Screening with two
main modifications. Because the panel members invited to take Survey 2: Treatment
were limited to individuals with doctor-diagnosed heart problems, it was reasonable to
assume that these individuals were already familiar with the risk factors associated with
coronary heart disease. In fact, 110 individuals in the sample (37%) had already
experienced a heart attack. Therefore, the first difference between the surveys is that

instead of using the risk assessment quiz included in Survey 1: Screening, the warm-up

1% Starting points for each survey were based on the median and range of WTP values obtained from the
initial focus groups. Starting points for Survey 1: Screening were $10, $40, $50, $60, and $100. Starting
points for Survey 2: Treatment were $1,000, $2,000, $5,000, $8,000, $10,000. One of these 5 starting
points, corresponding to the appropriate survey, was randomly selected by the computer program for each
respondent.
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questions for Survey 2: Treatment included questions regarding the impact a heart attack
could have or has had on the respondent’s ability to work, perform daily functions, and
on their overall quality of life.

The second significant difference between the surveys is that in Survey 2:
Treatment, respondents had the option to choose their preferred treatment method.
Therefore, prior to eliciting their WTP for the procedure, respondents were given the
opportunity to select whether the procedure was indeed their preferred method of
treatment. After being asked to consider a hypothetical situation in which they were told
by their regular physician (and another trusted physician) that their initial tests indicated
they were at high risk for a heart attack, respondents were asked to make a treatment
choice. They could either select “Medication only” which is 30% effective or the
“Procedure and Medication” which was stated as being 85% effective. Although the
“Procedure and Medication” option did offer a higher level of effectiveness, the survey
also stated that it had an additional risk of death equal to 10/100,000.'"”> Respondents
who chose “Medication only” as their preferred treatment option were given an open-
ended question asking why they chose not to have the procedure, while those who

selected the procedure completed the bidding process to determine their maximum WTP.

6.4 Pre-Testing

A total of four focus groups were conducted prior to administering the online
survey. Two focus groups (one for Survey 1: Screening and one for Survey 2: Treatment)
were conducted in November 2002 using paper versions of the surveys. Two additional
focus groups (one for each survey) were conducted in March 2003 using the online
surveys programmed by Knowledge Networks. All of the focus groups were conducted

following the guiding principles set out in Richard Kruger’s book entitled Focus Groups.

12 Drug therapy does have a risk of death; however, patients who undergo the type of procedure described
in this survey would have already been diagnosed as being at high risk for a heart attack and therefore
would most likely already be taking a cholesterol lowering medication. Since both treatment options
included drug therapy (and the associated risks), the survey focused only on the marginal increase in risk of
death associated with the procedure when presenting the treatment options. The additional 10/100,000
(1/10,000) risk of death associated with the procedure stems primarily from the risk of death due to
infection resulting from the minimally invasive procedure and from other complications that could arise
from the anesthesia used in performing this procedure.
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Prior to conducting the focus groups, the survey was also given to four individuals
(2 males and 2 females, ages 48-61) as an initial pre-test in November 2002. The most
significant finding from this pre-test was that the “cheap talk” dialog, which closely
followed the original cheap talk script proposed by Cummings and Taylor (1999), was
too lengthy for a web-based survey. All of the pre-test participants indicated that they
wanted to abandon the survey during this section. Following a suggestion made by one
of the participants, this section was significantly reduced in length. However, due to a
concern that shortening the cheap talk script would diminish its effectiveness, an optional
screen that provided more detailed information on hypothetical bias was added to the
online survey.

In the final version of each survey, respondents were asked if they understood
hypothetical bias after reading the shortened explanation. Those who responded “no”
were presented with the secondary screen that provided them with additional information
on hypothetical bias, including an example. Specific comments made by focus group
participants, who clearly indicated that they considered hypothetical bias before stated
their final WTP, confirmed that the abbreviated “cheap talk” script was indeed effective.

6.4.1 Initial Focus Groups: Paper Survey

Conducting a focus group for both Survey 1: Screening and Survey 2: Treatment
using the online format was clearly an important step prior to administering these web-
based surveys nationwide. However, realizing that making significant changes (that
would require additional computer programming) would be costly, initial focus groups
for each survey were conducted using a paper version of the surveys. The purpose of the
initial focus groups was to ensure the clarity of the survey questions (both in terms of
intended meaning and interpretation by the respondent) in order to establish the basic
format of the surveys prior to programming. Participants for the first two focus groups
were recruited from a local scrapbooking group and Newcomer’s Club in Hopkinton,
Massachusetts. Upon completing the focus group session, which lasted about an hour
and a half, each participant received a small photo album (valued at about $15) as a thank

you gift.
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During the focus group session, participants completed the survey, and then as a
group were led in a discussion by the facilitator using a series of predetermined
questions. Each group was asked about the length of the survey, clarity of the questions,
and the process by which they arrived at their final WTP. In these initial focus groups,
participants were not given bids (as would be done later in the online versions), but rather
were asked to respond to an open-ended WTP question. The WTP values obtained in
these initial focus groups were then used to establish the relevant range of starting bids
that appeared in the online surveys. Key statistics from these initial focus groups can be

found in Appendix B.

6.4.2 Follow-up Focus Groups: Online Survey

After the programming for the online surveys was completed by KN, a second set
of focus groups were conducted (one for each survey). Again, participants included
individuals in the community of Hopkinton, MA, including a group of seniors with
doctor-diagnosed heart problems from the local Senior Center. At the completion of the
session, each respondent was given a $15 gift certificate to either a local restaurant or
grocery store as a thank you gift for participating.

During the focus group sessions, each participant was seated at his/her own
computer and given an opportunity to complete the online survey. The group then came
together around a table to discuss the survey. For the discussion, each participant was
given a paper version of the survey so they could refer to specific questions or sections of
the survey they completed online. Other than a few minor wording changes, the only
significant change that resulted from the online focus groups was the deletion of the
second follow up question which asked how sure the respondent was of his/her final
stated WTP amount. It was determined that this question was redundant because a follow
up certainty question was asked after the end of the iterative bidding. Therefore the

second certainty question was deleted from the final versions of the surveys.

150



6.5 Survey Data
6.5.1 Survey Administration

Survey 1: Screening was fielded from May 9, 2003 through June 1, 2003 and was
given to a sample representing the general population. Knowledge Networks invited 552
panel members to participate. Of those, 269 consented. Respondents for Survey 1:
Screening took an average'” of 16 minutes to complete the survey, which is consistent
with the time it took for focus group participants to complete this survey. Only one
individual did not complete the survey, resulting in a final sample size of 268 and a
response rate of nearly 49%. Table 6-1 compares the sample for Survey 1: Screening to
the U.S. population in regards to several key demographics, including gender, age, race,
marital status, education, employment status, and household income. The sample from
this study is a bit more middle income and better educated, but overall, it is quite similar
to the U.S. population.

The fielding of Survey 2: Treatment also began on May 9, 2003 and lasted for
approximately two (2) weeks, ending on May 26, 2003. Because respondents who are
more familiar with a good tend to provide more reliable estimates (Mitchell and Carson,
Chapter 8, 1989), potential respondents for Survey 2: Treatment were limited to panel
members with doctor diagnosed heart problems. 466 panel members were invited, of

which 295 consented and completed the survey,'™ resulting in a response rate of 63%.

13 KN allows respondents to leave the survey and return at a later time to complete the survey. Data
obtained from KN includes the “duration”; however, this variable measures the total amount of time that
elapses starting when the survey is first accessed until is completed; therefore, a few of the duration times
are extremely high (>10,000 minutes, which represents several days). 90% of the sample completed the
survey in 35 minutes or less; therefore, the median time of 16 minutes is a better measure of central
tendency (compared to the mean of 441 minutes — approximately 7 hours and 20 minutes).

1% The median completion time for Survey 2: Treatment was 28 minutes. A natural break appears in both
surveys the duration variable between the 2-3 hour mark, which could suggest that some individuals leave
the survey to conduct outside research prior to completing the WTP section. Interestingly, a larger
percentage of the sample appears to leave Survey 2: Treatment (12.5%) as compared to Survey 1: Screening
(6.7%). Focus group discussion indicated that individuals did take additional time to reflect on the decision
to have the more invasive treatment procedure compared to the blood test for screening. Unfortunately, no
information is available regarding the reason panel members leave and return to the survey; therefore, is not
clear whether respondents left the survey to reflect and/or possibly collect additional information, or if the
higher rate was simply due to the fact that the Survey 2: Treatment sample was more elderly and therefore
was more likely to take breaks while completing the survey.
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6.5.2 Response Rates

Both surveys had good response rates; however, during the fielding process there
was a noticeable difference in how quickly panel members chose to participate in the
surveys. In fact, due to a slightly slower rate of response than KN’s average, Survey 1:
Screening was fielded for an additional week. Interestingly enough, panel members
responded very quickly to Survey 2: Treatment, such that during the two week fielding
period, significantly more observations were obtained than were originally contracted
(See Figure 6-2: Actual Sampling Distribution).

The difference in the response rates between the two surveys can most likely be
attributed to the consent screen that panel members saw prior to beginning the survey. In
addition to requesting consent from the participant, the consent screen also indicated the
topic of the survey. Looking at the summary statistics of those who responded to Survey
1: Screening, it appears that younger individuals in the general population saw the topic
of heart attacks and felt the survey was not of interest to them, therefore, they did not
consent to the survey. Whereas Survey 2: Treatment, which was only offered to those
with doctor-diagnosed heart problems, appears to have been of very high interest to the
targeted panel members. The consent screen for both surveys followed the example
provided by KN (See Appendix C: Informed Consent Screens); however, in hindsight, it
may have been better to omit the specific topic of the survey and perhaps include only a
general statement about health or not include the topic at all. However, this may have
simply led to a high non-completion rate if those who were not interested in the topic
chose to abandon the survey upon discovered the topic. As is stands, only 1 out of the
564 respondents (< 0.2%) who gave their consent did not sufficiently complete their
survey to be included in the sample; thus, yielding a 99.8% completion rate for all the

respondents who began the surveys.

6.5.3 Hypothetical Bias

Hypothetical bias is the tendency of respondents in contingent valuation surveys
to say “yes” they would be willing to pay a specified amount more often than they would
actually pay that amount. Therefore, several methods were integrated into this survey to

avoid the potential for hypothetical bias. These include the use of an abbreviated version
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of the “cheap talk” script initially proposed by Cummins and Taylor (1999), inclusion of
a series of questions to remind the respondent of their budget constraint, the use of a
certainty scale in which respondents assess the certainty of their stated bid, and finally,
the use of a follow-up certainly question utilized during the focus groups.

Prior to respondents receiving a series of iterative bids, they were first asked to
consider what this test/procedure would be worth to them. While respondents reflected
on how much they would value the good, they were presented with a shortened version of
Cummings and Taylor’s (1999) “cheap talk” script in which the potential for hypothetical
bias was discussed. The motivation behind the “cheap talk™ script is the idea that
informing individuals about the tendency of respondents in contingent valuation surveys
to say “yes” they would be willing to pay a specified amount more often than they would
actually pay, will then cause them to take hypothetical bias into account in stating what
they would do. Therefore, before asking respondents to make decisions regarding their
own WTP for the test/procedure, they were first given an abbreviated “cheap talk™ script
followed by a question asking if they understood hypothetical bias. If they answered
“no” or indicated “I would like additional information” they were provided with further
explanation, including an example.

For Survey 1: Screening, 263 of the 268 respondents (over 98%) indicated that
they understood hypothetical bias. The mean WTP for the remaining five observations'®’
was $38, far below the sample mean of $94, suggesting that it is highly unlikely that
these observations artificially inflated the final WTP value obtained in this study. In
Survey 2: Treatment, 289 of the 295 respondents (98%) indicated that they understood
hypothetical bias. Of those that indicated they did not understand hypothetical bias, four
stated WTP values ($0, $100, $400, and $2,000) were far below the sample mean of
$7,821. The remaining two observations included stated WTP values of $30,000 and
$80,000. These two observations are in the top 5% of the values obtained, and therefore
may suggest the presence of a small degree of hypothetical bias. Excluding these two
observations reduces the mean WTP for the procedure to $7,499, a difference of $322
(4.1%). Excluding all six observations (all those who indicated they did not understand

195 The stated WTP values for these 5 observations were $0, $0, $10, $40, and $140. $140 is in the top 25"
percentile, suggesting a possibility of hypothetical bias. Excluding this observation from the sample yields
a WTP value of $93.84 (which is not significantly different from the mean WTP using the entire sample).
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hypothetical bias), reduces the mean WTP for the procedure to $7,594, a difference of
$227 (2.9 %) from the mean WTP derived when using the entire sample.

An additional measure to reduce the presence of hypothetical bias in the data set
was the inclusion of questions designed to remind respondents of their budget constraint.
While respondents reflected on what the test/procedure was worth to them, they were
asked about the amount of money they currently spend out of pocket for medical care.
They were also asked about the amount of money they currently have available in
savings. As expected, some respondents did not choose to answer the savings question,
however, it served its purpose in reminding respondents of the amount of money they
currently have available in savings (and perhaps other sources) to spend on this
test/procedure. In addition, by taking a few moments to consider their available funds
and ask how they typically spend their money on medical care, respondents are more
likely to consider their budget constraint when stating their WTP for the test/procedure.

Another method used to reduce the occurrence of hypothetical bias was the
inclusion of a certainty question. Following the iterative bidding process and
determination of the respondent’s initial WTP, respondents were asked to assess “how
certain are you that you would pay this amount” using a scale of 0-10. A certainty scale
was first used by Champ et al. (1997) who compared hypothetical dichotomous choice
questions about donations to a public good with actual donations to the public good.
After indicating their degree of certainly, respondents were then given an opportunity to
enter a revised amount of what they “would definitely pay” for the test/procedure.
Discussion from the focus groups indicated that the use of a certainty question followed
by a chance to revise their stated WTP amounts appeared to be an effective way of
eliciting their true WTP. Interestingly enough, the focus groups showed that respondents
would sometimes (justifiably) revised their bids upward because evaluating their
certainly and having time to reflect on their WTP gave them time to consider additional
sources or available funds. For example, in the focus group for the treatment, one
participant increased her maximum WTP from $10,000 to $25,000. When asked about
this increase she explained that her life was important and that she would certainly pay as

much as she would for a car. Therefore, it would be worth it to her to sell her car, take
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out a second mortgage, or ask family members for help in order to obtain the funds
necessary to pay this amount for the procedure.

The final and closely related method of preventing the admission of hypothetical
bias into the data was the utilization of a follow-up certainty question in the focus groups.
In the versions of the survey that were given to the focus group participants, a second
certainly question was included after the final WTP value was given. This question
asked the respondent how certain they were that he/she would pay the stated amount.
However, this time, instead of a certainty scale, participants were asked how sure they
were that they would pay this amount by selecting one of the following: definitely yes,
probably yes, not sure, probably no, definitely no. This follow up question used in the
focus group indicated that almost all participants were “definitely sure” of their response

by the end of the survey.'®

In a field experiment that offered a diabetes management
program delivered by a pharmacist, Blumenschein et al. (forthcoming 2007) found that
individuals who were “definitely sure” of their responses in contingent valuation were not
statistically different from individuals who made real purchase decisions about the
program. Therefore, based on the responses to this question by the focus group
participants, it was determined that the combined use of an abbreviated cheap talk script,
and providing an opportunity for respondents to revise their stated WTP after assessing
their certainty seemed to provide an effective method for reducing the occurrence of
hypothetical bias in the data. In fact, the results of a study by Whitehead and Cherry
(forthcoming 2007) suggest that these two approaches to mitigating hypothetical bias
(cheap talk and a certainty follow-up question) are complements rather than substitutes,
and therefore, should be used together to help eliminate the possibility of hypothetical

bias.

6.6 Health Data

In addition to the data collected through the online surveys, detailed health
information on each respondent was also obtained from KN. Upon joining the KN panel,
extensive health data is collected on each individual. This health data contains several

variables of interest to this study, including frequency of exercise, amount of stress, body

1% This question was not included in the online survey because it was considered redundant.
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mass index (BMI), and numerous chronic conditions and diseases, such as high
cholesterol, hypertension, and diabetes. Therefore, this health data, together with the

survey data, provided a rich data set from which to conduct the data analysis presented in

the following chapter.
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Table 6-1: Comparison of U.S. Census Data to those who were Invited and Completed

Survey 1: Screening

U.S. Census (CPS, Invited Completed
Characteristics Feb. 2002) (n=552) (n=268)
Gender Male 48.0% 48.9% 53.4%
Female 52.0% 51.1% 46.6%
Age 18-29 21.7% 21.9% 16.0%
30-44 31.1% 30.8% 28.7%
45-59 25.8% 23.7% 24.6%
60+ 21.4% 23.6% 30.6%
Race/Ethnicity White 72.7% 70.1% 76.9%
Black 11.6% 12.3% 8.2%
Other 4.7% 6.0% 6.0%
Hispanic 11.0% 11.6% 9.0%
Employment Status In labor fource 64.0% 70.0% 64.6%
Not in labor force 36.0% 30.0% 35.5%
Marital Status Married 57.3% 59.8% 60.4%
Not married 42.7% 40.2% 39.6%
Household Income Under $10,000 7.5% 7.8% 7.1%
$10,000 - $24,999 18.5% 17.6% 19.0%
$25,000 - $49,999 29.2% 33.5% 35.8%
$50,000 - $74,999 19.9% 21.2% 20.5%
$75,000 or more 24.9% 19.9% 17.5%
Education Less than HS 16.4% 10.1% 9.0%
High School 32.0% 33.9% 36.6%
Some College 27.4% 30.4% 28.0%
College 24.3% 25.5% 26.4%
Region Northeast 19.1% 17.6% 18.3%
Midwest 22.8% 24.6% 25.7%
South 35.6% 35.3% 32.1%
West 22.6% 22.5% 23.9%

*CPS data are weighted.

(Census data provided by KN)
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Chapter VII: Data Analysis and Results

The primary purpose of this chapter is to present the results of the study, including
the mean value obtained for the willingness to pay (WTP) for (1) a new screening method
that will better identify those at risk for a heart attack, and (2) the mean WTP for a more
effective treatment method for those individuals who have been identified as being at
high risk for a heart attack. The chapter includes a brief discussion of the data
preparation and how a single WTP value was defined for each respondent. Summary
statistics for the key variables used in the econometric analysis are presented. In
addition, the chapter includes models of general health and perceived risk for both data
sets. These models are included because WTP is greatly influenced by the respondent’s
perceived risk of having a heart attack, which in turn, is affected by the individual’s
general health. Therefore, these models are reported to gain a better understanding of the
individual factors affecting these variables and the role they play in influencing WTP.

To further explore the factors that influence WTP for a new screening method and a
more effective treatment, a censored regression model and a two-part model (probit with
OLS) are used to isolate the marginal effects of individual factors on the respondent’s
WTP. Overall, the general health and perceived risk models provide evidence supporting
the reliability of the data set, including the reported mean WTP for screening and
treatment. In addition, the results from the WTP regressions offer insights regarding the
factors that may influence consumer WTP for the screening and treatment of vulnerable
plaque. Finally, the chapter concludes by making a connection between the WTP for

treatment obtained in this study and the value of a statistical life (VSL).

7.1 Data Preparation
7.1.1 Item Non-response and Internal Consistency Checks

For observations in which there was item non-response, the sample mean was
assigned, and then the models were run with and without those observations to check for
potential differences in the results. In addition, some internal consistency checks resulted
in a few minor adjustments — for example, a few individuals checked that they were both

“a male over 45” and “a female over 55.” Using data obtained from Knowledge
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Networks on the respondent’s actual age and gender allowed for the correction of this
survey error. Appendix D includes a detailed accounting of adjustments made to the data
sets in preparation for analysis, as well as a complete list of the variables available in the

two data sets used for this study.

7.1.2 Defining WTP

As described in Chapter 5, the use of an iterative bidding process with follow-up
questions elicits a single WTP value from each respondent. If the bidding process itself
does not establish an initial WTP amount, respondents are reminded of the range they
were willing to pay based on the answers given for each bid and are then asked to enter
the most they “would be willing to spend out of pocket” for the test/procedure. After the
initial WTP value is established, respondents are then asked to assess how sure they are
on a scale of 0-10 (0O=not sure and 10=definitely sure) that they would actually spend this
amount. Following the certainty question, respondents are reminded of their initial WTP
and asked to enter the amount they “would definitely pay for this test/procedure.”

For those who completed the process, a single WTP value was obtained.
However, a few respondents did not complete the entire process. In many of these cases,
the respondent did not answer the final WTP question after indicating that he/she was
very certain (10) of their earlier stated amount. Thus, it is reasonable to assume that the
individual was satisfied with their earlier amount, had expressed that they were definitely
sure they would spend this amount, and did not feel it was necessary to enter the number
again. Therefore, for observations in which the respondent did not complete the final
WTP question, the initial WTP value was used. Initial WTP is a good measure of the
respondent’s actual WTP because it was obtained either by the bidding process narrowing
the respondent’s WTP down to within the pre-specified margin of error, or it was entered
directly by the respondent. The only disadvantage of using this value is that it may have
a greater tendency to be subject to hypothetical bias because it was determined prior to
the respondent considering the follow-up certainty question. However, as stated
previously, many of the individuals for whom this value was used indicated that they
were very certain of their initial WTP, therefore, this is considered a very good measure

of the respondent’s true WTP.
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There were a few respondents in both surveys for which the respondent did not
offer an initial WTP or final WTP value. In these cases, the bidding process did not
sufficiently narrow the range and the respondent did not complete the follow-up question
asking for their WTP. For these few observations, the highest “yes” bid was used as a
measure of the respondent’s WTP. Presumably the respondent may be willing to pay
more than their highest “yes” bid, therefore, this serves as a lower bound. Although
using this value may understate the individual’s true preference, it is the best available
measure because it will not artificially inflate the mean WTP for screening/treatment.

There was only one observation for which the process described above could not
be used to obtain the respondent’s WTP. For one observation in Survey 1: Treatment, the
respondent only spent a total of 8 minutes on the entire survey (significantly less than the
average), skipped both the initial and final WTP questions, and all the bidding questions.
With no available information on which to base the respondent’s WTP, the observation
was dropped from the sample, resulting in a final sample size of 268 for Survey 1:
Screening. This process of defining WTP was also applied to data from the second
survey (with no necessary exclusions); therefore, the full sample of 295 was utilized for

analysis of the Survey 2: Treatment data.

7.2 Summary Statistics for Survey 1: Screening Data

An overview of several key demographic and health variables for the sample data
obtained from Survey 1: Screening can be found in Table 7-1. These summary statistics
are also included for the Survey 2: Treatment data for easy comparison of the two
samples. A complete list of the variables used in analyzing the Survey 1: Screening data
can be found in Table 7-2. Table 7-2 also includes descriptors of each of the variables
and more detailed summary statistics, including minimum/maximum values and

frequency distributions.

7.2.1 Demographics
The sample for Survey 1: Screening includes 268 individuals (age 18 or older)
from the general population who responded to the survey invitation and offered their

informed consent.  The sample for the WTP for screening includes slightly more men
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(53%) than women (47%). The individuals comprising the sample range from 18 to 83
years of age, with the mean just under 48 years old. Over 90% of the sample competed
high school, with approximately 55% attending at least some college. Five percent of the
individuals in the sample earned an associates degree, 17% earned a bachelor’s degree,
and 9% completed a graduate or professional degree. Slightly more than three-quarters
(77%) of the sample is white, 8% is black, 9% is Hispanic, and 6% represent other ethnic
groups. Sixty percent of the individuals included in the sample are married, and the
average household size is 2.6. Approximately 65% of the sample is in the labor force,
20% is retired, and 6% is disabled. Mean household income for this sample is $48,223.
A fairly large percentage of respondents (85%) indicated that they were heads of their
household, and a majority of the respondents (83%) in this sample reside in a

Metropolitan Statistical Area (MSA).

7.2.2. Health Statistics

Of the 268 individuals in the general population sample, approximately 12% have
self-reported heart disease and nearly 5% have experienced a heart attack. Seventeen
percent are currently taking or have taken medication in the past to reduce their
cholesterol. Mean self-reported health status is 3.4 on a 1-5 scale (1=poor and
S5=excellent). Body Mass Index (BMI) for this sample ranges from 16 to 62, with a mean
of 28.3. The ideal range is 18.5 to 24.9; therefore, using published definitions based on
BMI, nearly 30% of the sample is overweight, 17% is obese, and over 19% of the sample
is comprised of individuals considered to be very obese. Thirty-five percent indicated
they have elevated cholesterol levels, 32% suffer from high blood pressure, and 8% are
diabetic. Thirty-four percent of the individuals in the sample indicate that they live or
work with people who smoke everyday, and 40% have a family history of heart problems

or have a member of their immediate family who has experienced a heart attack.
7.3 Summary Statistics for Survey 2: Treatment Data

As mentioned above, an overview of several demographic and health variables for

both data sets is presented in Table 7-1 for easy reference and comparison purposes. A
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complete list of the variables, descriptors, and more detailed summary statistics used in

analyzing the Survey 2: Treatment data can be found in Table 7-3.

7.2.1 Demographics

The sample for Survey 2: Treatment includes 295 individuals (age 18 or older)
with doctor-diagnosed heart problems who responded to the survey invitation and offered
their informed consent. The sample for the WTP for treatment is evenly comprised of
men (50.5%) and women (49.5%). The sample includes individuals between the ages of
18 and 91, with a mean of just under 64 years old.'"”’ Since this sample is limited to
individuals with doctor-diagnosed heart problems, which tends to be more common after
age 55, it is not surprising that this sample has a much higher mean age compared to the
general population sample obtained for the screening survey (See Table 7-1 for a
comparison of the two samples). Given the considerably older age of the sample, there is
relatively little difference in the level of education for the two samples. Over 86%
graduated from high school, and 47% attended at least some college. Seven percent
earned an associates degree, 15% earned a bachelor’s degree, and over 6% completed a
graduate or professional degree. In terms of race, nearly 88% of the sample is white, 7%
is black, 3% is Hispanic, and 2% is representative of other ethnic groups. Approximately
two-thirds (66%) of the sample is married, and the average household size is 2.3. A large
percentage of the sample (47%) is retired, and 10% are disabled. Approximately 34% of
the sample is in the labor force, and the mean income is $43,538. A fairly large
percentage of respondents (87%) indicated they were heads of household, and a majority

of the respondents (87%) in this sample reside in a Metropolitan Statistical Area (MSA).

7.3.2. Health Statistics
Of the 295 individuals with doctor-diagnosed heart problems included in this

sample, 75% report they have heart disease and over 37% have experienced a heart

107 Survey 2: Treatment was only administered to individuals with doctor-diagnosed heart problems. Since

heart problems are more common in elderly individuals, this sample included a high percentage of
individuals over the age of 65. Therefore, an additional age category (Age 75 and above) was included for
all the data analysis completed for Survey 2: Treatment to account for any differences in general health,
perceived risk, or WTP for this age group
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attack. Nearly 63% are currently taking or have taken medication in the past to reduce
their cholesterol. Mean self-reported health status is 2.8 on a 1-5 scale (1=poor and
S=excellent). Body Mass Index (BMI) for this sample ranges from 16 to 77, with a mean
of 29.2. As stated above, the ideal range is 18.5 to 24.9; therefore, using published
definitions based on BMI, nearly 38% of this sample is classified as overweight, 23% is
obese, and 16% of the sample is comprised of individuals considered to be very obese.
Approximately 40% of the individuals in the sample suffer from hypertension (high
blood pressure), 22% are diabetic, and 58% have a family history of heart problems or

have a member of their immediate family who has experienced a heart attack.

7.4 General Health

Respondents for both Survey 1: Screening and Survey 2: Treatment were asked to
report their health status using a five category scale (1=poor health, and 5=excellent
health). Self-reported general health was found to play a significant role in perceived
risk, which in turn, helped explain the WTP for screening. Therefore, to better
understand general health, a standard OLS (Ordinary Least Squares) regression was run
on self-reported health status. Following Grossman’s model of health production, the
independent variables include age, education, significant decreases to the health stock (as
measured by the respondent reporting having had a life threatening condition or illness),
and several lifestyle variables, including amount of stress, frequency of exercise, and
amount the individual exceeds his/her ideal body mass index (BMI). The effects of
household income and frequent visits to the doctor’s office have on health status are also

explored.

7.4.1 General Health Model for Survey 1: Screening

In the general health model using data from Survey 1: Screening (See Table 7-4,
Column 1), age is negative and significant, as expected, with coefficients becoming
increasingly negative for each age category. All of the coefficients on education are
positive, with the coefficient on bachelor’s degree significant at the 5% level. The
positive effect of education on health is consistent with Grossman’s prediction that more

educated individuals will tend to have higher levels of health, all else constant. The
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regression results also support the fact that individuals who have experienced a life
threatening condition or illness have a significantly lower general health ceteris paribus,
indicating a reduction in the health stock for these individuals. In addition, individuals
who report being under higher levels of stress or who are above their ideal body weight
(as measured by the amount the individual exceeds his/her ideal BMI) also have a
statistically (at the 1% level) lower self-reported general health status. Finally, increased
frequency of exercise, which represents an investment in health according to Grossman’s
model, is highly significant and has the expected positive effect on the individual’s
general health.

Other specifications of the general health model include the addition of two
variables, frequency of visits to a doctor and household income, which were included to
measure investments in (or access to) health care (See Table 7-4, Columns 2, 3, and 4).
Although it was anticipated that going to the doctor would improve health, the highly
significant negative coefficient on frequency of doctor visits did not demonstrate that
these “investments” in health were having a positive impact on the individual’s health
status. Instead, it appears that this variable is standing in for the effect of “chronic”
conditions — that is, those that require a significant amount of care, yet treatment creates
little improvement in overall health.'®  This hypothesis is further supported by the fact
that inclusion of frequency of doctor visits in the model (Table 7-4, Column 2) reduces
the coefficients on the age variables, particularly for those who are 65 and over.

Including household income as an independent variable (See Table 7-4, Column
3) yields a positive coefficient that is significant at the 1% level. Including household
income does increase the explanatory power of the model; however, not surprisingly, it
reduces the coefficients of the education variables and makes them statistically
insignificant.

It was thought that differences in attitudes toward health and the individual’s
willingness to make investments in health may be reflected in their degree of being
overweight. Therefore, instead of using a continuous variable that captures the amount

an individual is over their ideal BMI, many of the models analyzing data from Survey 1:

1% A simple regression conducted with frequency of doctor visits as the dependent variable and chronic
back pain, arthritis, asthma, and diabetes as the independent variables strongly supports the hypothesis that
frequency of doctor visits is capturing the effect of chronic conditions in the general health equation.
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Screening include dummy variables for the following weight categories: overweight,
obese, and very obese.'” Individuals are assigned to each category using their individual
BMI and standardized ranges for each weight category that are defined as: overweight
(24.9 < BMI < 30); obese (30 < BMI < 35); and very obese (BMI 2 35) (Partnership
2007). Inclusion of these weight categories in the general health regression (See Table 7-
5) yields very similar results to those just discussed when amount over ideal BMI is used
as the weight variable (Table 7-4). When the weight dummies are used in place of
amount over BMI, the coefficients on the other covariates remain essentially unchanged;
however, the marginal effects on overweight, obese, and very obese do suggest that the
relationship between increased weight and general health is not necessarily linear (See
Table 7-5). As expected, the coefficients on overweight, obese, and very obese are all
negative; however, the t-values indicate that those individuals who are classified as
overweight have no statistically significant difference in their self-reported general health
status from those who are not overweight; while individuals who are classified as “obese”
and “very obese” have statistically significant lower general health. In addition, the
coefficient on very obese is larger in magnitude than the coefficient on obese. Therefore,
the farther the individual is above their ideal weight, the larger the decrease that can be

expected in that individual’s general health.

7.4.2 General Health Model for Survey 2: Treatment

Comparable regressions performed on data for Survey 2: Treatment indicate very
similar results (See Table 7-6). The coefficients on age become increasingly negative
with higher age categories, with age having a statistically significant decrease on general
health for those individuals who are 55 years of age or older. In general, education has a
positive effect on health status, with statistical significance for individuals who hold
some type of college degree. This finding is consistent with the efficiency of health
production Grossman predicted for individuals with higher levels of education. As
before, an individual who has experienced a life threatening condition reports a lower
level of general health ceteris paribus. Higher levels of stress and being overweight

lower the individual’s general health by a statistically significant amount, while increased

19 The excluded category is those individuals who are at (or slightly below) their ideal (normal) BMI.
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time spent exercising has a statistically significant positive effect on general health.
Again, those who visit the doctor more often (See Table 7-6, Column 3), tend to have
lower general health, suggesting that, as discussed previously, this variable is acting as a
proxy for chronic conditions. In addition, the fact that inclusion of this variable in the
model decreases the coefficients on the age variables (particularly for individuals 75 and
over) offers further evidence to support that this variable is capturing the effect of chronic
illnesses on health. And finally, as observed in the data from Survey 1: Screening,
income has a statistically positive effect on the individual’s self-report general health.
Overall, factors explaining the variation of general health status for both samples are
consistent with economic theory and provide confidence as to the reliability of the data

sets.

7.5 Perceived Risk

As discussed in Chapter 5, respondents for both Survey 1: Screening and Survey
2: Treatment were asked to enter the number that best represented their perceived risk of
having a heart attack in the next year using a computerized version of a visual analog
scale. The visual analog scale went from 0 (labeled no risk) to 100,000 and included two
anchors — 19, which corresponds to the annual fatality rate from a car accident
(19/100,000), and 50 (which was labeled “high risk’). Respondents were asked to assess
their perceived risk twice — once prior to receiving new information on vulnerable plaque
as a cause of heart attack (Initial Perceived Risk) and once immediately after receiving
the new information (Perceived Risk after New Information).

For the general population sample completing Survey 1: Screening, mean
perceived risk was 15.07 prior to the new information and 17.92 following the new
information.  Since the visual analog scale indicated that risk was per 100,000
individuals, these values indicate an average increase in perceived risk of about
3/100,000 due to the new information. For the Survey 2: Treatment sample, mean
perceived risk is significantly higher (which is expected given the health history of these
individuals), with a mean Initial Perceived Risk of 26.56, mean Perceived Risk after New

Information of 30.22, and Change in Perceived Risk equal to 3.65.
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Although the actual clinical risk associated with experiencing a heart attack is
specific to the individual (and can depend on several factors), one of the primary
determinants of heart attack risk is age. Table 5-2 includes the annual risk of fatality
from an acute myocardial infarction (heart attack) for twelve different age groups. As
Table 5-2 clearly indicates, the risk of fatality from heart attack increases substantially for
those individuals 55 years of age and above. The mean age-adjusted fatality rate for the
population is reported as 42 / 100,000. According to the American Heart Association,
approximately 47% of heart attacks are fatal; therefore, this value implies that the mean
annual probability of experiencing a heart attack is 89 / 100,000. This value is higher
than the annual perceived risk indicated by the individuals completing the survey;
therefore, it appears that both individuals in the general population and those with doctor-
diagnosed heart problems tended to underestimate the probability of experiencing a heart
attack.''” To gain a better understanding of the factors influencing perceived risk, an
OLS regression was estimated using both measures of perceived risk (before and after the
new information) as the dependent variable. The perceived risk models include various
risk factors for heart attack, while controlling for level of education, cholesterol
medication (which would tend to lower the individual’s perceived risk), and, in some
specifications, the individual’s general health. These models account for approximately
30% of the variation in Initial Perceived Risk and 25% of the variation in Perceived Risk

after the New Information.

7.5.1 Initial Perceived Risk with Risk Factors from AHA Quiz

As part of the warm-up section in Survey 1: Screening, respondents were asked to
complete a risk assessment quiz published by the American Heart Association (AHA).
As discussed in Chapter 5, the quiz contains 11 risk factors that are traditionally used by
physicians to assess a patient’s risk of having a heart attack. The eleven risk factors
(labeled r1 through r11) are all dummy variables, with 1 representing a “yes” response

and 0 otherwise. Regressions including these risk factors are presented in Table 7-7

1% For Survey 1:Screening, maximum values for Initial Perceived Risk and Perceived Risk after New
Information were 80 and 100 respectively. For Survey 2:Treatment, values were similar with a maximum
value of 85 for Initial Perceived Risk and maximum value of 100 for Perceived Risk after New Information.
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(using Initial Perceived Risk as the dependent variable) and Table 7-8 (using Perceived
Risk after the New Information as the dependent variable).

The first regression in Table 7-7 (See Column 1) includes the set of eleven AHA
risk factors, and controls for cholesterol lowering medication, and education. With Initial
Perceived Risk as the dependent variable several of the AHA risk factors are highly
significant, including (1) being a male over the age of 45, (2) being a female over the age
of 55, (3) having high cholesterol, (4) being 20 pounds or more overweight, and (5)
having coronary heart disease or having had a prior heart attack. All of the other risk

factors (with the exception of low HDL'"

) have the expected positive sign. Taking
medication to lower cholesterol lowers the individual’s probability of having a heart
attack, therefore, the negative coefficient on medication is expected; however, it is not
statistically significant. Education was highly significant and negative at all levels, with
coefficients larger in magnitude for college degrees, suggesting that those with more
education have lower levels of perceived risk.

Because some of the risk factors include more than one variable (i.e. male over
the age of 45), another regression was performed on Initial Perceived Risk separating out
these variables (See Table 7-7, Column 3). Specifically, risk factors r1 (male over age
45), r2 (female over age 55), and r11 (heart disease or heart attack) were replaced with
variables for gender, age, and independent variables for heart disease and heart attack. In
separating out these risk factors, there are two things that become of interest.

First, the two risk factors that include gender and age are highly significant (at the
1% level) in the first specification; however, by separated these out, it appears that age is
the driving factor. The coefficient on male is positive, however, it is not statistically
significant. In contrast, the age categories are positive and significant above 45 years of
age. In fact, the “55 to 64” and “65 and above” age groups are consistently significant (at
the 1% level and 5% level respectively) across all specifications (See Tables 7-7, 7-8, and
7-9). The second finding of interest results from separating out heart disease and heart

attack in the last risk factor (r11). Independently both variables are still significant; but in

" Many respondents answered “I don’t know” for this risk factor. This is not unexpected since this is the
risk factor with which respondents would be the least familiar, therefore, making it the most difficult to
recall while taking the survey. “I don’t know” responses were coded as “no”; therefore, this is most likely
causing the negative sign on this variable.
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separating out these factors, the coefficient on heart attack is much larger than that of
heart disease (See Table 7-7, Column 3). This is not unexpected since those who have
experienced a heart attack are at higher risk of having another attack. Therefore, the
larger coefficient on heart attack provides validity to the model, indicating that those who
have experienced a heart attack in the past have a higher perceived risk compared to
those individuals who have simply been diagnosed with heart disease.

To explore whether those who have suffered an injury or illness in the past may
feel more at risk for a heart attack, general health was included as a possible explanatory
variable in the perceived risk model (See Table 7-7, Columns 2 and 4). The coefficient
on general health is negative and highly significant, indicating that those individuals with
lower self-reported general health status will tend to have higher levels of perceived risk.
As expected, including general health in the regression does affect the coefficients of
some of the covariates, such as diabetes; therefore, the two specifications discussed above

are presented both with and without general health included in the model.

7.5.2 Perceived Risk after New Information with Risk Factors from AHA Quiz

Table 7-8 includes the same regressions reported in Table 7-7, but uses Perceived
Risk after the New Information as the dependent variable (instead of Initial Perceived
Risk). As described in Chapter 5, the new information presented to the respondent
includes a description of vulnerable plaque and explains that individuals with no
symptoms of heart disease can still be at risk of a potentially fatal heart attack. Like the
previous specifications, age is positive and significant for higher age categories (See
Table 7-8, Column 3). As expected, having high cholesterol increases perceived risk and
is significant at the 5% level with a small decrease in the marginal effect from the Initial
Perceived Risk model. Smoking becomes significant at the 10% level and the coefficient
on r9 (20 pounds or more overweight) becomes considerably larger. Heart disease is no
longer significant, although having experienced a heart attack is still positive and
significant at the 5% level. When general health is added to the model, it is still negative
and highly significant across specifications (See Table 7-8, Columns 2 and 4). The
education variables are also still negative, although many lose some degree of

significance in the various specifications.
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In general, using the individual’s self-reported perceived risk obtained after the
new information was presented results in a lower R-squared with less explanatory power
compared to the same specifications using perceived risk prior to the new information.
Given that the new information essentially states that traditional risk factors for heart
attack are no longer thought to be good predictors of who is at risk for a heart attack, the
loss of explanatory power provides evidence to suggest that respondents understood the
new information and adjusted their perceived risk accordingly. After the new
information, it appears that in stating their perceived risk, respondents tended to place
more emphasis on whether they live/worked in a smoking environment and on whether
they were overweight, two factors that are commonly known to be associated with heart
disease. In general, it appears that the new information was effective in dislodging (at
least to some extent) beliefs regarding the reliability of traditional risk factors in
predicting heart attack risk. This is evident by the lowered predictive ability of the
models presented in Table 7-8 (compared to Table 7-7) and the larger amount of “noise”
that entered respondent’s perceived risk assessment after the new information was
presented; whereas their initial perceived risk relied more heavily on the traditional risk

factors (r1 —r11) presented in the risk assessment quiz.

7.5.3 Perceived Risk — General Risk Factors — Survey 1: Screening Data

Substituting in for various factors in the risk assessment quiz was clearly useful in
identifying that age, rather than gender, was the driving force behind risk factors r1 (male
over 45) and r2 (female over 55) being significant. Therefore, other substitutions are
made and reported in Table 7-9. Risk factor r9 “are you 20 pounds or more overweight”
is fairly ambiguous, and as the general health model indicates, differences may exist
depending on the degree to which the individual is above their ideal BMI. Therefore, the
variables overweight, obese, and very obese (as defined earlier) are substituted for r9.
Risk factor r3 asks respondents whether their father or brother had a heart attack before
age 55 or their mother of sister had a heart attack before age 65. An additional survey
question asks if the respondent has a relative in their immediate family (regardless of age)

who has experienced a heart attack. Therefore, a more broadly defined dummy variable
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for Family History of a Heart Attack is included that is equal to 1 if the individual
responded “yes” to either of these questions.

The health panel data obtained from Knowledge Networks contains detailed
information on respondents’ health behavior and medical history. Therefore, this
information was also incorporated into the model. Instead of using risk factor r8, which
asks the respondent if they typically get less than 30 minutes of physical activity per day,
a variable for exercise that captures the frequency with which the individual exercises on
a weekly basis was included. In addition, medical information on diabetes and
hypertension were available, such that these two variables were broaden to include any
individuals who had a past medical history of these two conditions. Several individuals
were unsure of their HDL, and as a result this was coded as a “no” — and most likely
accounts for the negative sign for r6 in the regressions presented in Table 7-7. Since
those with High Cholesterol often have a low HDL, risk factors r5 and r6 were combined
into a single variable to indicate that the respondent has a medical problem related to
cholesterol — either their total cholesterol is too high or their good cholesterol (HDL) is
too low — both of which place the individual at higher risk for a heart attack. Finally, race
is added as a control variable.

Although race was not included in the AHA risk assessment quiz, the AHA
website includes race as a major risk factor for coronary heart disease (a contributing
factor for heart attack); therefore, it was added to the regression. Interestingly enough,
many people typically think of “white males” as being at high risk of a heart attack,
thereby suggesting that whites may be at higher risk. However, according to the AHA,
African Americans tend to have higher blood pressure than whites, and therefore, are at
higher risk of heart disease. In addition, Mexican Americans, American Indians, native
Hawaiians, and some Asian Americans are also at higher risk of heart disease, partly as a
result of higher rates of obesity and diabetes in these groups (American Heart Association
2006). Therefore, based on this information, whites would be expected to have a lower
risk of heart attack compared to non-whites, all else constant.

The model including the substitutions described above is presented in Table 7-9,
Columns 1 and 2. Initial Perceived Risk is used as the dependent variable in Column 1,

whereas the dependent variable in Column 2 is Perceived Risk after the New Information.
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A comparison of the Initial Perceived Risk model (See Table 7-9, Column 1) to the
regression presented in Column 3 of Table 7-7 reveals very similar results. Age
categories 45 and above are still significant, with very little change in the marginal
effects. Being overweight is still negative and significant; however, as expected, the
coefficients in the new model increase with each higher overweight category. Heart
disease and heart attack are still significant and positive, with only a small decrease in the
coefficient on heart disease, which falls from 7.6 to 6.6. Since obesity is likely to
increase heart disease, this decrease is most likely due to the inclusion of the weight
dummies. In the new specification having a cholesterol problem is not significant;
however, it is significant at the 10% level in the Perceived Risk after the New Information
specification. The education control variables are also still negative and significant with
very little change in the marginal effects.

Although the overall R-squared does not really change between the two
specifications, it is thought that the models presented in Table 7-9 Columns 1 and 2
(Compared to Table 7-7, Columns 3 and 4) include variables comprising better
information, and therefore are likely to provide more precise estimates of the marginal
effects. In addition, this set of risk variables is included in the extended version of the
WTP equations discussed later in this chapter; therefore, it is helpful to see their effect on
perceived risk for comparison purposes.

Since the individual’s self-reported general health is highly significant in the
perceived risk equations (See Table 7-7 Columns 2 and 4); the two remaining factors''?
that were significant in the general health model - having experienced a life threatening
condition and level of stress - are substituted in for general health (See Table 7-9,
Columns 3 and 4). Neither variable is significant in the model explaining Initial
Perceived Risk; however, having experienced a life threatening condition or illness is
significant at the 10% level when explaining Perceived Risk after the New Information
(Table 7-9, Column 4) therefore, it is possible that this variable may play a role in

explaining the WTP for screening.

"2 Age, Education, Exercise, and Amount Overweight were also significant, but are already included in the
model.
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7.5.4 Perceived Risk — General Risk Factors — Survey 2: Treatment Data

The Survey 2: Treatment data also includes two measures of perceived risk — one
before and one after receiving new information on who is at risk for a heart attack (See
Table 7-10). This model uses several of the same risk factors included in the perceived
risk equations for analyzing the Survey 1: Screening data. However, since respondents
completing Survey 2: Treatment were not asked to complete a risk assessment quiz (they
already know they are at high risk for a heart attack), there are a few variables, such as
information about living/working in a smoking environment, that were not available.
Health variables including high cholesterol, hypertension, exercise, BMI, and diabetes,
were obtained from the health data provided by Knowledge Networks as discussed in
Chapter 6. The remaining health variables — family history of heart attack, heart attack,
and expected/actual decrease in the quality of life following a heart attack — were
collected as part of the survey.

The regression results (See Table 7-10) indicate that perceived risk is higher (and
significant) for the 55 to 65 age group across all specifications. This is not surprising
given that physicians typically start treating heart disease more aggressively after age 55.
In addition, having high cholesterol or having experienced a heart attack results in a
statistically significant increase in an individual’s perceived risk. Because the
consequences of a heart attack can vary from virtually no effect to a severe permanent
disability, a variable was included to capture the ‘“severity” of the heart attack as
measured by the reduction in quality of life that resulted from (or is expected to result
from) a heart attack. This variable was highly significant (at the 1% level) and positive
across all specifications indicating that the more severe the heart attack was (or was
expected to be), the higher the perceived level of risk. Like the perceived risk equations
for the Survey 1: Screening data, general health is negative and significant at the 1%
level. The education variables are also negative and significant for individuals with a
Bachelor’s or graduate degree. This may be due, at least in part, to those with higher
levels of education having a better understanding of the visual analog scale; and
therefore, stating smaller and more “precise” measures of risk. Finally, including
whether the individual has had a life threatening condition or illness in the past also

significantly increases perceived risk (See Table 7-10 Columns 3 and 4), as well as
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increases the explanatory power of the model. Overall, the models presented in Table 7-
10 explain approximately 30% of the variation in perceived risk for the Survey 2:
Treatment data.

Interestingly, taking cholesterol lowering medication does not significantly reduce
perceived risk in any of the specifications, for either the Survey 1: Screening data or the
Survey 2: Treatment data. Currently, statin (cholesterol lowering) medications are only
about 30% effective and take a long time to work; therefore, the findings from the
perceived risk models suggest that individuals recognize the shortcoming of the drug
therapy treatment currently available, and lends support to the need for a new, more

effective treatment method.

7.6 Willingness to Pay

The goals of this study were to (1) determine the WTP for a screening method
that would better identify individuals in the general population who are at risk for heart
attack, and (2) determine the WTP for a new treatment method that is more effective than
the currently available standard of care. One of the distinct advantages of using a
multiple-bounded dichotomous choice question in comparison to a single-bounded
dichotomous choice question is that significantly more information is obtained from each
respondent. In fact, in this study, using an iterative bidding process with follow-up open-
ended question elicited an exact WTP value from each respondent. Therefore, the mean
WTP obtained in this study did not rely on econometric techniques, but rather was simply

the mean of the reported WTP values from each respondent.

7.6.1 Mean WTP for Screening and Treatment

The distribution of the maximum WTP amounts for screening is illustrated in
Figure 7-1. The mean WTP for screening is $94 with a median of $50, and standard
deviation of $143. This distribution includes 16 individuals who chose not to have the
screening and were assigned a WTP=0. In addition, some individuals indicated during
the bidding process that they would have the test, but only if it were offered for free, and
therefore also had a WTP=0. However, most of the respondents indicated that the test is

valuable to them and provided a positive WTP for the screening that ranged from $1 up

176



to $1,000. These WTP values include positive amounts for some individuals who were
told that no treatment existed, which provides evidence that individuals place a value on
the information provided by the screening even when no treatment is available; thereby
suggesting that having this information increases the individual’s utility because it allows
for better planning and allocation of the individual’s time.

The distribution of the maximum WTP amounts for treatment is illustrated in
Figure 7-2. The mean WTP for treatment is $7,821 with a median of $2,500 and standard
deviation of $21,084. This distribution includes 43 individuals who chose not to have the
procedure. Of those, 36 individuals chose medication as their treatment option, while 7
individuals did not select either treatment. Since none of these respondents were willing
to have the procedure, they were all assigned a WTP=0.""® In addition, there were others
who chose the procedure, but during the bidding process indicated that they would only
be willing to pay $0 for it. Therefore, these respondents also have a WTP=0. However,
many of the respondents reported positive values of WTP, ranging from $1 up to

‘5300,0001 1 indicating that a new, more effective treatment would be of value to them.

7.6.2 General Models for Analyzing Health Data

In addition to the mean WTP, it is also of in