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ABSTRACT OF DISSERTATION

VARIATIONAL METHODS FOR IMAGE DEBLURRING

AND DISCRETIZED PICARD’S METHOD

In this digital age, it is more important than ever to have good methods for processing

images. We focus on the removal of blur from a captured image, which is called the image

deblurring problem. In particular, we make no assumptions about the blur itself, which is

called a blind deconvolution. We approach the problem by miniming an energy functional

that utilizes total variation norm and a fidelity constraint.

In particular, we extend the work of Chan and Wong to use a reference image in the

computation. Using the shock filter as a reference image, we produce a superior result

compared to existing methods. We are able to produce good results on non-black background

images and images where the blurring function is not centro-symmetric. We consider using

a general Lp norm for the fidelity term and compare different values for p. Using an analysis

similar to Strong and Chan, we derive an adaptive scale method for the recovery of the

blurring function.

We also consider two numerical methods in this disseration. The first method is an

extension of Picard’s method for PDEs in the discrete case. We compare the results to the

analytical Picard method, showing the only difference is the use of the approximation versus

exact derivatives. We relate the method to existing finite difference schemes, including the

Lax-Wendroff method. We derive the stability constraints for several linear problems and

illustrate the stability region is increasing. We conclude by showing several examples of the

method and how the computational savings is substantial.

The second method we consider is a black-box implementation of a method for solving

the generalized eigenvalue problem. By utilizing the work of Golub and Ye, we implement



a routine which is robust against existing methods. We compare this routine against JDQZ

and LOBPCG and show this method performs well in numerical testing.

KEYWORDS: Total Variation Image Deblurring, Semi-Blind Image Deconvolution,

Lp-norm Fidelity term, Picard’s Method, symmetric generalized eigen-

value problem

James H. Money

3 May, 2006



VARIATIONAL METHODS FOR IMAGE DEBLURRING
AND DISCRETIZED PICARD’S METHOD

By

James H. Money

Dr. Sung Ha Kang
Director of Dissertation

Dr. Serge Ochanine
Director of Graduate Studies

3 May, 2006



RULES FOR THE USE OF DISSERTATIONS

Unpublished dissertations submitted for the Doctor’s degree and deposited in the University
of Kentucky Library are as a rule open for inspection, but are to be used only with due
regard to the rights of the authors. Bibliographical references may be noted, but quotations
or summaries of parts may be published only with the permission of the author, and with
the usual scholarly acknowledgments.

Extensive copying or publication of the dissertation in whole or in part requires also the
consent of the Dean of the Graduate School of the University of Kentucky.



DISSERTATION

James H. Money

The Graduate School

University of Kentucky

2006



VARIATIONAL METHODS FOR IMAGE DEBLURRING
AND DISCRETIZED PICARD’S METHOD

DISSERTATION

A dissertation submitted in partial fulfillment of the
requirements of the degree of Doctor of Philosophy

at the University of Kentucky

By

James H. Money

Lexington, Kentucky

Director: Dr. Sung Ha Kang, Department of Mathematics

Lexington, Kentucky

2006

Copyright c© James H. Money 2006



To my loving wife, Patti



ACKNOWLEDGMENTS

I would like to thank the members of my comittee for their patience with me. They include

Russell Brown, Qiang Ye, and Grzegorz Wasilkowski. Most importantly, I would like to

thank my advisor Sung Ha Kang for her time and support throughout the years.

I would also like to thank all my professors at University of Kentucky, especially Ed

Enochs, Ronald Gariepy, Tom Hayden, Peter Hislop, and Ren-cang Li. Their classes shaped

my time here and I will carry these experiences with me the rest of my life.

I would like to thank all my friends and family, who are too many to mention. Their

encouragement through the years has helped me reach this goal.

Finally, I would like to thank my wife, Patti. Her patience over the years and her encour-

agement allowed me to finish the task I started. Without her help, I could not have done

this.

I would like to thank the ACM for reprint permission for portions of Chapter 1 and 5,

which originally appears in the ACM Transactions on Mathematical Software [51].

iii



TABLE OF CONTENTS

Acknowledgments iii

List of Tables vi

List of Figures vii

List of Algorithms x

1 Preliminaries 1
1.1 Image Processing and Image Model . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.1 Total Variation Minimizing Schemes . . . . . . . . . . . . . . . . . . 3
1.1.2 Image Deblurring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2 Numerical Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.1 Picard’s Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.2 Generalized Eigenvalue Problems and EIGIFP . . . . . . . . . . . . . 10

1.3 Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2 Semi-Blind Total Variation Deconvolution 14
2.1 TV Minimizing Blind Deconvolution . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Reference Image and Shock Filter . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Numerical Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.3.1 Kernel Refinements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.2 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3 Lp Norm Fidelity in Semi-Blind Total Variation Deconvolution 30
3.1 Lp Fidelity Term Functionals . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2 Adaptive Scale Selection for L2 . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3 Adaptive Scale Recognition for L1 . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4 Numerical Comparisons and Experiments . . . . . . . . . . . . . . . . . . . . 49

3.4.1 Numerical Implementation . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4.2 Scale Dependence in the L1 Fidelity Term . . . . . . . . . . . . . . . 50
3.4.3 Fitting Term Comparisons . . . . . . . . . . . . . . . . . . . . . . . . 52
3.4.4 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

iv



4 Discretized Picard’s Method 60
4.1 Modified Picard Method for PDEs . . . . . . . . . . . . . . . . . . . . . . . . 60
4.2 Discretized Picard’s Method . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.2.1 Computation of Li . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.2.2 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.3 Comparison of MPM with DPM and Finite Differences . . . . . . . . . . . . 64
4.4 Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.5 Numerical Implementation and Examples . . . . . . . . . . . . . . . . . . . . 75

5 EIGIFP 79
5.1 Inverse Free Krylov Subspace Method . . . . . . . . . . . . . . . . . . . . . . 79

5.1.1 Basic Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.1.2 LOBPCG Type Subspaces Enhancement . . . . . . . . . . . . . . . . 81
5.1.3 Deflation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.1.4 Black-box Implementations . . . . . . . . . . . . . . . . . . . . . . . 82
5.1.5 Relation to Total Variation Image Deblurring . . . . . . . . . . . . . 84

5.2 Numerical Comparisons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

6 Conclusion 89

References 90

Vita 97

v



LIST OF TABLES

2.1 Computational time for Chan and Wong [23] method. . . . . . . . . . . . . . 26
2.2 Computational time for Semi-Blind method with refinements. . . . . . . . . 27

5.1 Harwell-Boing Test Matrices Used . . . . . . . . . . . . . . . . . . . . . . . . 85
5.2 Res - normalized residual; MV - number of multiplications by A; Prec - number

of multiplications by preconditioner; CPU - CPU time (in seconds); λ1 - eigenvalue
obtained. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.3 Res - normalized residual; MV - number of multiplications by A; CPU - CPU time
(in seconds), err - error encountered. . . . . . . . . . . . . . . . . . . . . . . . 88

vi



LIST OF FIGURES

2.1 Comparison of initial value for u in Algorithm 2.1. In (a) we used u = u0, the
blurry image. In (b), u was the true image. Note that the improved results,
as expected, when using the true image. . . . . . . . . . . . . . . . . . . . . 15

2.2 Illustration of the Semi-Blind method in Algorithm 2.2. (a) True image (b)
Blurry given original image u0 (c) Reference image ur using shock filter (d)
Semi-Blind method output . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.3 Illustration of the Shock Filter.Image (a) is the process of smoothing a sharp
edge. Image (b) is the process of reversing the smooth via the shock filter. . 18

2.4 Pre-applying diffusion before using the shock filter. (a) The blurry and noisy
image. (b) Shock filter result with no diffusion. (c) Shock filter result with
diffusion pre-applied to the blurry and noisy image. Note the edges are well
defined and noise has been removed in (c) but not in (b). . . . . . . . . . . 18

2.5 Comparison of unrefined and refined kernels. (a) is the output from (2.7).
Note the smoothness and noise at the base. (b) is the output after applying
the shock filter. (b) is the output after adaptive denoising. Note that this is
similar to the true kernel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.6 Comparison between AM method [23], Semi-Blind methods with or without
kernel refinement. (a) The given blurry original image u0. (b) Chan and
Wong’s AM method [23] (c) Semi-Blind result without kernel refinements.
(d) Semi-Blind result with kernel refinements. Image (d) shows dramatic
improvement in the reconstructed image u. . . . . . . . . . . . . . . . . . . 24

2.7 Non-black background image with L2 fitting term. (a) The true image. (b)
The given blurry original image. (c) Reference Image u4 (d) Semi-Blind result
(with kernel refinement). Image (d) recovers the sharp edges with details. . . 25

2.8 Non-black background image with L2 fitting term. (a) The true image. (b)
The given blurry original image. (c) Chan and Wong [23] result. (d) Semi-
Blind result (with kernel refinement). Image (d) recovers the sharp edges with
details such as the reflections on the cup. . . . . . . . . . . . . . . . . . . . . 26

2.9 (a) The true image. (b) The given blurry and noisy image u0. (c) Shock
filtered image ur. (d) Semi-Blind result shows reconstruction u. . . . . . . . 27

2.10 Figure (a) is the non-centrosymmetric kernel. Image (b) is the corresponding
blurry image. Image (c) is the reference image. Image (d) is the computed
image. Note that the output image is accurate despite the nonsymmetry in
the kernel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.11 Figure (a) is the true image. Image (b) is the corresponding blurry image.
Image (c) is the reference image. Image (d) is the computed image. . . . . . 29

vii



3.1 (a) The input kernel k (solid) and the output kernel k̃ (dotted) after applying
equation (2.4) with a sufficiently large λ1. (b) The true image u. (c) The
given blurred image u0 = k ? u (solid) and the reconstructed image u1 = k̃ ? u
(dotted) with k̃. We compute the error between u0 and u1 . . . . . . . . . . 31

3.2 Adaptive scale parameter selection versus manual selection of λ1. In image
(a) and (b), λ1 is manually chosen, while in image (c) and (d), λ1 is chosen
adaptively. Notice that the results for the adaptive λ1 are as accurate as
manual selection of λ1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.3 (a) Image result after solving via equation (3.12). (b) Image result after a
direct solve for u. Note that the direct solution of u has cleaner output. . . 51

3.4 Comparison of image recovery using various values of λ1. (a) λ1 = 3.2× 10−5:
Image before first jump (b) λ1 = 5.6 × 10−5: After first jump, edges on
the small boxes are lost (c) λ1 = 9.0 × 10−5: Show before the next jump
(d)λ1 = 2.6 × 10−4: Shows after the second jump, where large boxes loose
edge detail. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.5 (a) The graph of λ1 versus L1 norm for the affect image in figure 3.4. (b) The
graph of λ1 versus the L1 residual norm (c) The graph of λ1 versus the L2

residual norm. Note that the L2 graph is smoother than the L1 graph. . . . 54
3.6 Comparison on using different p1 and p2 in AM method (3.1) setting. Note

that we exaggerated the results by choosing λ1 to emphasize the details in the
image while sacrificing smoothness of the final image. (a) L1 fitting for both
kernel and image functional (p1 = p2 = 1). (b) L1 fitting for kernel and L2

fitting for image (p1 = 1,p2 = 2). (c) L2 fitting for kernel and L1 fitting for
image (p1 = 2,p2 = 1). (d) The original AM method [23] with p1 = p2 = 2.
The first column images with p2 = 1 have more details recovered, and the
second row images with p1 = 2 has clearer results. . . . . . . . . . . . . . . . 55

3.7 Comparison on using different p1 and p2 for Semi-Blind method. (a) L1 fitting
for both kernel and image functional (p1 = p2 = 1). (b) L1 fitting for kernel
and L2 fitting for image (p1 = 1,p2 = 2). (c) L2 fitting for kernel and L1 fitting
for image (p1 = 2,p2 = 1). (d) L2 fitting for both kernel and image functional
(p1 = p2 = 2). The first column images with p2 = 1 have less “ringing” effects,
and the second row images with p1 = 2 has clearer results. . . . . . . . . . . 56

3.8 Results from the L1 recovery of the noisy image. Note the extra smoothing
that had to be applied. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.9 Figure (a) is the non-centrosymmetric kernel. Image (b) is the corresponding
blurry image. Image (c) is the reference image. Image (d) is the computed
image. Note that the output image is accurate and improved over Figure 2.10(d). 57

3.10 Figure (a) is the true image. Image (b) is the corresponding blurry image.
Image (c) is the reference image. Image (d) is the computed image. . . . . . 58

3.11 Image (a) is the L2 norm image using the correct kernel. Image (b) is the
same output using the L1 norm. We can see the L1 norm is clearly better for
natural images since there is less ”ringing” effects. . . . . . . . . . . . . . . . 59

viii



4.1 Boundary Conditions The similarly shaded regions are lost if one sided deriva-
tives are not enforced as the degree of the iterates increase. . . . . . . . . . . 64

4.2 Degree 4 iterate for solving ut = ux using a centered difference scheme. . . . 76
4.3 Degree 4 iterate for solving ut = uxx using a centered difference scheme. . . . 77
4.4 Degree 3 iterate for solving ut = −uux in the present of a shock. (a) is

computed via DPM. (b) is the same result using Lax-Wendroff . . . . . . . . 78
4.5 Degree 3 iterate for solving ut = ∆u in 2D using a centered difference scheme.

Image (a) is the initial noisy image. Image (b) is the result after 5 iterations.
Image (c) is the result after 10 iterations. . . . . . . . . . . . . . . . . . . . 78

ix



LIST OF ALGORITHMS

2.1 Alternating Minimization Method . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Semi-Blind Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Semi-Blind Method with Kernel Refinements . . . . . . . . . . . . . . . . . . 23
3.4 Adaptive Scale Kernel Reconstruction . . . . . . . . . . . . . . . . . . . . . . 45
3.5 Adaptive Scale Kernel Reconstruction for L1 . . . . . . . . . . . . . . . . . . 49
3.6 L1 Semi-Blind Method with Kernel Refinements . . . . . . . . . . . . . . . . 52
4.7 Modified Picard Method for PDEs . . . . . . . . . . . . . . . . . . . . . . . . 60
4.8 Discretized Picard Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

x



1 Preliminaries

The area of applied mathematics has grown tremendously over the past century. With

the availability of low cost computing equipment in recent years, applied mathematics has

expanded into many related fields. Among these are scientific computations, computational

biology and physics, materials science, and computational geometry. In addition, other

related subject areas, including robotics, engineering, and finance have influenced the recent

trends in applied mathematics.

In the area of numerical analysis, work continues to grow, driven by problems being con-

sidered outside the discipline of mathematics. Numerical analysis includes many interesting

topics. Problems include curve fitting techniques, numerical integration and differentiation,

and solutions to differential equations. There are also routines for solving linear systems and

eigenvalue problem, as well as optimization methods and combinatorial algorithms.

One of the related areas that has seen a recent surge of interest is the area of image

processing. With the rise of digital cameras, scanners, and digital imagery, it is more im-

portant than ever to have good methods for processing this imagery. The digital images

could be distorted or have noise which needs to be removed. Some researchers are interested

in recovering important features contained in the image. For example, they may want to

recover the location of buildings in satellite imagery or identify objects that are blocking a

path for a mobile robot. Given that many images require massive amounts of storage space,

we need to consider methods by which to compress the imagery in order to save on storage

costs.

A good example of the problems encountered with digital imagery is given by NASA’s

Deep Impact mission spacecraft. This satellite was sent to study the innards of a comet,

but one of the instrument cameras was not properly calibrated before it was sent into space.

The result was all the imagery returned to earth was blurry and all the images would have

to be corrected after the data was returned.

In this dissertation, we consider aspects of image processing and numerical methods.

With respect to image processing, there are many approaches to solving the problem, in-

cluding wavelet, stochastic, and partial differential equations(PDE) based approaches. We

consider using the PDE based approach in this research. The PDE based methods have

several advantages over some other methods. These methods regard images as continuous

functions and use gradients, diffusion, and curvature in a natural way to model the images.
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This approach also has some advantages when recovering sharp edges in images. For numer-

ical schemes, we consider two methods. The first is a discrete version of Picard’s Method,

which we have adapted for PDE based problems. This method uses a simple recurrence

relation to solve the PDE to any degree of accuracy. This recurrence relation automatically

generates the power series expansion of the solution. The second method we consider is

an eigenvalue solver that is implemented in a black-box routine. This method uses an in-

verse free procedure to avoid inverting the matrix in the calculation. With this inverse free

formulation, we can solve some ill-conditioned problems to high accuracy.

1.1 Image Processing and Image Model

The field of image processing is broad and contains many interesting applications. Some of

the common image processing areas are image restoration, compression, and segmentation.

Many times, the size of the raw data for the images can require gigabytes of data storage.

Researchers have developed routines to compress an image into a reversible form to save

storage space [26, 27, 11]. In this area, there are methods for the compression via wavelets,

using general compression schemes that are applicable to any type of file, and methods which

allow some loss of data.

The area of segmentation distinguishes objects from the background in an image [53, 49,

67, 22]. This is particular useful for satellite imagery from an intelligence standpoint. It is

also useful for identification purpose by using facial imagery in a database. Segmentation is

used in robotics, where it is important to locate the correct objects to move or manipulate.

Another area of image processing is image restoration. In image restoration, a distorted

image is restored to its’ original form. This distortion is typically caused by noise in trans-

mission, lens calibration, motion of the camera, or age of the original source of the image.

We focus on image restoration in this dissertation.

Within image restoration, there are many tasks that researchers consider. There has been

significant work on denoising, where noise is removed from the image [57, 28, 11, 17, 25, 42].

This noise could be from transmission problems or due to some atmospheric problem at the

time the image was captured. There is image inpainting, which recovers missing areas from

an image [8, 18, 16, 15, 20]. These missing regions may occur because of age of the original

object that was photographed, or physical defects in the object. Another area in restoration

is image deblurring [48, 32, 23, 75, 12, 42]. In this area, the objective is to recover the true

image given a blurry image. We will focus on image deblurring in this dissertation.

There are many models for images. For example, there are wavelet based approaches [29,

2



11, 12, 25]. There are also stochastic based methods for processing images [64, 48, 36, 32].

A more detailed discussion of these and other areas can be found in [19, 21]. We focus on a

PDE based image model, which is

u0 = k ? u+ η (1.1)

where u0 is the observed image, u is the true image, k is the blurring function or kernel, and

η is the additive noise term. The domain of the image is called Ω and typically is a square or

rectangle. The images we consider are greyscale images and thus the range of the functions

are the reals. In equation (1.1), ? indicates the convolution operator which is defined to be

(k ? u)(x, y) =

∫
Ω

k(x− s, y − t)u(s, t) ds dt

We assume that u ≥ 0, k ≥ 0 and
∫

Ω
k(x, y) dx dy = 1.

Using this PDE based model, we consider minimizing an energy functional. In particular,

we minimize the number of oscillations in the image u by using the total variation norm. We

enforce several constraints in order to obtain a solution close to the observed image, while

recovering sharp edges in the true image. We also enforce several conditions so that our

computed image results in a physically based solution.

1.1.1 Total Variation Minimizing Schemes

Prior to 1990, there were many attempts to model image processing using energy functionals

with the L2 norm on the gradient[34, 59, 74, 41]. In all these cases, the resulting linear

system is easy to solve, but does not give the quality results one would desire. In addition,

Rudin, et.al, in [57], noted that if one compared minimizing using |∇u| versus |∇u|2, with

the same set of constraints, the |∇u| based method generated superior results. Morel, et.al,

in [10] also used the Euler-Lagrange form of total variation of the gradient and derived a

motion by mean curvature PDE for denoising.

Thus, we consider using the total variation(TV) norm, which is defined to be

‖u‖TV (Ω) =

∫
Ω

|∇u(x, y)| dx dy. (1.2)

Then, we minimize (1.2), but subject to some constraints particular to the problem in order

that the output image is not the constant valued image. In [57], Rudin, Osher and Fatemi

3



considered the denoising case, where the constraints are maintaining the mean value of the

image or the noise having mean value zero, i.e.,∫
Ω

u(x, y) dx dy =

∫
Ω

u0(x, y) dxdy (1.3)

and the standard deviation of the noise is σ or

1

2

∫
Ω

(u− u0)
2 dx dy = σ2, σ > 0. (1.4)

Hence, the energy functional they wished to minimize for the denoising case was

min
u
‖u‖TV (Ω) +

λ1

2

∫
Ω

(u(x, y)− u0(x, y))
2 dx dy + λ2

∫
Ω

(u(x, y)− u0(x, y)) dxdy (1.5)

where λ1 and λ2 are Lagrange multipliers to be chosen. If we apply the Euler-Lagrange

equations to (1.5), we obtain

∇ ·
(
∇u
|∇u|

)
− λ1(u− u0)− λ2 = 0 (1.6)

We note here that we eliminate the constraint λ2 since we manually enforce the mean value

of the output image u. Hence, we solve the PDE

∇ ·
(
∇u
|∇u|

)
− λ(u− u0) = 0 (1.7)

Thus, we reduce (1.7) to solving the PDE
ut = ∇ ·

(
∇u
|∇u|

)
− λ1(u− u0)

u(x, y, 0) = u0(x, y)

∂u
∂ν

= 0 on the boundary of Ω = ∂Ω

(1.8)

by utilizing Time Marching on (1.6) until the PDE reaches steady state. We note that since

the denominator of ∇ ·
(

∇u
|∇u|

)
can be zero, we implement this term with a parameter β ≈ 0,

added to eliminate the singularity. That is, we implement this term as

∇ ·

(
∇u√

u2
x + u2

y + β2

)
.
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To summarize, when considering a TV minimizing scheme, we consider the constrained TV

minimizing functional and apply the Euler-Lagrange equations and solve the corresponding

Euler-Lagrange form for the minimizing functional.

1.1.2 Image Deblurring

One problem we consider is recovering the true image from a blurry and noisy observed

image. It is also known as the image deblurring problem and has been studied for known

and unknown blur kernels. We focus on the blind deconvolution dealing with unknown

kernels.

The blind deconvolution problem has been studied by various researchers using different

approaches. There are approaches using functional settings with different types of alternating

minimization schemes. You and Kaveh [80] considered using an alternating scheme involving

the H1 norm for the kernel. Building on You and Kaveh’s work, Chan and Wong [23]

extended their idea to the TV norm for both the image and the kernel, noting that in

many cases the kernel function has sharp edges (such as motion blur and out of focus blur).

The authors used the Alternating-Minimization [23] method for image and kernel recovery.

In [47], Lin, et. al., extended the TV functional [23] to include additional constraints on the

kernel in the problem and used Bregman iteration to improve the result. More recent works

deal with spatially variant blurs [54, 78] and non-local functional as in [42].

Another approach for deblurring is to apply various filtering techniques. In [32], Fish

et. al. considered using the Richardson-Lucy algorithm to implement an alternating mini-

mization scheme using Bayes’s Theorem, and got improved results from Weiner filter blind

deconvolution. Using partial differential equations is proposed by Osher and Rudin [56] via

shock filter. This method reconstructs the edges by creating shock at inflection points and

finds accurate edge locations. Alvarez and Mazorra [1] considered a similar approach but

pre-conditioning the image with diffusion in order that it can handle denoising and deblur-

ring simultaneously. Gilboa, et. al [38, 39] extended this idea by using a complex diffusion

process to be robust against noise.

There is considerable work on combining several functionals in various image processing

tasks. Chan, et. al, in [24] considered using blind deblurring with inpainting, and calculated

the solution as a single method. Bar, et. al., in [5], considered coupling with an edge detection

for Gaussian type kernels. In [6], the authors used the L1 fidelity term to remove salt and

pepper noise in a deblurring problem. In [4], the authors considered deblurring and impulse

noise removal via a combination of the Mumford-Shah model and total variation models in
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a multichannel setting, and in [7], the authors combined semi-blind image restoration with

segmentation for parametric blur kernels.

Given the quantity of research in the area, Chan and Shen [19, 21] present an overview

of image deblurring methods developed over the past two decades, which includes stochastic

methods, Tikhonov regularizations including TV regularization, and wavelet based algo-

rithms.

We focus on the model of You and Kaveh [80] and Chan and Wong [23] which is to

consider minimizing the functional

min
k,u

‖k ? u− u0‖2
L2(Ω) + λ1‖k‖+ λ2‖u‖ (1.9)

where the norms ‖k‖ and ‖u‖ in (1.9) are either the Sobolev norm for You and Kaveh or

the TV norm for Chan and Wong. Here, we note that the kernel may have sharp edges as

the image does, such as the case with motion or out of focus blurs. We focus on Chan and

Wong’s work in [23] by considering the minimizing functional

min
k,u

‖k ? u− u0‖2
L2(Ω) + λ1‖k‖TV (Ω) + λ2‖u‖TV (Ω) (1.10)

Chan and Wong implement the method by considering the solution for k and u separately

via the Euler-Lagrange forms

u(−x,−y) ? (u(x, y) ? k − u0)− λ1∇ ·
(
∇k
|∇k|

)
= 0 (1.11)

for kernel k and for image u, they solve

k(−x,−y) ? (k(x, y) ? u− u0)− λ2∇ ·
(
∇u
|∇u|

)
. = 0 (1.12)

The solution is computed by alternately solving for k and then u, for several iterations until

the solution converges, typically after three iterations. Initial values for the computation is u0

for u and δ(x, y), which is the Dirac-delta distribution, for the initial kernel approximation.

1.2 Numerical Methods

Within numerical analysis, there are many different types of methods. For example, there

are methods for locating roots, interpolating data points, solving differential equations, and
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finding eigenvalues. We focus on two of these methods in this dissertation. The first method

we consider is used for numerical solutions of PDEs. Within this area, there are a number

of methods for solving PDEs. There are classical finite difference schemes [52] where each

derivative is approximated using nearby points derived via Taylor’s Theorem. There are

also finite element methods [81] which handles more complex domains and uses the basis

functions to approximate the solution. In this dissertation, we apply Picard’s method [70]

to the PDE to construct the power series approximation.

There are many methods for solving eigenvalue problems. In general, these can be divided

into two types of methods. The first are direct solvers, such as the Power Method or the

QR algorithm(see [37]). These methods work by directly computing the eigenvalues and

eigenvectors for the matrix. These methods are designed for matrices that are dense and

have relatively small dimension. The other class of methods are iterative schemes. These

are generally used for large sparse matrices and only return a few of the eigenvalues. We

focus on this class of methods in section 1.2.2. In particular, we focus on Krylov subspace

methods, where we form a basis for the subspace and choose the best approximate to solve

the larger problem.

1.2.1 Picard’s Method

One way to find the solution of an ordinary differential equation is to apply Picard’s Method.

Picard’s Method is a method that has been widely studied since its’ introduction by Emile Pi-

card in [60]. The method was designed to prove existence of solutions of ordinary differential

equations(ODEs) of the form y′(t) = f(t, y)

y(t0) = y0

by defining the recurrence relation based on the fact

y(t) = y0 +

∫ t

t0

f(s, y(s)) ds.

The only assumptions that are made are f and ∂f
∂y

are continuous in some rectangle sur-

rounding the point (t0, y0). In particular, the recurrence relation is given byφ(0)(t) = y0

φ(n)(t) = y0 +
∫ t

t0
f(s, φ(n−1)(s)) ds, n = 1, 2, . . .

. (1.13)
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While the recurrence relation results in a straight-forward algorithm to implement on the

computer, the iterates become hard to compute after a few steps. For example, consider the

ODE y′(t) = 1/y(t)

y(1) = 1

which has the solution y(t) =
√

2t− 1. However, the Picard iterates are

φ(0)(t) = 1

φ(1)(t) = 1 +
∫ t

1
1 ds = 1 + (t− 1) = t

φ(2)(t) = 1 +
∫ t

1
1/s ds = 1 + ln t

φ(3)(t) = 1 +
∫ t

1
1/(1 + ln s) ds

and we note the last integral is difficult to calculate. Continuing beyond he fourth iterate

only results in the increasing problems with calculating the integral. As a result, Picard’s

Method is generally not used in this form.

Parker and Sochacki, in [69], considered the same problem, but restricted the problem

to an autonomous ODE with t0 = 0 and f restricted to polynomial form. In this setting,

the iterates result in integration consisting of polynomials. They also showed that the n-th

Picard iterate is the MacLaurin polynomial of degree n for y(t) if φ(n)(t) is truncated to degree

n at each step. This form of Picard’s method is called the Modified Picard Method(MPM).

In [69], Parker and Sochacki showed that a large class of ODEs could be converted to

polynomial form using substitutions and using a system of equations. While this class of

ODEs is dense in the analytic functions, it does not include all analytic functions. They also

showed one can approximate the solution by a polynomial system and the resulting error

bound when using these approximations. Parker and Sochacki also showed that if t0 6= 0,

one computes the iterates as if t0 = 0 and then the approximated solution to the ODE is

φ(n)(t+ t0).

In [70], Parker and Sochacki showed that the ODE based method can be applied to partial

differential equations(PDEs) when the PDE is converted to an initial value problem form

for PDEs. The resulting solution from MPM is the truncated power series solution from the

Cauchy-Kovelsky theorem[31].

Both the ODE and PDE versions of MPM are now used to solve a number of problems

including some stiff ODEs. Rudmin[65] describes how to use the MPM to solve the N-Body

problem for the solar system accurately. Pruett, et. al [61], analyzed how to adaptively
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choose the timestep size and the proper number of iterates for a smaller N-Body simulation

and when a singularity was present.

Carothers, et. al, in [9], have proved some remarkable properties of these polynomial

systems. They constructed a method by which an ODE could be analytic but could not be

converted to polynomial form. They provide a method to convert any polynomial system to

a quadratic polynomial system and how to decouple an system of ODEs into a single ODE.

Extending the work of Rudmin, they derive an algebraic method to compute the coefficients

of the MacLaurin expansion using Cauchy products.

Warne, et. al. [77], computed an error bound when using the MPM that does not

involve using the n-derivative of the function. This explicit a-priori bound was then used

to adaptively choose the timestep size for several problems. They showed a way to generate

the Pade approximation using the MacLaurin expansion from MPM.

Researchers extended the MPM to use parallel computations and adaptively choose the

timesteps as the algorithm executes. In [50], the method is modified to include a generic form

for ODEs and PDEs and allowed the computation in parallel for any system of equations

using a generic text based input file. This method was later modified using the error bound

result in [77] to choose adaptive timesteps while performing the parallel computations.

To illustrate the MPM, consider solving the ODEy′(t) = y2(t)

y(0) = 1
(1.14)

where the solution to (1.14) is given by y(t) = −1/(t− 1). The Modified Picard iterates are

φ(0)(t) = 1

φ(1)(t) = 1 +

∫ t

0

12 ds = 1 + t

φ(2)(t) = 1 +

∫ t

0

(1 + s)2 ds = 1 + t+ t2 + t3/3

We truncate to degree two since this is the second iterate and proceed as before, calculating

φ(3)(t) = 1 +

∫ t

0

(1 + s+ s2)2 ds = 1 + t+ t2 + t3 + . . .
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φ(4)(t) = 1 +

∫ t

0

(1 + s+ s2)2 ds = 1 + t+ t2 + t3 + t4 + . . .

To compare this to the MacLaurin expansion, we get, in fact, that

y(t) = −1/(t− 1) = 1 + t+ t2 + t3 + t4 + . . .

which matches precisely at each degree to the modified Picard iterates.

To highlight the implementation of MPM for PDEs, consider the Sine-Gordon equation
utt = uxx + sinu

u(x, 0) = cos x

ut(x, 0) = 0

The right hand side of this PDE is not in polynomial form. In particular, sinu is not

polynomial. Let z = ut, v = cosu, and w = sinu. Then, the corresponding system after

substituting is 

ut = z u(x, 0) = cos x

zt = uxx + w z(x, 0) = 0

vt = −wz v(x, 0) = cos (cosx)

wt = vz w(x, 0) = sin (cos x)

Since the right hand side is polynomial and equivalent to the Sine-Gordon equation, we

call the Sine-Gordon equation projectively polynomial. The MPM is applied on the

polynomial system.

1.2.2 Generalized Eigenvalue Problems and EIGIFP

We consider computing a few algebraically smallest or largest eigenvalues and their corre-

sponding eigenvectors of the generalized eigenvalue problem

Ax = λBx (1.15)

where A and B are large (and typically sparse) symmetric matrices and B is positive definite.

This eigenvalue problem, sometimes referred to as a pencil eigenvalue problem for (A,B),

arises in a large variety of scientific and engineering applications, see [37, 58, 66] for general

discussions. The efficient solution of large scale eigenvalue problems is of great importance.
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These large scale eigenvalue problems appear in structural analysis where it is important to

know resonance frequencies. They are also important to analyzing linear circuits in electrical

engineering. A prior version of this work appears in [51].1

Over the years, many numerical methods and software have been developed to solve

large scale eigenvalue problems. These include publicly distributed programs; we refer to

Bai et al. [3] for a comprehensive list of references and codes. Links to most of the publicly

distributed programs can also be found in Bai et al.[3]. A large majority of the programs

are based on the Lanczos algorithm, including ARPACK (implemented in the MATLAB

built-in function eigs) [46] and irbleigs [2]. Methods of this type require inverting B and,

when eigenvalues are badly separated, they typically need to use a shift-and-invert trans-

formation which is not always feasible or efficient. Other programs such as JDQZ [33, 68],

JDCG [55], and LOPBCG [45] do not require inverting B or a shift-and-invert transforma-

tion, but they appear to require more user inputs, such as an initial approximate eigenvalue

or preconditioners.

The method we implement is called eigifp . The underlying algorithm of eigifp is

an inverse free preconditioned Krylov subspace projection method developed by Golub and

Ye [40]. In this method, we iteratively improve an approximate eigenvector xk through the

Rayleigh-Ritz projection on the Krylov subspace of dimension m generated by A− ρkB and

xk, where ρk = xT
kAxk/x

T
kBxk. The projection is carried out by constructing a basis for the

Krylov subspace through an inner iteration, where the matrices A and B are only used to

form matrix-vector products and O(m) vector memory is required. The method is proved to

converge at least linearly and a congruence transformation can be implicitly applied to pre-

condition the original eigenvalue problem so as to accelerate convergence. eigifp implements

this preconditioned algorithm and has also incorporated several algorithmic enhancements

and implementation details to arrive at an efficient black-box implementation.

Comparing with existing programs, eigifp possesses some important features that allow

it to solve some difficult problems without any input from users. First, for the generalized

eigenvalue problem (with B 6= I), eigifp does not require the inversion of B as most other

methods do. Second, it includes the congruent transformation based preconditioning and

this is done with no required user inputs such as a user supplied preconditioner or a shift (as

in a shift-and-invert transformation). The program uses an incomplete LDLT factorization

of a shifted matrix A−σB to generate a preconditioner, where the shift σ is an approximate

eigenvalue determined also by the program. With the use of the incomplete factorization,

1 c© 2005 ACM, Inc. Included here by permission.
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the computational and memory cost of preconditioning can be controlled and the precon-

ditioning is implemented in the code in a black-box fashion. Thus, eigifp will be most

useful for problems where preconditioning by the standard shift-and-invert transformation is

not feasible; but it can be competitive in other circumstances. Finally, eigifp is relatively

simple in implementation with only one performance tuning parameter (i.e. the dimension

of the Krylov subspace). This parameter can be either set by users or adaptively chosen by

the program.

1.3 Organization

The dissertation is organized as follows. In Chapter 2, we derive the Semi-Blind method by

separating the Euler-Lagrange equations into two functionals and using a reference image to

approximate the true image. We utilize the shock filter for a reference image and analyze

the error in computing the kernel when using the reference image. We briefly discuss the nu-

merical implementation, and show how to refine the kernel output to improve the computed

image. We show several examples of Semi-Blind method including images with non-black

backgrounds and kernels that are non-centrosymmetric. We also compare the Semi-Blind

method to the Chan and Wong model, showing the Semi-Blind method generates superior

results.

Chapter 3 considers utilizing different fidelity terms. In particular, we use a general Lp

fidelity term in the functional. We derive a one dimensional analysis for the relation of λ1

with the size of the kernel and object in the image. From this analysis, we formulate an

adaptive scale method for kernel recovery. We discuss the scale dependence when using

the L1 fidelity term for image recovery and compare it to L2 image recovery. A detailed

comparison of using the various Lp norms for the kernel and image recovery in discussed for

the blind and Semi-Blind method. We present several examples when using the L1 norm for

the fidelity term, including an example with non-centrosymmetric kernel.

We develop the Discretized Picard’s Method in Chapter 4 by using the discrete data

directly in computations. This method is implemented by using linear operators to approx-

imate the derivatives. We discuss how the Discretized Picard’s Method approximates the

derivatives of each term for the Modified Picard Method. We show that the first and second

iterates are the standard forward time difference and Lax-Wendroff schemes, respectively.

We provide a method to generate the stability constraints for several examples in one and

two dimensions. We illustrate those examples and show that the method is accurate and

computationally competitive.
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Chapter 5 covers the black-box implementation of eigifp . We review the basic method

of Golub and Ye and show how to implement the preconditioning scheme for the method.

We discuss the LOBPCG type enhancements to the subspace and how to deflate for finding

interior eigenvalues. The implementation specific issues for the black-box routine are covered

and some numerical details are provided. A detailed numerical comparison with LOBPCG

and JDQZ is completed and shows the method is competitive against those routines.

Copyright c© James H. Money 2006
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2 Semi-Blind Total Variation Deconvolution

2.1 TV Minimizing Blind Deconvolution

In this chapter, we extend the Chan and Wong[23] minimizing functional with an reference

image to improve image results and the computational cost for the blind deconvolution.

In [23], Chan and Wong consider the minimizing functional

min
k,u

‖k ? u− u0‖2
L2(Ω) + λ1‖k‖TV (Ω) + λ2‖u‖TV (Ω) (2.1)

and solve the corresponding Euler-Lagrange forms for (2.1). For the kernel k, they solve

u(−x,−y) ? (u(x, y) ? k − u0)− λ1∇ ·
(
∇k
|∇k|

)
= 0 (2.2)

and for the image u, they solve

k(−x,−y) ? (k(x, y) ? u− u0)− λ2∇ ·
(
∇u
|∇u|

)
= 0. (2.3)

In order to solve this minimization problem, Chan and Wong iteratively solve for equation

(2.2) and (2.3) by starting with the initial conditions u = u0 and k = δ(x, y). Their method is

summarized below in Algorithm 2.1 and is called the Alternating Minimization(AM) method.

Algorithm 2.1 Alternating Minimization Method

Require: u0, the input image
Set u(0) = u0, k

(0) = δ(x, y).
for n from 1 to nmax do

Solve u(n−1)(−x,−y) ? (u(n−1)(x, y) ? k(n) − u0)− λ1∇ ·
(

∇k(n)

|∇k(n)|

)
= 0 for k(n).

Solve k(n)(−x,−y) ? (k(n)(x, y) ? u(n) − u0)− λ2∇ ·
(

∇u(n)

|∇u(n)|

)
= 0 for u(n).

end for

We consider the functional (2.1) and separate it into two functionals that are equivalent

when solved via the Euler-Lagrange forms (2.2) and (2.3). The first functional corresponding

to equation (2.2) is

min
k

1

2
‖k ? u− u0‖2

L2(Ω) + λ1

∫
Ω

|∇k| dx dy (2.4)
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and the corresponding functional for (2.3) is

min
u

1

2
‖k ? u− u0‖2

L2(Ω) + λ2

∫
Ω

|∇u| dx dy. (2.5)

We note that in Figure 2.1, in image (a) is the output of the AM method for one iteration

using u0 for the input image. In image (b), we see the same output using the true image u,

which results in a substantially better result and close to the true answer. In light of this fact,

we consider using a reference image between u and u0 that approximates the true image but

is not computationally difficult to compute. Instead of functional (2.4), we consider using a

(a) (b)

Figure 2.1: Comparison of initial value for u in Algorithm 2.1. In (a) we used u = u0, the
blurry image. In (b), u was the true image. Note that the improved results, as expected,
when using the true image.

reference image ur instead of u and get the functional

min
k

1

2
‖k ? ur − u0‖2

L2(Ω) + λ1

∫
Ω

|∇k| dx dy (2.6)

and then solve the Euler-Lagrange form

ur(−x,−y) ? (ur(x, y) ? k − u0)− λ1∇ ·
(
∇k
|∇k|

)
= 0. (2.7)

Then, we solve equation (2.3) for u and no iteration is required. Since we utilize a reference

image for kernel reconstruction in (2.6), we refer to this method as the Semi-Blind decon-
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volution. However, we are solving a blind deblurring problem where we do not assume any

particular properties about the kernel nor the image except for the fact we want them to be

BV functions. The Semi-Blind method is summarized in Algorithm 2.2.

Algorithm 2.2 Semi-Blind Method

Require: u0, the input image
Compute reference image ur.

Solve ur(−x,−y) ? (ur(x, y) ? k − u0)− λ1∇ ·
(

∇k
|∇k|

)
= 0 for k.

Solve k(−x,−y) ? (k(x, y) ? u− u0)− λ2∇ ·
(

∇u
|∇u|

)
= 0 for u.

Output image u.

The method is illustrated in Figure 2.2. The reference image ur in (c) need not be

a perfect deblurred result. However, combined with the k and u minimization functionals

(2.6) and (2.5), the result of the Semi-Blind method in in (d) recovers sharp edges. Note that

reference image does provide good information on the location of edges in the image. With

this correct information in ur, the minimization scheme results in a good reconstruction of

the kernel k, which results in turn with a good reconstructed image.

2.2 Reference Image and Shock Filter

Many different types of reference images may be used for ur in (2.7). In this dissertation,

we consider using Rudin and Osher’s shock filter [56]. The idea behind the shock filter in

one dimension is to reverse the effects of applying the Gaussian operator to a curve with a

jump. Figure 2.3 illustrates the idea. In (a), we see the effect of smoothing the sharp edges

curve. In (b), we see the opposite effect, which is result of the shock filter.

In one dimension, the shock filter takes the PDE form

ut = −|ux|F (uxx)

where F (x) satisfies 
F (x) > 0 if x > 0

F (x) = 0 if x = 0

F (x) < 0 if x < 0

(2.8)

Clearly, sign(x) satisfies (2.8) and is chosen to be the operator in [56]. We note here that

when uxx is zero, we have reached the point of inflection of the Figure 2.3(a) or the edge in
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(a) (b)

(c) (d)

Figure 2.2: Illustration of the Semi-Blind method in Algorithm 2.2. (a) True image (b)
Blurry given original image u0 (c) Reference image ur using shock filter (d) Semi-Blind
method output

Figure 2.3(b). The extension to two dimensions is to consider the PDE

ut = −|∇u|F (L(u)) (2.9)

where F is chosen the same as before, but L(u) is chosen to be a second order differential

operator that detects the edges in the image. An easy choice for L is

L(u) = ∆u,

but this does not detect edges along the nontangental directions. A better choice for L is

L(u) = ∇u ·

[
uxx uxy

uyx uyy

]
∇u = u2

xuxx + 2uxuyuxy + uyuyy (2.10)

which is a second order term in the direction of the gradient and the L that Osher and Rudin

employ in [56].
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(a) (b)

Figure 2.3: Illustration of the Shock Filter.Image (a) is the process of smoothing a sharp
edge. Image (b) is the process of reversing the smooth via the shock filter.

Alvarez and Mazorra [1] considered a similar approach but pre-conditioned the image

with diffusion in order that it can handle denoising and deblurring simultaneously. Gilboa,

et. al.[39, 38] extended this idea by using a complex diffusion process to be robust against

noise. Figure 2.4 illustrates the differences when using the diffusion process with a blurry

and noisy image. The blurry and noisy image is in (a). In image (b) is the shock filter result

with no diffusion applied. We see that the shock filter enhances the noise. In image (c),

we see the same result, but with diffusion applied to the image before the shock filter was

applied. The noise is not present in image (c) and the edges remain well defined despite the

smoothing applied to the image. As a result, we use diffusion as needed in our calculations

when either noise is present or the kernels are non-Gaussian.

(a) (b) (c)

Figure 2.4: Pre-applying diffusion before using the shock filter. (a) The blurry and noisy
image. (b) Shock filter result with no diffusion. (c) Shock filter result with diffusion pre-
applied to the blurry and noisy image. Note the edges are well defined and noise has been
removed in (c) but not in (b).

The shock filtered image ur gives good clues for the edge information and the position

of objects in the image as well as the shape of the kernel k. The convolution k ? u is only

affected when the value of u changes such as at the edges. Therefore, it is important that the
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edge information is correct. The location of the edges in ur determines the relative position

of the kernel k as well.

We utilized the Lagged Diffusivity Fixed Point Method (see [75, 76]) for solving Euler-

Lagrange equations (2.7) and (2.3). This is a scheme where the denominator for the TV

term is lagged by one step and iterated until convergence. We denote the lagged TV term

by L such that

Lkn = −∇ ·
(

∇kn

|∇kn−1|

)
.

The following theorem further illustrates the importance of having a good reference image

ur.

Theorem 2.2.1 Assume the reference image is a perturbation of the true image, i.e., ur =

u+ δu, then the error in the computed kernel using one step of the Lagged Diffusivity Fixed

Point method is

E = δUTU + δUT δU

where U and δU are the convolution matrix operators for u and δu = ur − u, respectively.

Hence the error bound is

‖δk‖2

‖k‖2

≤ ‖
(
UTU − λ1L

)−1 ‖2

(
‖δU‖2

2 + ‖U‖2‖δU‖2

)
(2.11)

where ‖ · ‖2 denotes the vector two norm.

Proof. The Lagged Diffusivity Fixed Point Method solves

UT (Uk − u0)− λ1Lk = 0

which is (
UTU − λ1L

)
k = UTu0.

If A = UTU − λ1L and b = UTu0, we get Ak = b. In fact, we solve the perturbed system

(
(U + δU)T (U + δU)− λ1L

)
k = (U + δU)Tu0

or (
UTU − λ1L+ δUT (U + δU)

)
k = UTu0 + δUTu0

Thus, δA = δUT (U + δU) and δb = δUTu0, where (A + δA)k = b + δb. By rearranging the
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terms, we get A(k + δk) = b+ δb where Aδk = δAk, hence δk = A−1δAk. Therefore,

‖δk‖2 ≤ ‖A−1‖2‖δA‖2‖k‖2

= ‖
(
UTU − λ1L

)−1 ‖2‖δUT (U + δU) ‖2‖k‖2

Thus, the relative error is bounded by equation (2.11). �

Note that the error of the kernel is proportional to the error in approximating the true

image u by ur. If the approximation error for ur is large, the kernel might contain large

amounts of error. In addition, the condition number of ‖
(
UTU − λ1L

)−1 ‖2 can also affect

the error; therefore, λ1 should be chosen properly. A badly chosen λ1 will ill-condition the

matrix UTU − λ1L resulting in poor results for the kernel. Since ur is calculated via the

shock filter, the edge information and position is close to the true image, resulting in a small

δU term throughout the image. As a result, the Semi-Blind method results in a small error

in the computation of the kernel function.

2.3 Numerical Implementation

There are a wide range of models and algorithms for numerical computation for image

deblurring problems [14, 75, 76]. In [75], various methods for recovery of a blurry image are

discussed, including a chapter dedicated to the TV based recovery of the image using fixed

point methods. Vogel and Oman [76] present a more detailed analysis for the denoising case

for the methods comparing the various fixed point schemes. In [14], the authors present a

comparison of the fixed point, time marching, and primal-dual based methods.

In computation of the reference image ur, we first use heat equation to smooth the image

(implemented by centered differences). We then applied the shock filter, as implemented

in [56],

un+1
ij = un

ij −
∆t

h

√
((∆x

+u
n
ij)

+)2 + ((∆x
−u

n
ij)

−)2 + ((∆y
+u

n
ij)

+)2 + ((∆y
−u

n
ij)

−)2sign+(L(un))

−∆t

h

√
((∆x

+u
n
ij)

−)2 + ((∆x
−u

n
ij)

+)2 + ((∆y
+u

n
ij)

−)2 + ((∆y
−u

n
ij)

+)2sign−(L(un))

where ∆x
+uij = ui+1,j − uij and ∆x

−uij = uij − ui−1,j and similarly for ∆y
±. The superscripts

means F+ = max(0, F ) and F− = min(0, F ). For L(un) = uxxu
2
x + 2uxyuxuy + uyyu

2
y, the

centered difference schemes are used for the second order derivatives and the minmod scheme

for the first order derivatives, minmod(a, b) =
sign(a) + sign(b)

2
min(|a|, |b|).
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For the computation of equations (2.7) and (2.3), we utilized the Lagged Diffusivity Fixed

Point method [75, 76], which is to iterate on n for

ur(−x,−y) ?
(
ur ? k

n+1 − u0

)
− λ1∇ ·

(
∇kn+1

|∇kn|

)
= 0

for (2.7) and similarly for (2.3). We utilized the FFT to compute the convolutions and used

the conjugate gradient method to solve the corresponding linear systems at each step. We

compute 10 iterates using the fixed point scheme, and stop if the desired residual is attained.

For further details on implementing the fixed point scheme, see [23].

2.3.1 Kernel Refinements

When calculating the blur kernel k from (2.7), there is often noise in the solution as well

as some Gaussian decay at the edge of the kernel support region. Figure 2.5(a) illustrates

the typical output when using an out of focus blur. We wish to first eliminate the Gaussian

characteristics of the kernel by enforcing the sharp edges in the kernel k. In order to enforce

the piecewise nature of the blur kernel, we first apply the shock filter via equation (2.9) using

the kernel k for the input function. The result is shown in Figure 2.5(b). If we do not have

a Gaussian kernel, we may omit this step.

However, in Figure 2.5(b) we see that there is some noise at the base of the kernel where

the blur kernel k should be zero. In order to eliminate this effect from the shock filter, we

can adaptively denoise the output from the shock filter for k. In order to do this without

adding an extra parameters to the algorithm, we use the adaptive TV denoising method of

Strong and Chan in [73]. In order to estimate the scale of the kernel, we threshold the kernel

for the size calculations only, and use the cutoff value to be

cutoff =
min(k) +max(k)

2

and use this to estimate D, which is the size of the support of the kernel. Then to estimate

the boundary of D, ∂D, we find the locations of large gradient changes and add up the

length. Then, the scale of the kernel is given by

scale =
|D|
|∂D|

Using this information, we can apply the adaptive scale method for denoising, which involves
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Figure 2.5: Comparison of unrefined and refined kernels. (a) is the output from (2.7). Note
the smoothness and noise at the base. (b) is the output after applying the shock filter. (b)
is the output after adaptive denoising. Note that this is similar to the true kernel.

running TV denoising via equation (1.6) using a small λ. Then, we can form the shifts in

the output kernel by writing

δij = kij − TV (k)ij

where TV is the output from the TV based denoising routine in section 1.1.1. Next, we

compute λ via

λ = δij
|D|
|∂D|

.

Lastly, we run the denoising algorithm with a pixel based λ on k. We note here that one can

also use the D to be Ω − supp(k), and get similar results. The final output for the kernel

after denoising is shown in Figure 2.5(c). We see the kernel takes on the shape of the out of

focus blur as we wanted and the noise has been removed from the kernel that existed outside

the support of k.

This adaption of the Semi-Blind Method is call Semi-Blind with Kernel Refinements and

is detailed in Algorithm 2.3.

In Figure 2.6, we present a comparison between reconstructed images using Semi-Blind

method with or without kernel refinements. Image (c) is the result without kernel refinement,
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Algorithm 2.3 Semi-Blind Method with Kernel Refinements

Require: u0, the input image

Compute reference image ur via

{
ut = −|∇u|sign(L(u))

u(x, y, 0) = u0

.

Solve ur(−x,−y) ? (ur(x, y) ? k
(1) − u0)− λ1∇ ·

(
∇k(1)

|∇k(1)|

)
= 0 for k.

Apply the shock filter on k(1) to get k(2).
Compute |D| and |∂D|.
Denoise k(2) with small λ to get k(3).
Compute δij = k(2) − k(3).

Set λij = δij ∗ |D|
|∂D| .

Denoise with λij to get k(4).

Solve k(4)(−x,−y) ? (k(4)(x, y) ? u− u0)− λ2∇ ·
(

∇u
|∇u|

)
= 0 for u.

Output image u.

and image (d) shows the reconstruction with kernel refinement. These results are compared

to Chan and Wong’s TV blind deconvolution using AM method, which is shown in image

(b). It shows a compatible results between [23] and Semi-Blind method without refinement

on k in image (c), while there is an improvement in Semi-Blind method, since more of the

antenna is visible in image (c). Since the two functionals (2.4) and (2.5) are separated, image

(c) can be further refined to image (d). Image (d) shows dramatic improvement in the result,

and it is very close to true image.

2.3.2 Examples

For all of the following experiments, we used out of focus blurs for the kernel unless otherwise

noted. All the images are grey scale, and sized 127 x 127. The computations were performed

on a 2.0 Ghz Pentium 4 machine using Matlab.

Our first example is presented in Figure 2.7. It shows the deblurring result with a black

background and exhibits good results with the kernel improvements when using the L2 norm

for both u and k.

Figure 2.8 shows an experiment with non-black background. Since the background is

not black, when computing the kernel, errors in the approximation compounds instead of

disappearing. This is shown in Figure 2.8(c) where many wrinkles are presented in the result

from using [23]. Image (d) shows Semi-Blind results with refinements, and it suffers much

less from this effect. The recovered image (d) is close to the true image, and even recovers

the reflection on the cup. The light shadows of the cup in the true image are emphasized in
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(a) (b)

(c) (d)

Figure 2.6: Comparison between AM method [23], Semi-Blind methods with or without
kernel refinement. (a) The given blurry original image u0. (b) Chan and Wong’s AM
method [23] (c) Semi-Blind result without kernel refinements. (d) Semi-Blind result with
kernel refinements. Image (d) shows dramatic improvement in the reconstructed image u.

the result (d), and there is a contrast shift. Nevertheless, it recovers the sharp edges with

details from given original image (b).

This Semi-Blind model can be applied to blurry image with noise. Figure 2.9 shows an

example when the noise is added after blurring the image. In the result image (d), some

details are lost due to denoising effect of choosing large λ2 in (2.5). However, recovers

reasonable image from image (b).

Since we added one step of computing the reference image ur, we compare the compu-

tational time of the Semi-Blind method with AM method in [23]. In Tables 2.1 and 2.2, it

shows the savings in computational time by only performing one iterations of kernel and im-

age functional separately. The computational cost of the shock filter is negligible compared

to TV functional iterations, and kernel refinements take only a fraction of the computational

time. The overall cost of computing the Semi-Blind method with the kernel refinements is

roughly less than one-third that of AM method [23] with three loop iterations.
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(a) (b)

(c) (d)

Figure 2.7: Non-black background image with L2 fitting term. (a) The true image. (b)
The given blurry original image. (c) Reference Image u4 (d) Semi-Blind result (with kernel
refinement). Image (d) recovers the sharp edges with details.

The next example shows the use of a non-centrosymmetric kernel in Figure 2.10. We can

see with the addition of the non-symmetric kernel, the result is not as impressive as with the

symmetric example, but there result is superior to existing blind methods. However, edges

and fine details are still recovered in the image.

For our final example, let us consider a natural image. Figure 2.11 illustrates the use of

the Semi-Blind Method on the natural image with an out of focus blur. We see that even

in a more natural setting, the method computes an accurate result. We note here that even

the shadow and fine details are recovered in the computed image.

Copyright c© James H. Money 2006
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(a) (b)

(c) (d)

Figure 2.8: Non-black background image with L2 fitting term. (a) The true image. (b) The
given blurry original image. (c) Chan and Wong [23] result. (d) Semi-Blind result (with
kernel refinement). Image (d) recovers the sharp edges with details such as the reflections
on the cup.

Blind Deconvolution Step Time(secs)
Loop 1 Find kernel 299.71

Find image 306.72
Loop 2 Find kernel 301.88

Find image 303.63
Loop 3 Find kernel 312.71

Find image 306.14
Total: 1830.79

Table 2.1: Computational time for Chan and Wong [23] method.

26



(a) (b)

(d) (d)

Figure 2.9: (a) The true image. (b) The given blurry and noisy image u0. (c) Shock filtered
image ur. (d) Semi-Blind result shows reconstruction u.

Semi-Blind Method Time(secs.)
Initial Shock filter 0.9
Find kernel 300.19

shock kernel 2.19
adaptively denoise kernel 10.57

Find image 181.76
Total: 495.61

Table 2.2: Computational time for Semi-Blind method with refinements.
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(a) (b)

(c) (d)

Figure 2.10: Figure (a) is the non-centrosymmetric kernel. Image (b) is the corresponding
blurry image. Image (c) is the reference image. Image (d) is the computed image. Note that
the output image is accurate despite the nonsymmetry in the kernel.
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(a) (b)

(c) (d)

Figure 2.11: Figure (a) is the true image. Image (b) is the corresponding blurry image.
Image (c) is the reference image. Image (d) is the computed image.
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3 Lp Norm Fidelity in Semi-Blind Total Variation Deconvolution

3.1 Lp Fidelity Term Functionals

In this chapter, we extend the functional (2.1) from using the L2 norm for the fidelity term

to the Lp norm for p ≥ 1. We consider the minimizing functional,

min
k,u

1

p
‖k ? u− u0‖p

Lp(Ω) + λ1‖k‖TV (Ω) + λ2‖u‖TV (Ω). (3.1)

When applying the Euler-Lagrange equations to (3.1), this is equivalent, as in the L2 case,

to considering the functionals

min
k

1

p

∫
Ω

|k ? u− u0|p dx dy + λ1

∫
Ω

|∇k| dx dy (3.2)

and

min
u

1

p

∫
Ω

|k ? u− u0|p dx dy + λ2

∫
Ω

|∇u| dx dy. (3.3)

As before in functional (2.6) we consider computing a reference image ur instead of u in (3.2)

and obtain

min
k

1

p

∫
Ω

|k ? ur − u0|p dx dy + λ1

∫
Ω

|∇k| dx dy. (3.4)

Now, applying the Euler-Lagrange equations to (3.4) and (3.3) we obtain

ur(−x,−y) ?
(
|ur(x, y) ? k − u0|p−1 ur(x, y) ? k − u0

|ur(x, y) ? k − u0|

)
− λ1∇ ·

(
∇k
|∇k|

)
= 0

and

k(−x,−y) ?
(
|k(x, y) ? u− u0|p−1 k(x, y) ? u− u0

|k(x, y) ? u− u0|

)
− λ2∇ ·

(
∇u
|∇u|

)
= 0.

In particular, we wish to consider p = 1 in this chapter, which is equivalent to solving the

equations

ur(−x,−y) ?
(
ur(x, y) ? k − u0

|ur(x, y) ? k − u0|

)
− λ1∇ ·

(
∇k
|∇k|

)
= 0 (3.5)

and

k(−x,−y) ?
(
k(x, y) ? u− u0

|k(x, y) ? u− u0|

)
− λ2∇ ·

(
∇u
|∇u|

)
= 0. (3.6)
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Figure 3.1: (a) The input kernel k (solid) and the output kernel k̃ (dotted) after applying
equation (2.4) with a sufficiently large λ1. (b) The true image u. (c) The given blurred image
u0 = k ? u (solid) and the reconstructed image u1 = k̃ ? u (dotted) with k̃. We compute the
error between u0 and u1

3.2 Adaptive Scale Selection for L2

In this section, we consider computing the optimal value for λ1 for the kernel functional

(2.4) given information on the scale of the kernel and object in the image. Strong and Chan

completed a similar analysis for the denoising case in [73, 72].

We consider the one dimension case where a symmetric kernel k centered at the origin

has radius r over the interval (0, 1) with norm one. We also assume there is one object in

the image u which has radius x̃ ∈ (0, 1). We can define u and normalized k by

u(x) =

1 −x̃ ≤ x ≤ x̃

0 x < −x̃ or x > x̃
and k(x) =

0 x > r or x < −r
1
2r

−r ≤ x ≤ r

We assume natural boundary conditions, i.e. the boundary value γ is extended as far as

needed for the convolution operator. Between the kernel radius r and the image radius x̃,

we assume that x̃ ≥ r and x̃ − 1 ≤ −x̃ − r. If these conditions are not satisfied, we extend

the size of the image and rescale to [−1, 1]. Figure 3.1 illustrates the details of u, k, and

u0 = k ? u.

Assuming there is no noise, the given blurry image u0 is defined as u0(x) = k ∗ u(x) =∫ 1

−1
k(y)u(x− y) dy. By minimizing the TV functional (2.4) for the kernel, the height of the

kernel reduces while raising the base of the kernel to preserve the normality of the kernel

(see [73, 72] for details on denoising case). In Figure 3.1 (a), we denote the shifts in the

height of the kernel function as δ1, δ2, and δ3, from left to right. We define the kernel k̃ to
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be the result of applying (2.4) as

k̃(x) =


δ1, x < −r
1
2r
− δ2, −r ≤ x ≤ r

δ3, x > r

. (3.7)

We assume that these δis are chosen to normalize k̃. We denote the original image u0 = k ?u

and define u1 = k̃ ? u and need to compute the L2 error in approximating k by k̃.

In order to derive results similar to [73], we first need to verify the graph in Figure 3.1 does

indeed represent piecewise linear equations and compute each lines’ equation in preparation

for computing the L2 error estimate.

If we examine Figure 3.1(c) we see that the convolved function has constant slope and in

fact this slope depends on the constant pieces of the kernel. We can see this by considering

the derivative of the convolution operation of a general kernel K in the following lemma.

Lemma 3.2.1 For any kernel K we have that

d

dx
(K ? u)(x) =


K(x+ x̃) x < x̃− 1

K(x+ x̃)−K(x− x̃) x̃− 1 ≤ x ≤ 1− x̃

−K(x− x̃) x > 1− x̃

Proof. We start by writing

d
dx

(K ? u(x)) = d
dx

(∫ 1

−1
K(y)u(x− y) dy

)
=
∫ 1

−1
K(y) d

dx
(u(x− y)) dy

We note that we will in general have two jumps in u, at −x̃ and x̃. But, if x < −1 + x̃, we

only see the left jump, since the radius of the kernel region is 1. Similarly, we only see the
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right jump if x > 1− x̃. This results in the derivative:

=
∫ 1

−1
K(y)


δ(x− y + x̃) x < x̃− 1

δ(x− y + x̃)− δ(x− y − x̃) x̃− 1 ≤ x ≤ 1− x̃

−δ(x− y − x̃) x > 1− x̃

 dy

=


K(x+ x̃) x < x̃− 1

K(x+ x̃)−K(x− x̃) x̃− 1 ≤ x ≤ 1− x̃

−K(x− x̃) x > 1− x̃

From this lemma, we can easily generalize to K = k or K = k̃ and simplify the convolutions

into the form we need for piecewise constant slopes in the following corollary.

Corollary 3.2.1 We have that

d

dx
u0(x) =



0 x < −x̃− r

1
2r

−x̃− r ≤ x ≤ −x̃+ r

0 −x̃+ r < x < x̃− r

− 1
2r

x̃− r ≤ x ≤ x̃+ r

0 x > x̃+ r

and

d

dx
u1(x) =



δ1 x < −1 + x̃

0 −1 + x̃ ≤ x ≤ −x̃− r

1
2r
− δ1 − δ2 −x̃− r ≤ x ≤ −x̃+ r

δ3 − δ1 −x̃+ r < x < x̃− r

− 1
2r

+ δ2 + δ3 x̃− r ≤ x ≤ x̃+ r

0 x̃+ r < x < 1− x̃

−δ3 x ≥ 1− x̃
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Proof. We see that from the above lemma we get that

d
dx
u0(x) =


k(x+ x̃) x < x̃− 1

k(x+ x̃)− k(x− x̃) x̃− 1 ≤ x ≤ 1− x̃

−k(x− x̃) x > 1− x̃

Now, we need to consider the boundary cases first. On the left hand side, we consider

k(x+ x̃) =


0 x < −x̃− r

1
2r

−x̃− r ≤ x ≤ −x̃+ r

0 x >= −x̃+ r

Noting that x̃− 1 ≤ −x̃− r, we see that this is always 0. For the right end term we have

k(x− x̃) =


0 x < x̃− r

1
2r

x̃− r ≤ x ≤ x̃+ r

0 x >= x̃+ r

Again we note that x̃ − 1 ≤ −x̃ − r or 1 − x̃ ≥ x̃ + r, so this term is always zero as well.

Hence we have

d
dx
u0(x) =


0 x+ x̃ < −r
1
2r

−r ≤ x+ x̃ ≤ r

0 x+ x̃ > r

−


0 x− x̃ < −r
1
2r

−r ≤ x− x̃ ≤ r

0 x− x̃ > r

=



0 x < −x̃− r

1
2r

−x̃− r ≤ x ≤ −x̃+ r

0 −x̃+ r < x < x̃− r

− 1
2r

x̃− r ≤ x ≤ x̃+ r

0 x > x̃+ r
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Similarly we have

d
dx
u1(x) =


k̃(x+ x̃) x < x̃− 1

k̃(x+ x̃)− k̃(x− x̃) x̃− 1 ≤ x ≤ 1− x̃

−k̃(x− x̃) x > 1− x̃

For the left hand and right hand sides we get that

k̃(x+ x̃) = δ1 (3.8)

k̃(x− x̃) = −δ3 (3.9)

since x̃− 1 ≤ −x̃− r again. Now we must compute

k̃(x+ x̃)− k̃(x− x̃) =


δ1 x+ x̃ < −r
1
2r
− δ2 −r ≤ x+ x̃ ≤ r

δ3 x+ x̃ > r

−


δ1 x− x̃ < −r
1
2r
− −r ≤ x− x̃ ≤ r

δ3 x− x̃ > r

=


δ1 x < −x̃− r

1
2r
− δ2 −x̃− r ≤ x̃ ≤ −x̃+ r

δ3 x > −x̃+ r

−


δ1 x < x̃− r

1
2r
− δ2 x̃− r ≤ x ≤ x̃+ r

δ3 x > x̃+ r

=



0 x < −x̃− r

1
2r
− δ2 − δ1 −x̃− r ≤ x ≤ −x̃+ r

δ3 − δ1 −x̃+ r < x < x̃− r

δ3 + δ2 − 1
2r

x̃− r ≤ x ≤ x̃+ r

0 x > x̃+ r

Combining with (3.8) and (3.9) we get the desired result.

We would now like to estimate ‖k̃ ? u − u0‖2
L2((−1,1)), the L2 error term in the function

(2.4).In order to do this, we need to determine the equations for each of the parts of k̃?u = u1

and u0.
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Lemma 3.2.2 We have that

u1(x) =



δ1(x+ x̃+ 1) x < −1 + x̃

2δ1x̃ −1 + x̃ ≤ x ≤ −x̃− r(
1
2r
− δ1 − δ2

)
(x+ x̃+ r) + 2δ1x̃ −x̃− r < x < −x̃+ r

2δ2x̃+ 1− 2δ1r − 2δ2r + (δ3 − δ1)(x+ x̃− r) −x̃+ r ≤ x ≤ x̃− r

1− 2δ2r + 2δ3x̃− 2δ3r +
(
δ2 + δ3− 1

2∗r

)
(x− x̃+ r) x̃− r < x < x̃+ r

2δ3x̃ x̃+ r ≤ x ≤ 1− x̃

−δ3(x− 1 + x̃) + 2δ3x̃ x > 1− x̃

and

u0(x) =



0 x ≤ −x̃− r

1
2r

(x+ x̃+ r) −x̃− r < x < −x̃+ r

1 −x̃+ r ≤ x ≤ x̃− r

− 1
2r

(x− x̃− r) x̃− r < x < x̃+ r

0 x ≥ x̃+ r

Proof. We have the slopes from above, we just need to compute the points where the slope

changes and simplify the results. Also, we denote the first equation y1(x), the second y2(x),

and so on. First, we need u1(−1) to start the computations,

u1(−1) =
∫ 1

−1
k̃(y)u(−1− y) dy

=
∫ 1

−1


δ1 y < −r
1
2r
− δ2 −r ≤ y ≤ r

δ3 y > r

u(1 + y) dy
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utilizing that u is an even function. Expanding out u we have

=
∫ 1

−1



δ1 y < −r
1
2r
− δ2 −r ≤ y ≤ r

δ3 y > r





0 y < −1− x̃

1 −1− x̃ ≤ y ≤ −1 + x̃

0 y > −1 + x̃

 dy

=
∫ −1+x̃

−1



δ1 y < −r
1
2r
− δ2 −r ≤ y ≤ r

δ3 y > r

 dy

= δ1(−1 + x̃+ 1) = δ1x̃

since we have −1 + x̃ ≤ −x̃− r < −r. Now, we have from above

y1(x) = u1(−1) + δ1(x− (−x̃− 1)

= δ1x̃+ x̃(x+ 1)

= δ1(x+ x̃+ 1)

We need a point for y2(x), hence, we plug in y1(−1 + x̃):

y1(−1 + x̃) = δ1(−1 + x̃+ x̃+ 1)

= 2δ1x̃

Thus we have
y2(x) = y1(−1 + x̃) + 0 · (x− (−1 + x̃))

= 2δ1x̃

Since this constant, we already have the next starting point and get

y3(x) = y2(−x̃− r) +
(

1
2r
− δ1 − δ2

)
(x− (−x̃− r))

= 2δ1x̃+
(

1
2r
− δ1 − δ2

)
(x+ x̃+ r))

Next, we compute

y3(−x̃+ r) = 2δ1x̃+
(

1
2r
− δ1 − δ2

)
(−x̃+ r + x̃+ r))

= 2δ1x̃+ 2r
(

1
2r
− δ1 − δ2

)
= 2δ1x̃+ 1− 2δ1r − 2δ2r
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So now we get

y4(x) = y3(−x̃+ r) + (δ3 − δ1) (x− (−x̃+ r))

= 2δ1x̃+ 1− 2δ1r − 2δ2r + (δ3 − δ1) (x+ x̃− r)

Now we compute for our next point,

y4(x̃− r) = 2δ1x̃+ 1− 2δ1r − 2δ2r + (δ3 − δ1) (x̃− r + x̃− r)

= 2δ1x̃+ 1− 2δ1r − 2δ2r + 2 (δ3 − δ1) (x̃− r)

= 1− 2δ2r + 2δ3x̃− 2δ3r

Hence we have

y5(x) = y4(x̃− r) +
(
δ2 + δ3 − 1

2r

)
(x− (x̃− r))

= 1− 2δ2r + 2δ3x̃− 2δ3r +
(
δ2 + δ3 − 1

2r

)
(x− x̃+ r)

Next we compute

y5(x̃+ r) = 1− 2δ2r + 2δ3x̃− 2δ3r +
(
δ2 + δ3 − 1

2r

)
(x̃+ r − x̃+ r)

= 1− 2δ2r + 2δ3x̃− 2δ3r + 2
(
δ2 + δ3 − 1

2r

)
r

= 2δ3x̃

Which gives us

y6(x) = y5(x̃+ r) + 0 · (x− (x̃+ r)

= 2δ3x̃

And finally we compute

y6(1− x̃) = 2δ3x̃

to get

y7(x) = y6(1− x̃) +−δ3(x− (1− x̃))

= 2δ3x̃− δ3(x+ x̃− 1)

Putting these into piecewise notation appropriately completes the proof. A similar analysis

results in u0.

Now we can compute the term k̃ ? u− u0 for use in our final calculation for the L2 error

term.
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Lemma 3.2.3 We have that

k̃ ? u− u0 =



δ1(x+ x̃+ 1) x < −1 + x̃

2δ1x̃ −1 + x̃ ≤ x ≤ −x̃− r

−δ2(x+ x̃+ r)− δ1(x+ r) + δ1x̃ −x̃− r < x < −x̃+ r

2δ1x̃− 2δ1r − 2δ2r + (δ3 − δ1)(x+ x̃− r) −x̃+ r ≤ x ≤ x̃− r

(δ2 + δ3)(x− r) + (δ3 − δ2)x̃ x̃− r < x < x̃+ r

2δ3x̃ x̃+ r ≤ x ≤ 1− x̃

−δ3(x− 1− x̃) x > 1− x̃

Proof. We note that

k̃ ? u− u0 = u1(x)− u0(x)

=



δ1(x+ x̃+ 1) x < −1 + x̃

2δ1x̃ −1 + x̃ ≤ x ≤ −x̃− r(
1
2r
− δ1 − δ2

)
(x+ x̃+ r) + 2δ1x̃ −x̃− r < x < −x̃+ r

2δ2x̃+ 1− 2δ1r − 2δ2r −x̃+ r ≤ x ≤ x̃− r

+(δ3 − δ1)(x+ x̃− r)

1− 2δ2r + 2δ3x̃− 2δ3r x̃− r < x < x̃+ r

+
(
δ2 + δ3− 1

2∗r

)
(x− x̃+ r)

2δ3x̃ x̃+ r ≤ x ≤ 1− x̃

−δ3(x− 1 + x̃) + 2δ3x̃ x > 1− x̃

−



0 x ≤ −x̃− r

1
2r

(x+ x̃+ r) −x̃− r < x < −x̃+ r

1 −x̃+ r ≤ x ≤ x̃− r

− 1
2r

(x− x̃− r) x̃− r < x < x̃+ r

0 x ≥ x̃+ r
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=



δ1(x+ x̃+ 1) x < −1 + x̃

2δ1x̃ −1 + x̃ ≤ x ≤ −x̃− r

− (δ1 + δ2) (x+ x̃+ r) + 2δ1x̃ −x̃− r < x < −x̃+ r

2δ1x̃− 2δ1r − 2δ2r + (δ3 − δ1)(x+ x̃− r) −x̃+ r ≤ x ≤ x̃− r

1− 2δ2r + 2δ3x̃− 2δ3r x̃− r < x < x̃+ r

+
(
δ2 + δ3− 1

2∗r

)
(x− x̃+ r) + 1

2r
(x− x̃− r)

2δ3x̃ x̃+ r ≤ x ≤ 1− x̃

−δ3(x− 1 + x̃) + 2δ3x̃ x > 1− x̃

=



δ1(x+ x̃+ 1) x < −1 + x̃

2δ1x̃ −1 + x̃ ≤ x ≤ −x̃− r

−δ2(x+ x̃+ r)− δ1(x+ r) + δ1x̃ −x̃− r < x < −x̃+ r

2δ1x̃− 2δ1r − 2δ2r + (δ3 − δ1)(x+ x̃− r) −x̃+ r ≤ x ≤ x̃− r

(δ2 + δ3)(x− r) + (δ3 − δ2)x̃ x̃− r < x < x̃+ r (∗)

2δ3x̃ x̃+ r ≤ x ≤ 1− x̃

−δ3(x− 1− x̃) x > 1− x̃

To see the fifth component in (*), we compute

1− 2δ2r + 2δ3 x̃− 2δ3r +
(
δ2 + δ3− 1

2∗r

)
(x− x̃+ r) + 1

2r
(x− x̃− r)

= −2δ + 2r + 2δ3x̃− 2δ3r + (δ2 + δ3)(x− x̃+ r)

= (δ2 + δ3)x+ δ3x̃− δ2x̃− δ3r − δ2r

= (δ2 + δ3)x+ (δ3 − δ2)x̃− (δ2 + δ3)r

= (δ2 + δ3)(x− r) + (δ3 − δ2)x̃

We are finally at a point we can compute the exact answer for the fitting term, which is

given below.
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Theorem 3.2.1 We have that

1
2
‖k̃ ? u− u0‖2

L2(−1,1) = 7
6
(δ2

1 + δ2
3) x̃

3 + 2(δ2
1 + δ2

3)x̃
2(1− 2x̃− r)

+4r
3

[(δ2 + δ3)
2r2 + 3δ2

3x̃
2 − 3δ3(δ2 + δ3)x̃r]

+4r
3

[3δ2
1x̃

2 − 3δ2
1x̃r + δ2

1r
2 + δ2

2r
2 − 3δ1δ2x̃r + 2δ1δ2r

2]

+2(x̃−r)
3

[2(δ2
1 + δ2

3)(x̃− r)2 + 6δ2
2r

2 − 6δ2(δ1 + δ3)r(x̃− r)

−δ1δ3(x̃− r)2 − 6δ1δ3x̃r + 3δ1δ3(x̃
2 + r2)]

Proof. Let’s separate the integrals into their respective regions:

1
2

∫ 1

−1
(k̃ ? u− u0)

2 dx = 1
2

∫ −x̃−r

−1+x̃
(k̃ ? u− u0)

2 dx+ 1
2

∫ −x̃+r

−x̃−r
(k̃ ? u− u0)

2 dx

+1
2

∫ x̃−r

−x̃+r
(k̃ ? u− u0)

2 dx+ 1
2

∫ x̃+r

x̃−r
(k̃ ? u− u0)

2 dx

+1
2

∫ 1−x̃

x̃+r
(k̃ ? u− u0)

2 dx+ 1
2

∫ 1

1−x̃
(k̃ ? u− u0)

2 dx

= A+B + C +D + E + F +G

Then, we can evaluate each part and simplify the result. Starting with A we have

A = 1
2

∫ −1+x̃

−1
(k̃ ? u− u0)

2 dx

= 1
2

∫ −1+x̃

−1
(δ1(x+ x̃+ 1))2 dx

=
δ2
1

2

∫ −1+x̃

−1
(x+ x̃+ 1)2 dx

=
δ2
1

6
(x+ x̃+ 1)2

∣∣∣−1+x̃

x=−1

=
δ2
1

6
[8x̃2 − x̃2]

=
7δ2

1 x̃3

6

For B we get

B = 1
2

∫ −x̃−r

−1+x̃
(k̃ ? u− u0)

2 dx

= 1
2

∫ −x̃−r

−1+x̃
[2δ2x̃]

2 dx

= 2δ2
1x̃

2 x|−x̃−r
x̃−1

= 2δ2
1x̃

2 (x̃− 1 + x̃+ r)

= −4δ2
1x̃

3 − 2rδ2
1x̃

2 + 2δ2
1x̃

2
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For C we have

C = 1
2

∫ −x̃+r

−x̃−r
[−δ2(x+ x̃+ r)− δ1(x− x̃+ r)] dx

=
∫ −x̃+r

−x̃−r

δ2
2

2
(x+ x̃+ r)2 +

δ2
1

2
(x− x̃+ r)2 + δ1δ2(x+ x̃+ r)(x− x̃+ r) dx

=
∫ −x̃+r

−x̃−r

δ2
2

2
(x+ x̃+ r)2 +

δ2
1

2
(x− x̃+ r)2 + δ1δ2 [x2 + 2rx+ (−x̃2 + r2)] dx

=
δ2
2

6
(x+ x̃+ r)3|−x̃+r

−x̃−r +
δ2
1

6
(x− x̃+ r)3|−x̃+r

−x̃−r + δ1δ2

(
x3

3
+ rx2 + (−x̃2 + r2)x

)
|−x̃+r
−x̃−r

=
4δ2

2r3

3
+

4δ2
1

3
[3x̃3r − 3x̃r2 + r3]

+δ1δ2
[

1
3
((−x̃+ r)3 − (−x̃− r)3)

+r ((−x̃+ r)2 − (−x̃− r)2) + (−x̃2 + r2) (−x̃+ r + x̃+ r)]

= 4
3
δ2
2r

3 + 4
3
δ2
1 [3x̃2r − 3x̃r2 + r3] + δ1δ2

[
2x̃2r + 2

3
r3 − 4x̃r2 − 2x̃2r + 2r3

]
= 4

3
δ2
2r

3 + 4
3
δ2
1 [3x̃2r − 3x̃r2 + r3] + δ1δ2

[
−4x̃r2 + 8

3
r3
]

= 4r
3

[3δ2
1x̃

2 − 3δ2
1x̃r + δ2

1r
2 + δ2

2r
2 − 3δ1δ2x̃r + 2δ1δ2r

2]

For D, let’s first simplify the integrand. Let’s denote the integrand by 1
2
D′2. Then we

have
D′ = 2δ1x̃− 2δ1r − 2δ2r + (δ3 − δ1)(x+ x̃− r)

= 2δ1x̃− 2δ1r − 2δ2r + δ3(x+ x̃− r)− δ1x− δ1x̃− δ1r

= δ1x̃− δ1r − 2δ2r + δ3(x+ x̃− r)− δ1x

= δ1(x− x̃+ r)− 2δ2r + δ3(x+ x̃− r)

Thus we have that

D′2 = δ2
1(x− x̃+ r)2 + [−2δ2r + δ3(x+ x̃− r)]2 − 2δ1(x− x̃+ r) [−2δ2r + δ3(x+ x̃− r)]

= δ2
1(x− x̃+ r)2 + 4δ2

2r
2 + δ2

3(x+ x̃− r)2 − 4δ2δ3r(x+ x̃− r)

−2δ1(x− x̃+ r) [−2δ2r + δ3(x+ x̃− r)]

= δ2
1(x− x̃+ r)2 + 4δ2

2r
2 + δ2

3(x+ x̃− r)2 − 4δ2δ3r(x+ x̃− r) + 4δ1δ2r(x− x̃+ r)

−2δ1δ3(x− x̃+ r)(x+ x̃− r)

Hence we have that

1
2
D′2 =

δ2
1

2
(x− x̃+ r)2 + 2δ2

2r
2 +

δ2
3

2
(x+ x̃− r)2 − 2δ2δ3r(x+ x̃− r) + 2δ1δ2r(x− x̃+ r)

−δ1δ3(x− x̃+ r)(x+ x̃− r)

=
δ2
1

2
(x− x̃+ r)2 + 2δ2

2r
2 +

δ2
3

2
(x+ x̃− r)2 − 2δ2δ3r(x+ x̃− r) + 2δ1δ2r(x− x̃+ r)

−δ1δ3(x2 + 2rx̃− (x̃2 + r2))
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Thus, we have for the integral D,

D =
∫ x̃−r

−x̃+r

[
δ2
1

2
(x− x̃+ r)2 + 2δ2

2r
2 +

δ2
3

2
(x+ x̃− r)2 − 2δ2δ3r(x+ x̃− r)

+2δ1δ2r(x− x̃+ r)− δ1δ3(x
2 + 2rx̃− (x̃2 + r2))] dx

=
{

δ2
1

6
(x− x̃+ r)3 + 2δ2

2r
2x+

δ2
3

6
(x+ x̃− r)3 − δ2δ3r(x+ x̃− r)2 + δ1δ2r(x− x̃+ r)2

−δ1δ3
[

x3

3
+ 2rx̃x− (x̃2 + r2)x

]}x̃−r

x=−x̃+r

=
−4δ2

1

3
(r − x̃)3 + 3δ2

2r
2(x̃− r) +

4δ2
3

3
(x̃− r)2 − 4δ2δ3r(x̃− r)2 − 4δ1δ2r(r − x̃)2

−δ1δ3
{

(x̃−r)3−(r−x̃)2

3
+ 4x̃r(x̃− r)− 2(x̃2 + r2)(x̃− r)

}
= 4

3
(δ2

1 + δ2
3) (x̃− r)3 + 4δ2

2r
2(x̃− r)− 4δ2r(δ1 + δ3)(x̃− r)2 − δ1δ3

{
2(x̃−r)3

3

+4x̃r(x̃− r)− 2(x̃− r)2(x̃+ r)}
= 4

3
(δ2

1 + δ2
3) (x̃− r)3 + 4δ2

2r
2(x̃− r)− 4δ2r(δ1 + δ3)(x̃− r)2 − 2

3
δ1δ3(x̃− r)3

−4δ1δ3x̃r(x̃− r)− 2δ1δ3(x̃− r)2(x̃+ r)

= 2(x̃−r)
3

[2(δ2
1 + δ2

3)(x̃− r)2 + 6δ2
2r

2 − 6δ2(δ1 + δ3)r(x̃− r)

−δ1δ3(x̃− r)2 − 6δ1δ3x̃r + 3δ1δ3(x̃
2 + r2)]

For E we have that

E =
∫ x̃+r

x̃−r
1
2
[(δ1 + δ3) (x− x̃− r) + 2δ3x̃]

2 dx

=
∫ x̃+r

x̃−r

[
(δ2+δ3)2

2
(x− x̃− r)2 + 2δ2

3x̃
2 + 2δ3x̃(δ2 + δ3)(x− x̃− r)

]
dx

=
{

(δ2+δ3)2

6
(x− x̃− r)3 + 2δ2

3x̃
2x+ δ3x̃(δ2 + δ3)(x− x̃− r)2

}x̃+r

x=x̃−r

= 4(δ2+δ3)2

3
r3 + 4δ2

3x̃
2r − 4δ3x̃(δ2 + δ3)r

2

= 4r
3

[(δ2 + δ3)
2r2 + 3δ2

3x̃
2 − 3δ3(δ2 + δ3)x̃r]

Then for F we have
F = 1

2

∫ 1−x̃

x̃+r
[2δ3x̃]

2 dx

= 2δ2
3x̃

2 {x}1−x̃
x=x̃+r

= 2δ2
3x̃

2(1− 2x̃− r)

And finally, for the last part of the integral we have

G = 1
2

∫ 1

1−x̃
[−δ3(x− 1− x̃)]2 dx

=
δ2
3

6
{(x− 1− x̃)3}1

x=1−x̃

= 7
6
δ2
3x̃

3

To complete the proof, combine A−G and reduce.
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We need the derivatives with respect to the δis for computing the minimum in the func-

tional (2.4). The following corollary summarizes this result.

Corollary 3.2.2 Define

f(δ1, δ2, δ3) = 7
6
(δ2

1 + δ2
3) x̃

3 + 2(δ2
1 + δ2

3)x̃
2(1− 2x̃− r)

+4r
3

[(δ2 + δ3)
2r2 + 3δ2

3x̃
2 − 3δ3(δ2 + δ3)x̃r]

+4r
3

[3δ2
1x̃

2 − 3δ2
1x̃r + δ2

1r
2 + δ2

2r
2 − 3δ1δ2x̃r + 2δ1δ2r

2]

+2(x̃−r)
3

[2(δ2
1 + δ2

3)(x̃− r)2 + 6δ2
2r

2

−6δ2(δ1 + δ3)r(x̃− r)− δ1δ3(x̃− r)2 − 6δ1δ3x̃r + 3δ1δ3(x̃
2 + r2)]

Then we have that

df
dδ1

= δ1 [−3x̃3 − 4x̃2r + 4x̃2] + δ2
[
−4x̃2r + 4x̃r2 − 4

3
r3
]
+ δ3

[
4
3
x̃3 − 4x̃2r + 4x̃r2 − 4

3
r3
]

df
dδ2

= δ1
[
−4x̃2r + 4x̃r2 − 4

3
r3
]
+ δ2

[
−8

3
r3 + 8x̃r2

]
+ δ3

[
−4x̃2r + 4x̃r2 − 4

3
r3
]

df
dδ3

= δ1
[

4
3
x̃3 − 4x̃2r + 4x̃r2 − 4

3
r3
]
+ δ2

[
−4x̃2r + 4x̃r2 − 4

3
r3
]
+ δ3 [−3x̃3 − 4x̃2r + 4x̃2]

At this point, we can state the main result for the case p = 2 in the following theorem.

Theorem 3.2.2 The (one-dimensional) solution k̃ to

min
k
{1

2
‖k ? u− u0‖2

L2(−1,1) + λ1

∫ 1

−1

|∇k| dx}

is given by

δ1 = δ3 =
9λ1

rp(x̃, r)
, δ2 =

3q(x̃, r)λ1

4r2p(x̃, r)
(3.10)

where

p(x, r) = −12r − 51x2 + 36x+ 5xr, q(x, r) = 12r + 5x− 12

and k̃ is given from (3.7). The parameter λ1 is assumed to be chosen sufficiently large enough

so that there is no shift in the kernel boundary regions.

Proof. The solution k̃ is a minimizer. Therefore, we find δis which minimizes this func-

tional by considering the derivative of the functional in terms of each δis. The second term,

λ1

∫
Ω
|∇k̃| dx of the functional, can be represented as

λ1

[(
1

2r
− δ1 − δ2

)
H(x+ r) +

(
1

2r
− δ2 − δ3

)
H(x− r)

]
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where H is the Heaviside function. The first term f = ‖k ? u − u0‖L2(−1,1)is given from

Theorem 3.2.1. Then, we solve

df

dδ1
(δ1, δ2, δ3)− λ1 = 0

df

dδ2
(δ1, δ2, δ3)− 2λ1 = 0

df

dδ3
(δ1, δ2, δ3)− λ1 = 0

to get the equation for each δi. �

From this equation, notice that there is a dependence on the square of the radius of the

kernel and the radius of the object in the image. This result reinforces the logic of λ1 being

proportional to the size of the kernel support as was deduced in [23]. In addition, since both

image and kernel are symmetrical, the result is also symmetrical.

Note, to utilize this information to compute the kernel adaptively, we first take any k(0)

and apply functional (2.1) with a large value for λ1 and get the output kernel k(1). Then,

we compute

δij = k(0) − k(1).

Then, given x̃, the size of the object in the image, and r, the radius of the kernel support,

we compute

λ1ij
= δij

4r2p(x̃, r)

3q(x̃, r)

using p and q from equation (3.10). The algorithm is summarized below in Algorithm 3.4.

Algorithm 3.4 Adaptive Scale Kernel Reconstruction

Require: u0, the input image
Compute reference image ur via the shock filter (2.9).
Set k(0) = δ(x, y).

Compute k(1) by solving ur(−x,−y) ? (ur(x, y) ? k
(1) − u0) − λ1∇ ·

(
∇k(1)

|∇k(1)|

)
= 0 using a

large value for λ1.
Set δij = k(0) − k(1).

Set λ1ij
= δij

4r2p(x̃,r)
3q(x̃,r)

.

Compute k(2) by solving ur(−x,−y) ? (ur(x, y) ? k
(2) − u0)− λ1∇ ·

(
∇k(2)

|∇k(2)|

)
= 0 by using

λ1ij
.

Output k(2).

The following example illustrates using the adaptive scale selection for λ1 in equation
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(2.4) for the kernel. Figure 3.2 shows that adaptive scale selection gives the same result

as manually choosing the optimal parameter. We applied the one dimensional analysis and

used the known radius of (the out of focus) blur and used x̃ to be the average radius of the

object (which is the size of the cup in the picture). We see that one dimensional analysis

can be accurately extended to two dimensional images. Note here we do not pursue p = 1

analysis because in general this does not lead to improved results for the calculated image.

(a) (b)

(c) (d)

Figure 3.2: Adaptive scale parameter selection versus manual selection of λ1. In image (a)
and (b), λ1 is manually chosen, while in image (c) and (d), λ1 is chosen adaptively. Notice
that the results for the adaptive λ1 are as accurate as manual selection of λ1.

3.3 Adaptive Scale Recognition for L1

In this section, we derive the equivalent L1 analysis for an adaptive scale method we derived

in section 3.2. We note that all the calculations through Lemma 3.2.3 do not require any

recomputation. First, we derive a new calculation for the fidelity term ‖k̃ ? u − u0‖L1(−1,1)

in the following theorem.
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Theorem 3.3.1 We have that

‖k̃ ? u− u0‖L1(−1,1) = −1
2
x̃ 1

(δ1+δ2)(δ2+δ3)
(δ2

1x̃δ2 − 4δ2
3δ2 − 4δ3δ

2
2

−4δ2
3δ1 + δ2

3x̃δ2 + 9δ3x̃δ
2
2 + δ2

3x̃δ1−
8δ3

2r − 4δ1δ
2
2 − 4δ2

1δ3 − 4δ2
1δ2 + 9δ1x̃δ

2
2 + δ2

1x̃δ3+

4δ2
1rδ2 + 4δ2

1rδ3 − 4δ1δ
2
2r + 4δ2

3rδ1 + 4δ2
3rδ2 − 4δ2

2rδ3+

18δ1x̃δ2δ3 − 8δ1δ2δ3)

Proof. As in Theorem 3.2.2, we split the integral into seven parts:∫ 1

−1
|k̃ ? u− u0| dx =

∫ −x̃−r

−1+x̃
|k̃ ? u− u0| dx+

∫ −x̃+r

−x̃−r
|k̃ ? u− u0| dx+

∫ x̃−r

−x̃+r
|k̃ ? u− u0| dx

+
∫ x̃+r

x̃−r
|k̃ ? u− u0| dx+

∫ 1−x̃

x̃+r
|k̃ ? u− u0| dx+

∫ 1

1−x̃
(k̃ ? u− u0| dx

= A+B + C +D + E + F +G

With the exceptions of C and E, the integration proceeds as before and by choosing the

correct sign for the absolute value we get

A = 3
2
δ1x̃

2

B = −2δ1x̃(−1 + 2 ∗ x1 + r)

D = −2δ1x̃
2 + 4δ1x̃r − 2δ1r

2 + 4δ2rx̃− 4δ2r
2 − 2δ3x̃

2 + 4δ3x̃r − 2δ3r
2

F = −2δ3x̃(−1 + 2x̃+ r)

G = 3
2
δ3x̃

2

For C, we note that the lines u1 and u0 cross in the interval [x̃− r,−x̃+ r], so we must solve

the equation

2δ1x̃+

(
1

2r
− δ1 − δ2

)
(x+ x̃+ r) =

1

2r
(x− (−x̃− r))

which is

x̂ = −−δ1x̃+ δ1r + δ2x̃+ δ2r

δ1 + δ2

Thus, for C we have

C =
∫ x̂

−x̃+r
k̃ ? u− u0 dx+

∫ −x̃+r

x̂
u0 − k̃ ? u dx

=
2δ2

1 x̃2

δ1+δ2
+ 2(−δ1x̃+δ1r+δ2r)2

δ1+δ2

= 2
δ1+δ2)

(2x̃2 ∗ δ2
1 − 2x̃rδ2

1 − 2x̃rδ1δ2 + r2δ2
1 + 2r2δ1δ2 + r2δ2

2)
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Similarly, for E, we find the point of intersection in [x̃− r, x̃+ r] by solving

1− 2δ2r + 2δ3x̃− 2δ3r +

(
δ2 + δ3 −

1

2r

)
(x− x̃+ r) = − 1

2r
(x− (x̃− r)) + 1

and get the point

x =
δ2r − δ3x̃+ δ3r + δ2x̃

δ2 + δ3

Hence, for E we get

E =
∫ x

x̃−r
u0 − k̃ ? u dx+

∫ x̃+r

x
k̃ ? u− u0 dx

= 2(−δ3x̃+δ2r+δ3r)2

δ2+δ3
+

2δ2
3 x̃2

δ2+δ3

= 2
δ2+δ3

(2δ2
3x̃

2 − 2δ2rδ3x̃− 2δ2
3x̃r + r2δ2

2 + 2δ2r
2δ3 + δ2

3r
2)

Now by computing A+B + C +D + E + F +G, we get the desired result.

We can define the function f again and computing the derivatives in preparation for our

minimization via the following corollary.

Corollary 3.3.1 Define

f(δ1, δ2, δ3) = −1
2
x̃ 1

(δ1+δ2)(δ2+δ3)
(δ2

1x̃δ2 − 4δ2
3δ2 − 4δ3δ

2
2

−4δ2
3δ1 + δ2

3x̃δ2 + 9δ3x̃δ
2
2 + δ2

3x̃δ1−
8δ3

2r − 4δ1δ
2
2 − 4δ2

1δ3 − 4δ2
1δ2 + 9δ1x̃δ

2
2 + δ2

1x̃δ3+

4δ2
1rδ2 + 4δ2

1rδ3 − 4δ1δ
2
2r + 4δ2

3rδ1 + 4δ2
3rδ2 − 4δ2

2rδ3+

18δ1x̃δ2δ3 − 8δ1δ2δ3)

Then we have that

df

dδ1
= −1

2

(2δ1x̃δ2 + δ2
1x̃+ 9δ2

2x̃− 4δ2
1 − 4δ2

2 − 8δ2δ1 + 4δ2
1r + 4δ2

2r + 8δ1rδ2)x̃

(δ1 + δ2)2

df

dδ2
=

4x̃

(δ1 + δ2)2(δ2 + δ3)2

[
(−δ2

1x̃δ
2
2 + δ4

2r − 2δ1x̃δ2δ
2
3 − 2δ2

1x̃δ2δ3 + 2δ2
1rδ2δ3 + 4δ1δ

2
2rδ3

+2δ2
3rδ1δ2 − 2δ2

1x̃δ
2
3 − δ2

3x̃δ
2
2 + δ2

1rδ
2
2 + 2δ1δ

3
2r + δ22rδ2

3 + 2δ23rδ3 + δ2
1rδ

2
3

]
df

dδ3
= −1

2

(2δ2x̃δ3 + 9δ2
2x̃+ δ2

3x̃− 4δ2
2 − 4δ2

3 − 8δ2δ3 + 4δ2
2r + 4δ2

3r + 8δ2rδ3)x̃1

(δ2 + δ3)2

Analysis for the λ1 in the L1 case can be completed as in the L2 case (3.10). We use the

same setting as in Figure 3.1 in subsection 3.2. By using similar proof as in Theorem 3.2.2,

we get the following result for λ1 for L1 fitting term.
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Theorem 3.3.2 The solution k̃ to

min
k
{1

2
‖k ? u− u0‖L1(−1,1) + λ1

∫ 1

−1

|∇k|dx}

is given by

δ1 = δ3, δ2 = −δ3(8r − 7x̃− 4)

(8r + 9x̃− 4)

where k̃ is defined from equation (3.7). In addition, λ1 is given by

λ1 = −1

4
− 81

64
x̃2 +

9

8
x̃− r2 − 1

4
rx̃+ r. (3.11)

The parameter λ1 is assumed to be chosen sufficiently large enough so there is no shift in the

kernel boundary regions.

The symmetry is preserved for δ1 and δ3 as before in L2 case. However, there is no

dependence on the shift of the intensity value nor on the size of kernel, except for δ2. In

addition, the parameter λ1 depends solely on the size of the kernel and the size of the object

in the image. As a result, we can directly determine λ1 with the knowledge of the image

object size and the support size of the kernel. Hence, the extra step of computation to

find the δi’s are saved and we can get an adaptive form for determining the kernel as in

subsection 3.2. The method is detailed in Algorithm 3.5.

Algorithm 3.5 Adaptive Scale Kernel Reconstruction for L1

Require: u0, the input image

Compute reference image ur via

{
ut = −|∇u|sign(L(u))

u(x, y, 0) = u0

.

Set λ1 = −1
4
− 81

64
x̃2 + 9

8
x̃− r2 − 1

4
rx̃+ r.

Compute k by solving ur(−x,−y) ? (ur(x, y) ? k − u0)− λ1∇ ·
(

∇k
|∇k|

)
= 0 by using λ1.

Output k.

We note here while there is no pixel by pixel values, we can change the value of x̃ based

on the position and emphasis larger and smaller objects in the image as needed.

3.4 Numerical Comparisons and Experiments

In this section, we consider various experiments using L1 or L2 fitting terms for functionals

(3.4) and (3.3).
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3.4.1 Numerical Implementation

For the numerical implementation of the L1 fidelity term in Euler-Lagrange form for equa-

tions (3.5) and (3.6), we utilize an adaptive form of the Lagged Diffusivity Fixed Point

method. We lagged both denominator terms in (3.5) to get an iteration on i of the form

ur(−x,−y) ?
(

ur(x, y) ? k
(i) − u0

|ur(x, y) ? k(i−1) − u0|

)
− λ1∇ ·

(
∇ki

|∇k(i−1)|

)
= 0

for i = 1, 2, . . . . The method converges similarly the Lagged Diffusivity Fixed Point method

and only requires ten iterations to converge. Similarly, for equation (3.6), we iterate on i for

k(−x,−y) ?
(

k(x, y) ? u(i) − u0

|k(x, y) ? u(i−1) − u0|

)
− λ2∇ ·

(
∇ui

|∇u(i−1)|

)
= 0

for i = 1, 2, . . . and the method has similar convergence properties.

Additionally, one can consider solving iterate u(n+1) into terms of ∆u(n+1) = u(n+1) −
u(n)by solving (

KTK − λ2L
)
∆u = −KT (Ku− u0) + λ2Lu (3.12)

for K being the lagged convolution matrix for kernel k and operator L being the lagged

diffusivity term. In Figure 3.3 we see the comparison. In image (a), the solution was

computed using ∆u, which in image (b), the result was computed directly for u. We can

see it is advantageous to solve directly in this case. As a result, we directly solve for the

equation (3.6) in our calculations.

The Semi-Blind method with kernel refinements is a straightforward implementation with

the new equations. The L1 version of the method is summarized below in Algorithm 3.6.

3.4.2 Scale Dependence in the L1 Fidelity Term

In this subsection, we consider the scale dependence we derived in section 3.3. Using equation

(3.11), we can see there is a clear dependence on the size of the kernel support region as well

as the size of the object in the image. A similar analysis works for image reconstruction and

deblurring and the results are similar. Hence, we should be able to see some dependence on

the change in λ2 with respect to the clarity achieved in the output image.

Using L1, there is a property of scale, as was seen in the work by [13] for the denoising

case and this can be also observed for deblurring cases. In Figure 3.4, we see a set of different

scaled boxes in the image. In (a) all the boxes have sharp edges still, (b) shows the next
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(a) (b)

Figure 3.3: (a) Image result after solving via equation (3.12). (b) Image result after a direct
solve for u. Note that the direct solution of u has cleaner output.

jump in the residual and only the smaller boxes loosing clarity at edges. In (c) we see a

similar result, but with a choice of λ2 larger. Finally, in (d) we see after the next increase in

λ2, the large boxes are losing distinct edge features and become blurry. In Figure 3.5(a) we

see the region where the λ2 values are changing in Figure 3.4(a)-(d).

In Figure 3.5(c), we see the plot of the value for λ1 versus the residual norm ‖k?u−u0‖L1

showing where these jumps in the residual have occurred.

As with the denoising case[13], we see the L2 version of the graphs, do not have the same

sharp jumps. In figure 3.5 we see in (b) the L1 graph and in (c) the corresponding region in

the L2 recovery of the image. You can see the L2 version of the solution results in a smooth

graph with no sharp jumps in (c).
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Algorithm 3.6 L1 Semi-Blind Method with Kernel Refinements

Require: u0, the input image

Compute reference image ur via

{
ut = −|∇u|sign(L(u))

u(x, y, 0) = u0

.

Solve ur(−x,−y) ? ur(x,y)?k(1)−u0

|ur(x,y)?k(1)−u0|
− λ1∇ ·

(
∇k(1)

|∇k(1)|

)
= 0 for k.

Apply the shock filter on k(1) to get k(2).
Compute |D| and |∂D|.
Denoise k(2) with small λ to get k(3).
Compute δij = k(2) − k(3).

Set λij = δij ∗ |D|
|∂D| .

Denoise with λij to get k(4).

Solve k(4)(−x,−y) ? k(4)(x,y)?u−u0

|k(4)(x,y)?u−u0|
− λ2∇ ·

(
∇u
|∇u|

)
= 0 for u.

Output image u.

3.4.3 Fitting Term Comparisons

We experiment with the original AM method [23] with different combinations of p for two

coupled equations.

min
k

1

p1

∫
Ω

|k ? u− u0|p1 dx dy + λ1

∫
Ω

|∇k| dx dy

min
u

1

p2

∫
Ω

|k ? u− u0|p2 dx dy + λ2

∫
Ω

|∇u| dx dy
. (3.13)

Figure 3.6 shows results of using different combinations of pi values, either 1 or 2. Note

that for this experiment, we choose λi to emphasize the effect of details while sacrificing

smoothness of the final image to better illustrate the effects of using different pis. Comparing

p2 values, which is the fitting terms for the image functional in equation (3.13), the first

column images with L1 fitting (p2 = 1) gives better details with less noisy artifacts compared

to the second column images with L2 fitting. This result is consistent with the fact that in

general L1 fitting is better for recovering details of images. Comparing different p1 values

for the kernel functional, the second row using p1 = 2 gives better results in the final image.

This choice will depend on the kind of true kernel used in generating u0. Here we used out

of focus blur for the experiments, and L2 fitting seems to recover kernel much closer to true

kernel function. In this case, we conclude that the best choice is image (c), using p1 = 2 and

p2 = 1 for AM method: L2 fitting for kernel functional and L1 fitting for image functional.

We apply the same comparison for Semi-Blind method in Figure 3.7. When we compare
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(a) (b)

(c) (d)

Figure 3.4: Comparison of image recovery using various values of λ1. (a) λ1 = 3.2 × 10−5:
Image before first jump (b) λ1 = 5.6× 10−5: After first jump, edges on the small boxes are
lost (c) λ1 = 9.0 × 10−5: Show before the next jump (d)λ1 = 2.6 × 10−4: Shows after the
second jump, where large boxes loose edge detail.

the columns, we see that p2 = 1 (L1 fitting for image functional (3.3)), the first column,

produces better results. By comparing the rows, we see that the second row (L2 fitting

term for kernel functional, p1 = 2) results in better images. This is similar to analysis in

AM method settings. In [35], the authors presented a similar analysis using a known kernel

function, which is assumed to be Gaussian. Their results show that the L1 norm fitting is

particularly well suited for images and is not affected by outlying data. This is consistent

with our results for both the blind deconvolution AM method [23]) as well as Semi-Blind

methods for the image functional (3.3).

3.4.4 Examples

Our first example in Figure 3.8 uses the L2 kernel result with the L1 image result(p1 =

2, p2 = 1) with a noisy and blurry image from Figure 2.9(b). The result you see is similar.
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Figure 3.5: (a) The graph of λ1 versus L1 norm for the affect image in figure 3.4. (b) The
graph of λ1 versus the L1 residual norm (c) The graph of λ1 versus the L2 residual norm.
Note that the L2 graph is smoother than the L1 graph.

However, extra smoothing had to be applied as in the L2 case in Figure 2.9 so the result is

not as visually pleasing as we would desire.

The next example is using a direction kernel function, the same one that is used in

Figure 2.10. However in Figure 3.9, we see that the results are superior, due to using the

L1 norm for the kernel and image recovery. The reason the L1 norm is used for the kernel,

is since the kernel has such a small region, the computations results in a closer approximate

than using the L2 norm. In addition, we have already shown that the L1 calculations for

image results in cleaner output and this is justifies this further for p = 2.

The final example is a natural image, using the L1 norm for images but L2 for the kernel

and is shown in Figure 3.10. We can see the result appears to be slightly better for this L1

approximation. If we compare them side-by-side, we can see this is in fact true in Figure 3.11.

We see in Figure 3.11(a), the output image from using the L2 norm, while image (b) is from

the using the L1 norm. We note that we can see less ”ringing” effects in the L1 version of

the image which further reinforces that the L1 image reconstruction is superior to the L2

reconstructed image.

Copyright c© James H. Money 2006
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(a) (b)

(c) (d)

Figure 3.6: Comparison on using different p1 and p2 in AM method (3.1) setting. Note
that we exaggerated the results by choosing λ1 to emphasize the details in the image while
sacrificing smoothness of the final image. (a) L1 fitting for both kernel and image functional
(p1 = p2 = 1). (b) L1 fitting for kernel and L2 fitting for image (p1 = 1,p2 = 2). (c) L2

fitting for kernel and L1 fitting for image (p1 = 2,p2 = 1). (d) The original AM method [23]
with p1 = p2 = 2. The first column images with p2 = 1 have more details recovered, and the
second row images with p1 = 2 has clearer results.
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(a) (b)

(c) (d)

Figure 3.7: Comparison on using different p1 and p2 for Semi-Blind method. (a) L1 fitting
for both kernel and image functional (p1 = p2 = 1). (b) L1 fitting for kernel and L2 fitting
for image (p1 = 1,p2 = 2). (c) L2 fitting for kernel and L1 fitting for image (p1 = 2,p2 = 1).
(d) L2 fitting for both kernel and image functional (p1 = p2 = 2). The first column images
with p2 = 1 have less “ringing” effects, and the second row images with p1 = 2 has clearer
results.

Figure 3.8: Results from the L1 recovery of the noisy image. Note the extra smoothing that
had to be applied.
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(a) (b)

(c) (d)

Figure 3.9: Figure (a) is the non-centrosymmetric kernel. Image (b) is the corresponding
blurry image. Image (c) is the reference image. Image (d) is the computed image. Note that
the output image is accurate and improved over Figure 2.10(d).
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(a) (b)

(c) (d)

Figure 3.10: Figure (a) is the true image. Image (b) is the corresponding blurry image.
Image (c) is the reference image. Image (d) is the computed image.
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(a) (b)

Figure 3.11: Image (a) is the L2 norm image using the correct kernel. Image (b) is the same
output using the L1 norm. We can see the L1 norm is clearly better for natural images since
there is less ”ringing” effects.
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4 Discretized Picard’s Method

4.1 Modified Picard Method for PDEs

In the PDE version of Picard’s Method[70], one considersut = P (u, ∂u
∂x
, ∂u

∂y
, . . . , ∂2u

∂x2 ,
∂2u
∂x∂y

, . . . )

u(·, 0) = q(·)

where P and q are n variable polynomials. Parker and Sochacki’s method is to compute the

iterates φ0(t) = q(·)

φn+1(·, t) = q(·) +
∫ t

0
P (φn(·, s)) ds, n = 0, 1, 2, . . .

We truncate the terms with t-degree higher than n at each step since these terms do not

contribute to the coefficient for the tn+1 term in the next iteration. We denote the degree of

the Picard iterate as j for φ(j)(t), given this truncation that is performed. This method is

summarized below in Algorithm 4.7.

Algorithm 4.7 Modified Picard Method for PDEs

Require: q, the initial condition, and P the polynomial system
Require: ∆t and numtimesteps
Require: degree the degree of the Picard approximation

for i from 1 to numtimesteps do
φ0(·, t) = q(·)
for j from 1 to degree do
φj(· · · , t) = q(·) +

∫ t

0
P (φj−1(·, s)) ds

Truncate φj(·, t) to degree j in t.
end for
q(·) = φdegree(·,∆t)

end for

This algorithm is called the Modified Picard Method(MPM). While the MPM algorithm

easily computes the approximates since it only depends on calculating derivatives and in-

tegrals of the underlying polynomials, it has some limitations. In [70], the authors showed

how to handle the PDE including the initial conditions. However, the method requires the

initial conditions in polynomial form. While in some PDEs this is the case, many times one

computes a Taylor polynomial that approximates the initial condition to high degree. This
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results in a substantial increase in computational time. For some problems, the initial con-

dition is not explicitly known, but only a digitized form of the data. For example, in image

processing, most of the data has already been digitized and we have to interpolate the data

using polynomials in order to apply the MPM. If this is done, the resulting polynomial may

not effectively approximate the derivatives of the original function. The polynomial approx-

imation might contain large amounts of oscillations that does not represent the underlying

data accurately. Finally, we would also like to be able to handle boundary conditions in a

simple manner, but keep the extensibility of the MPM, which does not allow for a boundary

condition.

4.2 Discretized Picard’s Method

To overcome the deficiencies listed in section 4.1, we consider the underlying discrete data

directly. We consider the initial condition u0 = u0i1i2...im
where u0 ∈ <n1×n2×···×nm is a

matrix of m dimensions. Instead of applying the derivatives directly, we consider a set of

linear operators Li where i = 1, 2, . . . k that approximate the derivatives. Then, instead of

solving the PDE ut = P (u, ∂u
∂x
, ∂u

∂y
, . . . , ∂2u

∂x2 ,
∂2u
∂x∂y

, . . . )

u(·, 0) = q(·)

we consider using the Li to approximate the various derivatives and solving this PDE by

approximation by ut = P (u, L1u, L2u, . . . , Lku)

u(·, 0) = u0i1i2...im

We define multiplication of two elements u and v component-wise, instead of the using

standard matrix multiplication. Then, we compute the iteratesφ0(t) = u0

φn+1(t) = u0 +
∫ t

0
P (φn(s), L1φn(s), L2φn(s), . . . , Lkφn(s)) ds, n = 0, 1, 2, . . .

The resulting method computes the discretized solution of the PDE, but is continuous in

the time variable. In section 4.3, we illustrate the importance of requiring the operators

Li to be linear in order to get a similar result to the MPM. Given we are utilizing the

underlying discrete data in the space variables, we call this new method the Discretized

Picard Method(DPM). The new method is listed in Algorithm 4.8.
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Algorithm 4.8 Discretized Picard Method

Require: u0, the initial condition, and P the polynomial system
Require: L1, L2, . . . , Lk, the linear approximations to the derivatives
Require: ∆t and numtimesteps
Require: degree the degree of the Picard approximation

for i from 1 to numtimesteps do
φ0(·, t) = u0

for j from 1 to degree do
φj(t) = u0 +

∫ t

0
P (φj−1(s), L1(φj−1(s), . . . , Lk(φj−1(s)) ds

end for
u0 = φdegree(∆t)
Enforce boundary conditions on u0.

end for

4.2.1 Computation of Li

For the linear operator, there are many discrete operators available for Li[see [62, 52]]. For

example, one could use finite differences, finite elements, or Galerkin methods. In this

chapter, the operator chosen is the finite difference(FD) operator. For example, if ut = uxx,

we can choose the operator L to satisfy central difference scheme

Luj =
uj+1 − 2uj + uj−1

∆x
.

The operator L is extended easily to the two and three dimension case. In section 4.4, we

show how the choice of the operator determines the stability condition for the maximum

timestep size. In addition, the first and last terms in the one dimension case, and all the

boundary terms in the two and three dimension cases will have to be handled separately.

We discuss this further in section 4.2.2.

Recall, from section 1.2.1, that a PDE ut = f(u, ∂u
∂x
, . . . ), is considered projectively

polynomial if it can be rewritten as a system of equations in n-variables so that Y ′ =

P (Y, ∂Y1

∂x
, . . . ) where Y = [Y1, . . . , YN ] and P is polynomial.

For a general class of linear operators based on a linear finite difference(FD) scheme, we

deduce that the system remains projectively polynomial, which is summarized by the lemma

and theorem below.
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Lemma 4.2.1 Consider solving via the DPM the PDEut = Mu

u(·, 0) = u0

for some linear differential operator M and initial matrix u0. Assume that L ≈ M is

corresponding linear finite difference operator. Assume L is defined by

Lui1i2...im =
∑

j1,j2,...,jm

αj1,j2,...,jmui1+j1,i2+j2,...,im+jm

Then the PDE is projectively polynomial.

Proof. This follows directly from the definition since Lu is the sum of degree one terms. �

Since the linear operator L is projectively polynomial, we see by extension, the general

problem is also projectively polynomial.

Theorem 4.2.1 Consider solving the PDEut = P (u, ∂u
∂x
, ∂u

∂y
, . . . , ∂2u

x2 , . . . )

u(·, 0) = u0(· · · )

by using the DPM method ofut = P (u, L1u, L2u, . . . , Lmu)

u(·, 0) = u0i1i2...im

where each Li, i = 1, . . .m are linear as in Lemma 4.2.1. Then the system is projectively

polynomial.

Proof. From Lemma 4.2.1, we know that each Li is polynomial and in fact linear. The re-

sulting system is the composition of polynomial terms and has to be projectively polynomial.

�

As a result, the results of the MPM method with regards to truncating terms can be

extended to DPM. Thus, after each iterate is computed, we truncate the terms to degree n,

assuming we have computed the n-th iterate.
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4.2.2 Boundary Conditions

The boundary conditions need to be handled carefully in DPM due to the use of higher

degree iterates. When the degree of the iterate is one, normal boundary conditions are

applied, similar to a FD scheme. However, since the degree one iterate is used to compute

the second degree iterate, and similarly for degree three and higher, we must calculate the

values at the boundary. The approach we take is to compute one side derivatives for the

FD scheme at the boundaries. Figure 4.1, illustrates the problem with boundary conditions.

When using a degree one iterate, the terms at point x1 and xJ need to be calculated, where

J is the number of discrete data points and the linear operator has a 3 point stencil. If we

do not enforce the one sided derivatives at this stage, the data at x1 and xJ is invalid for

the degree two iterate, and then, x2 and xJ−1 is invalid after the second iterate is computed.

This continues, reducing the available data as the degree of the Picard iterate increases,

unless we enforce one sided derivatives at each step.

Figure 4.1: Boundary Conditions The similarly shaded regions are lost if one sided derivatives
are not enforced as the degree of the iterates increase.

As a result, we enforce the linear operator to compute one sided derivatives at the edges

of the domain. For example, in the one dimension example of ut = uxx with L being the

centered difference scheme, we use the end condition in one dimension to be

LuJ =
uJ − 2uJ−1 + uJ−2

∆x2

and a similar term for Lu1. Now, we have all the values, and there is no ambiguity in the

values at the boundary for any of the degrees of the iterates.

4.3 Comparison of MPM with DPM and Finite Differences

In this section, we compare the MPM to the DPM. While the MPM computes the power series

form for the function u, the DPM computes the exact same result, but with an approximation
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to the derivatives at each step. For example, we consider solving the following PDEut = ux

u(x, 0) = u0(x)

compared to the DPM method of ut = Lu

u(x, 0) = u0(x)
(4.1)

where L is the operator for central difference scheme. If we compute the iterates for MPM

we get,

p(0)(t) = u0

p(1)(t) = u0 + u0xt

p(2)(t) = u0 + u0xt+ u0xxt
2/2

p(3)(t) = u0 + u0xt+ u0xxt
2/2 + u0xxxt

3/6

. . . ...

while the DPM computes

φ(0)(t) = u0

φ(1)(t) = u0 + L(u0)t

φ(2)(t) = u0 + L(u0)t+ L2(u0)t
2/2

φ(3)(t) = u0 + L(u0)t+ L2(u0)t
2/2 + L3(u0)t

3/6

. . . ...

and we note that L2 would be a 5 point approximation to uxx and L3 would be a 7 point

approximation to uxxx. By choosing L to be the centered difference scheme, (4.1) corresponds

to the approximated derivatives.

If we consider a nonlinear example, the correspondence between derivatives and the linear

operator is still true. If we consider Burger’s equationut + (u2

2
)x = 0

u(x, 0) = α(x)
,

we can first project to a simpler polynomial system to ease our calculations. Let w = u2

2
to
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get the equivalent systemut + wx = 0 u(x, 0) = α(x)

wt + uwx = 0 w(x, 0) = α2(x)
2

= β(x)
.

Consider the following integral form of this system

u(x, t) = α(x)−
∫ t

0

wx(x, τ)dτ

w(x, t) = β(x)−
∫ t

0

u(x, τ)wx(x, τ)dτ

and the Picard iteration for this system

u(k+1)(x, t) = α(x)−
∫ t

0

w(k)
x (x, τ)dτ

w(k+1)(x, t) = β(x)−
∫ t

0

u(k+1)(x, τ)w(k+1)
x (x, τ)dτ.

Now let L be a linear approximation for ∂
∂x

. This leads to the following discrete in space

approximation

u
(k+1)
j (t) = αj −

∫ t

0

L[w
(k)
j (τ)]dτ

and

w
(k+1)
j (t) = βj −

∫ t

0

u
(k+1)
j (τ)L[w

(k+1)
j (τ)]dτ

to this iteration where j indicates xj = j∆x. We let

u
(0)
j = αj and w

(0)
j = βj.

The Picard iterates are for k = 0 are

u
(1)
j (t) = αj −

∫ t

0

L[w
(0)
j (τ)]dτ = αj − L[w

(0)
j ]t

w
(1)
j (t) = βj −

∫ t

0

u
(0)
j (τ)L[w

(0)
j (τ)]dτ = βj − u

(0)
j L[w

(0)
j ]t
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Similarly for k = 1, we get

u
(2)
j (t) = αj −

∫ t

0
L[w

(1)
j (τ)]dτ = αj −

∫ t

0
L[βj − u

(0)
j L[w

(0)
j ]τ ]dτ

= αj − L[w
(0)
j ]t+ L[u

(0)
j L[w

(0)
j ]] t2

2

and

w
(2)
j (t) = βj −

∫ t

0
u

(1)
j (τ)L[w

(1)
j (τ)]dτ = βj −

∫ t

0
(αj − L[w

(0)
j ]τ)L[βj − u

(0)
j L[w

(0)
j ]τ)]dτ

= βj − u
(0)
j L[w

(0)
j ]t+ (u

(0)
j L[u

(0)
j L[w

(0)
j ]] + L[w

(0)
j ]2) t2

2

Then for k = 2 we have

u
(3)
j (t) = αj −

∫ t

0
L[w

(2)
j (τ)]dτ

= αj −
∫ t

0
L[βj − u

(0)
j L[w

(0)
j ]τ + (u

(0)
j L[u

(0)
j L[w

(0)
j ]] + L[w

(0)
j ]2) τ2

2
dτ

= αj − L[w
(0)
j ]t+ L[u

(0)
j L[w

(0)
j ]] t2

2
− L[u

(0)
j L[u

(0)
j L[w

(0)
j ]] + (L[wj

0])
2)] t3

3!

and

w
(3)
j (t) = βj −

∫ t

0
u

(2)
j (τ)L[w

(2)
j (τ)]dτ = βj −

∫ t

0
(αj − L[w

(0)
j ]τ + L[u

(0)
j L[w

(0)
j ]] τ2

2
)∗

L[βj − u
(0)
j L[w

(0)
j ]τ + (u

(0)
j L[u

(0)
j L[w

(0)
j ]] + L[w

(0)
j ]2) τ2

2
]dτ

= βj − u
(0)
j L[w

(0)
j ]t+ (u

(0)
j L[u

(0)
j L[w

(0)
j ]] + L[w

(0)
j ]2) t2

2

−(u0
jL[u

(0)
j L[u

(0)
j L[w

(0)
j ]] + L[w

(0)
j ]2]+

3L[w0
j ]L[u0

jL[w0
j ] + L[w0

j ]L[u
(0)
j L[w

(0)
j ]]) t3

3!

And we can continue for higher values of k. However, we can now replace w0
j with (u0

j)
2/2

and have

u
(1)
j (t) = αj − L[

(u0
j )2

2
]t

u
(2)
j (t) = αj − L[

(u0
j )2

2
]t+ L[u

(0)
j L[

(u0
j )2

2
]] t2

2

u
(3)
j (t) = αj − L[

(u0
j )2

2
]t+ L[u

(0)
j L[

(u0
j )2

2
]] t2

2
− L[u

(0)
j L[u

(0)
j L[

(u
(0)
j )2

2
]] + (L[

(u
(0)
j )2

2
])2] t3

3!

We note that these iterates are the same as the MPM iterates, except with the linear approx-

imation L applied instead of differentiating at each step. The pattern can now be extended

as well for other nonlinear problems. This process also works on generating a space dis-

cretization with time Picard iteration on any equation of the formut + (f(u))x = 0

u(x, 0) = α
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where f is polynomial.

The DPM method iterates of degree one and two are related to standard FD schemes.

The forward time FD scheme is related to the degree one iterate of DPM. When the degree

of DPM is two, we get the DPM method is equivalent to the Lax-Wendroff scheme when the

appropriate operator is choosen. The following theorem illustrates the relations between the

forward time difference scheme and the Lax-Wendroff scheme.

Theorem 4.3.1 Consider applying the Discretized Picard Method to the equationut = Mu

u(·, 0) = u0

for some linear differential operator M and initial matrix u0. Assume that L ≈ M is

corresponding linear finite difference operator. Then, the degree one Picard iterate is the

same as the finite difference scheme using the operator L and the degree two Picard iterate

is the Lax-Wendroff scheme, if the operator L is chosen to use a stencil with half steps.

Proof. For the degree one iterate, we compute the iterate

φ(1)(t) = u0 +

∫ t

0

Lu0 ds

Evaluating, we get

φ(1)(t) = u0 + Lu0t

and by rearranging we get

φ(1)(t) = u0 + Lu0t

φ(1)(t)− u0

t
= Lu0

φ(1)(t)− φ(0)(t)

t
= L[φ(0)(t)]

Letting un+1 = φ(1)(t) and un = φ(1)(t) we get

un+1 − un

t
= Lun

Now letting t = ∆t, we get the desired result.
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For the second degree iterate, we compute

φ(2)(t) = u0 +

∫ t

0

L(φ(1)(t)(s)) ds

By expanding and rearranging, we obtain:

φ(2)(t) = u0 +
∫ t

0
L(u0 + Lu0s) ds

= u0 +
∫ t

0
Lu0 + L2u0s ds

= u0 + Lu0t+ L2u0t
2/2

But, we note that the Lax Wendroff method computes

u0 + utt+ uttt
2/2

and using that utt = L(Lu) = L2u, and choosing the correct operator L with half step points

for the stencil, the proof is complete. �

4.4 Stability

In this section, we consider the stability of the DPM as the degree of the Picard iterates

increase. In general, we cannot determine a condition for any degree m, but we show that

the stability region is increasing for all our examples. For the first example, we consider

solving the transport equation ut = ux

u(·, 0) = u0

using the central difference scheme

Luj =
uj+1 − uj−1

2∆x

with one sided difference at the boundary and in one dimension. The first assertion we

make is about the term Lnu, since this is needed to compute the Von-Neumann analysis for

stability.
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Lemma 4.4.1 For the linear operator Luj =
uj+1−uj−1

2∆x
, we have that

Lnuj =

∑n
i=0 (−1)i (n

i

)
uj−2i+n

(2∆x)n

Proof. We illustrate a method that is less algebraic and relies on functionology and combi-

natorics for a proof. For further reference, please see [71, 79]. We define a sequence (Un) in

R[[x]] by U0(x) =
∑

j ujx
j and Un(x) =

∑
j L

n(uj)x
j. Since L is linear, we have the relation

Ln(uj) =
Ln−1(uj+1)− Ln−1(uj−1)

2∆x

for n > 0. Multiplying by xj and summing over all j ∈ Z+ we get that

Un(x) =
∑

j

[
Ln−1(uj+1)−Ln−1(uj−1)

2∆x

]
xj

= 1
2∆x

[
Un−1(x)

x
− xUn−1(x)

]
= 1

2∆x
1−x2

x
Un−1(x)

Hence, we have Un(x) =
(

1
2∆x

1−x2

x

)n

U0(x). Thus, we have

Ln(uj) = [xj]
(

1
2∆x

1−x2

x

)n

U0(x)

=
(

1
2∆x

)n
[xj+n](1− x2)nU0(x)

where [xj] denotes the j-th coefficient of the expansion immediately to the right. If we apply

the binomial theorem to the right hand side we see that

Ln(uj) =
(

1
2∆x

)n∑n
i=0

(
n
i

)
(−1)iu(j+n)−(2i)

=
(

1
2∆x

)n∑n
i=0

(
n
i

)
(−1)iuj−2i+n

which completes the proof. �

Now, given we have each term explicitly, we can now compute the stability polynomial

for any degree of our Picard iterate.

Theorem 4.4.1 The Picard iterates of degree m forut = ux

u(·, 0) = u0
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using the central scheme result in the stability polynomial

λ = 1 +
m∑

n=1

[
νn

n!

n∑
l=1

(−1)l

(
n

l

)
ei(n−2l)

]

where ν = ∆t
2∆x

.

Proof. From the Picard iterates, we compute the degree m iterate to be

φ(m)(t) = u0 + Lu0t+ L2u0t
2/2! + . . . Lmu0t

m/m!

Let um = φ(m)(t). Then, applying the formula above, we get

um
j = u0j

+ Lu0j
t+ · · ·+ Lmu0j

tm/m!

Then, settings t = ∆t and ν = ∆t
2∆x

, we obtain

um
j = u0j

+ νLu0j
+ ν2/2!Lu0j

+ · · ·+ νm/m!Lmu0j

or

um
j = u0j

+
m∑

n=1

Lmu0j
νn/n!

By applying theorem 4.4.1, we obtain

um
j = u0j

+
m∑

n=1

νn

n!

[
n∑

l=0

(−1)l

(
n

l

)
uj−2l+n

]

Then, letting uj = λneijδx we get

λ = 1 +
m∑

n=1

νn

n!

[
n∑

l=0

(−1)l

(
n

l

)
ei(n−2l)

]

and this completes the proof. �

Now, let us consider the case of the first four iterates to illustrate the change in the

stability condition as the degree increases:

71



Theorem 4.4.2 The stability condition for the first four iterates ofut = ux

u(·, 0) = u0

using the central difference scheme are

Degree Stability Condition

1 unstable

2 unstable

3 ν ≤
√

3
2

4 ν ≤
√

2

for ν = ∆t
2∆x

.

Proof. While the result for m = 1 case can be obtained by the usual means for FD scheme,

we wish to illustrate an alternate method that makes the computation slightly easier and

more straightforward. We consider the stability polynomial

λ = 1 + ν
[
eij∆x − e−ij∆x

]
for degree one or

λ = 1 + 2iν sin θ

where θ = j∆x. We have

|λ| = λλ = 1 + 4ν2 sin2 θ

showing the scheme is unstable. To complete our formal analysis, define

f(ν, θ) := 1 + 4ν2 sin2 θ

Then, we fix ν and find the minimum of θ by calculus:

fθ = 8ν2 sin θ cos θ = 0

Hence, we have θ = 0, π, π/2,−π/2. Filling in those values, we obtain the set of polynomials

f(ν, 0) = f(ν, π) = 1
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f(ν, π/2) = f(ν,−π/2) = 1 + 4ν2

and we want both these to to be less than one for ν ≥ 0, ie:1 ≤ 1

1 + 4ν2 ≤ 1

However, no choice of ν satisfies all these requirements and we conclude that the degree one

polynomial is unstable.

Now, we complete a similar analysis on degree two and get the same result. But for

degree m = 3, we have

λ = 1 + 2iν sin θ + ν2(cos 2θ − 1) +
ν3

3
i [sin (3θ)− 3 sin θ]

We define

f(ν, θ) := |λ|2

and compute ∂f
∂θ

(ν, θ) = 0 and get the real solutions are

θ = 0,−π
2
,
π

2
.

Thus, we have the polynomial conditionsf(ν, 0) = f(ν, π) = 1 ≤ 1

f(ν,−π/2) = f(ν, π/2) = 1− 4/3ν4 + 16/9ν6 ≤ 1

which is satisfied when ν ≤
√

3
2

. The bound for DPM iterate of degree four is similar to

derive and the calculations result in ν ≤
√

2. �

In the case of the degree three and four iterates, the CFL condition is violated. Thus,

we need not choose any higher degree iterate than three for the DPM. As a result, we use a

degree three iterate with ν ≤ 1.

For the heat equation in one dimension, a similar analysis can be completed and is listed

below.
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Theorem 4.4.3 The stability condition for the first four iterates ofut = uxx

u(·, 0) = u0

using the central difference scheme are

Degree Stability Condition

1 ν ≤ 1
2

2 ν ≤ 1
2

3 ν ≤
3
√

4+
√

17

4
− 1

4
3
√

4+
√

17
+ 1

4

4 ν ≤ 1
12

3
√

172 + 36
√

29− 5

3
3
√

172+36
√

29
+ 1

3

for ν = ∆t
(∆x)2

.

A similar analysis work for the two dimension datasets. We consider the process of

applying the heat equation in two dimensions and we get a corresponding analysis for stability

from the theorem below.

Theorem 4.4.4 The stability condition for the first four iterates for solvingut = uxx + uyy

u(·, 0) = u0

via DPM using the central difference scheme is

Degree Stability Condition

1 1
4

2 1
4

3 ν ≤ 1
2

[
3
√

4+
√

17

4
− 1

4
3
√

4+
√

17
+ 1

4

]
≈ 0.3140931658

4 ν ≤ 1
2

[
3
√

172+36
√

29

12
− 5

3
3
√

172+36
√

29
+ 1

3

]
≈ 0.3481616954

for νx = νy = ν = ∆t
(∆x)2

.
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Proof. We can handle the two dimension case similar to the one dimensional case. Here we

need to form f(νx, νy, θ, ω) = λ and then solvefθ(νx, νy, θ, ω) = 0

fω(νx, νy, θ, ω) = 0

For the degree two iterate, we get 

θ = 0 ω = 0

θ = 0 ω = π

θ = π ω = 0

θ = π ω = π

Then we compute f(ν, nu, ·, ·) for each value of θ and ω and we get

−1 ≤ 1 ≤ 1

−1 ≤ 1− 4ν + 8ν2 ≤ 1

−1 ≤ −1 ≤ 1− 4ν + 8ν2 ≤ 1

−1 ≤ 1− 8ν ≤ 1

Solving for all cases and combining the answer we get thatν ≤ 1/4. We can apply the same

analysis and compute the result for degree three and four.

We note here, that we can let νx 6= νy by writing νy = cνx for some constant c and apply

the same analysis above and get a similar result when the space grid is not square.

4.5 Numerical Implementation and Examples

All the examples are implemented in Matlab using a 2Ghz Pentium IV. In order to implement

the DPM, an object class for computing the iterates was developed that utilizes matrix coef-

ficients. This object class implements all the basic mathematical operations and includes an

integral operator over the time domain. The linear operators are implemented as pluggable

modules for the DPM routine which makes the method versatile when considering different

types of PDEs and testing different operators used for each derivative. All the floating point

arithmetic is computed in double precision.
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The first example we consider isut = ux

u(x, 0) = sinx
.

We use the centered difference operator for the first derivative, which is Luj =
uj+1−uj−1

2∆x
.

We choose ∆x = 1/100, and ran the method for a total of 200 iterations using a degree

three iterate with ∆t = ∆x, the maximum value allowed by the CFL condition. The result

is shown in Figure 4.2 for times t = 0, 2, 4. We note that while the first two iterates are

unstable, using the degree three iterate results in a stable method.
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True solution
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Figure 4.2: Degree 4 iterate for solving ut = ux using a centered difference scheme.

The second example is using the heat equation in one dimension. We used the centered

difference scheme Luj =
uj+1−2uj+uj−1

(∆x)2
. The degree four iterate is used again for computation

and the result is shown in Figure 4.3. We note the computational cost of computing using

the higher degree iterate allows us to compute the final result in less timesteps.

The third example we present is to solve inviscid form of Burger’s equation, which isut = −uux

u(0, x) = f(x)
. (4.2)

We choose f(x) = −3/π tan−1 x+3/2. We see the computed result up to the start of the

shock formation in Figure 4.4(a) using DPM. In (b), the same result is computed using the

Lax-Wendroff scheme. However, the stability condition is O(∆t/(∆x)2) for Lax-Wendroff,

but the third degree DPM only requires ∆t/∆x ≤ 1/4. As a result, 21000 iterates must

be computed for the Lax-Wendroff versus 420 for the DPM method. The computational
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Figure 4.3: Degree 4 iterate for solving ut = uxx using a centered difference scheme.

savings, even with computing the higher degree iterates, is substantial.

The final example we present is an image smoothing example. Using the fourth degree

iterate for solving ut = ∆u with the noisy initial image in Figure 4.5(a), we compute the

result in less time. The intermediate and final results are shown in Figure 4.5(b) and (c).

Here, we chose the maximum value for ν = ∆t/(∆x)2 in Theorem 4.4.4.

Copyright c© James H. Money 2006
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Figure 4.4: Degree 3 iterate for solving ut = −uux in the present of a shock. (a) is computed
via DPM. (b) is the same result using Lax-Wendroff

(a) (b) (c)

Figure 4.5: Degree 3 iterate for solving ut = ∆u in 2D using a centered difference scheme.
Image (a) is the initial noisy image. Image (b) is the result after 5 iterations. Image (c) is
the result after 10 iterations.
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5 EIGIFP

5.1 Inverse Free Krylov Subspace Method

In this chapter, we consider locating a small number of the algebraically smallest eigenvalues

of the pencil (A,B). We assume that A and B are symmetric and sparse, and that B > 0.

We utilize the theory of Golub and Ye [40] for an inverse free method for the generalized

eigenvalue problem by computing approximations to the shifted pencil (A − ρkB,B). By

computing the shifted pencil, no direct inversion of B is required and we avoid problems

that arise when B is ill-conditioned.

The core of eigifp is this inverse free preconditioned Krylov subspace projection method[40].

First, we describe the basic method and we describe some enhancements incorporated into

eigifp. We note that the basic method with a different development of preconditioning

strategy is described by Knyazev [43] (see also [3, p.360]). A prior version of this work also

appears in [51].

Throughout, we shall consider the smallest eigenvalue of (A,B). Indeed, a direct call to

eigifp computes the k smallest eigenvalues. To compute the largest eigenvalue of (A,B),

we just need to compute the smallest eigenvalue of (−A,B) and reverse the sign.

5.1.1 Basic Method

Given an approximate eigenvector xk, we construct a new approximation xk+1 by the Rayleigh-

Ritz projection of (A,B) onto the Krylov subspace

Km(A− ρkB, xk) := span{xk, (A− ρkB)xk, . . . , (A− ρkB)mxk}

where ρk = xT
kAxk/x

T
kBxk is the Rayleigh quotient and m is a parameter to be chosen.

Specifically, let Zm be the matrix consisting of the basis vectors of Km. We then form the

matrices

Am = ZT
m(A− ρkB)Zm

and

Bm = ZT
mBZm,
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and find the smallest eigenpair (µ1, v1) for (Am, Bm). Then the new approximate eigenvector

is

xk+1 = Zmv1

and, correspondingly, the Rayleigh quotient

ρk+1 = ρk + µ1

is a new approximate eigenvalue.

Iterating with k, the above forms the outer iteration of the method. Now, to construct

the basis vectors Zm, an inner iteration will be used, where m is dimension of the subspace

in the approximation. Since m can vary independently of k, we call this construction of

the basis vectors an inner iteration, typically using the Lanczos or Arnoldi algorithms. We

use either the Lanczos algorithm to compute an orthonormal basis or the Arnoldi algorithm

to compute a B-orthonormal basis. While in theory the outer iteration is independent of

the bases constructed, they have different numerical stability. Experiments(see [40]) lead

us to use an orthonormal basis by the Lanczos method when the outer iteration is not

preconditioned and to use a B-orthonormal basis by the Arnoldi algorithm when the outer

iteration is preconditioned (see below).

Golub and Ye [40] showed that ρk converges to an eigenvalue and xk converges in direction

to an eigenvector. Furthermore, they have the following local convergence result.

Theorem 5.1.1 Let λ1 < λ2 ≤ · · · ≤ λn be the eigenvalues of (A,B) and (ρk+1, xk+1) be the

approximate eigenpair obtained from (ρk, xk) by one step of the inverse free Krylov subspace

method. Let σ1 < σ2 ≤ · · · ≤ σn be the eigenvalues of A− ρkB. If λ1 < ρk < λ2, then

ρk+1 − λ1 ≤ (ρk − λ1)ε
2
m +O((ρk − λ1)

3/2) (5.1)

where

εm = min
p∈Pm,p(σ1)=1

max
i6=1

|p(σi)| ≤ 2

(
1−

√
ψ

1 +
√
ψ

)m

,

Pm denotes the set of all polynomials of degree not greater than m, and

ψ =
σ2 − σ1

σn − σ1

.

This bound shows that the speed of convergence depends on m and the relative gap

between σ1 and σ2, ψ. We also note that a key condition of the theorem is that ρk ∈ (λ1, λ2).
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We accelerate the convergence of eigifp by increasing the spectral gap ψ through an

equivalent transformation that we call preconditioning. One way of doing this is the congru-

ence transformation

(Â, B̂) := (L−1AL−T , L−1BL−T ), (5.2)

which preserves the eigenvalues λi but changes σi. Indeed, applying our algorithm to (Â, B̂),

the speed of convergence depends on the spectral gap of

Â− ρkB̂ = L−1(A− ρkB)L−T .

By choosing L to be the factor in the LDLT factorization of A−ρkB with D being a diagonal

matrix of ±1, we obtain an ideal situation where ψ = 1 and hence εm = 0. In practice, we

can use an incomplete LDLT factorization to arrive at a small εm.

As in the preconditioned conjugate gradient method, preconditioning transformation

(5.2) can be carried out implicitly; Golub and Ye [40] give a detailed algorithm. Indeed,

the only operation involving the preconditioning transformation is L−TL−1. Thus, if M is

approximately A − λ1B and is symmetric positive definite, then we only need M−1 to im-

plement the preconditioned iteration. We call M−1 a preconditioner, which need not be in

the factorized form L−TL−1.

We also note the method has recently been extended to the block case similar to the

Lanczos block algorithm in [63]. This block method allows one to calculate multiple or

clustered eigenvalues in a fraction of the time the non-block version of eigifp required or

failed to faithful calculate to the desired tolerance.

5.1.2 LOBPCG Type Subspaces Enhancement

Our algorithm reduces to the steepest descent method when m = 1. Knyazev [45, 44]

has derived a method, called locally optimal preconditioned conjugate gradient method

(LOBPCG), where the previous approximate eigenvector xk−1 in the steepest descent method

is added to span{xk, (A − ρkB)xk} and a new approximate eigenvector is constructed from

span{xk−1, xk, (A− ρkB)xk} by projection. It results in a conjugate gradient like algorithm

and Knyazev has observed a dramatic speedup in convergence over the steepest descent

method.

Here, we also apply this technique to our method to enhance the Krylov subspaceKm(A−
ρkB, xk), namely, at step k, we use the Rayleigh-Ritz projection on the enhanced subspace

span{xk−1, xk, (A− ρkB)xk, . . . , (A− ρkB)mxk}. In eigifp, we compute xk − xk−1 at every

81



step and, when a basis Zm has been constructed for Km(A − ρkB, xk), we orthogonalize

xk − xk−1 against Zm to obtain zm+2 and then extend the basis matrix to

Ẑm =
[
Zm zm+2

]
.

Our experiments have shown that this provides noticeable speedup in convergence; yet it

only incurs very little extra cost.

5.1.3 Deflation

The algorithm we have described finds the smallest eigenvalue. Once we have this, we

can continue to find the next smallest eigenvalue by the same procedure through deflation.

Because of the form of the Krylov subspace, the deflation needs to be done slightly differently

from standard methods like the Lanczos algorithm.

When p eigenpairs have been found, let Vp be the matrix consisting of the p eigenvectors

with V T
p BVp = I and Λp be the diagonal matrix consisting of the corresponding eigenvalues,

i.e. AVp = BVpΛp. We consider

(Ap, B) := (A+ (BVp)Σ(BVp)
T , B) (5.3)

where Σ = diag{σi − λi} with σi any value chosen to be greater than λp+2. Then, it is easy

to check that the eigenvalues of (5.3) are the union of {λp+1, λp+2, · · · , λn} and {σ1, · · · , σp}.
Thus, its smallest eigenvalue is λp+1, which is computed by applying our method to (5.3).

5.1.4 Black-box Implementations

In order to implement our method as a black-box routine, we need to address the following

issues:

1. How do we carry out preconditioned iterations without a user supplied preconditioner?

2. How do we choose the number of inner iterations to optimize the overall performance?

3. When do we terminate the iteration?

We describe now how these are dealt with in eigifp. We note that users always have options

to override the default settings (see Section 3).

To implement the preconditioned iteration, we use an approximate eigenvalue σ and

compute an incomplete LDLT factorization of A − σB using the MATLAB threshold ILU
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routine luinc (with a default threshold 10−3). If an initial approximation σ is not provided

by the user, eigifp will start with the non-preconditioned iterations and switch to the

preconditioned one when a good approximate eigenvalue is identified. For this, we first

estimate the error λ1 − ρk using the eigenvector residual and an estimated gap between the

first two eigenvalues of A− ρkB. We then switch to the preconditioned iterations when the

error is below a certain threshold. As a safeguard against this switching occurring too early,

we revert back to the non-preconditioned iteration if the subsequent approximate eigenvalues

ρk significantly drift away from the shift point chosen.

The only parameter to be chosen in our method is the number of inner iterations m.

Experiments have shown that an optimal value of m is larger if the problem is more difficult

while it is smaller if the problem is easier (e.g., if we have a good preconditioner). However,

we do not know which value works best for a given matrix. By default, we adaptively choose

m in eigifp as follows. Starting with a small value of m (2 for non-preconditioned iterations

and 1 for preconditioned iterations), we double the value m and compute its convergence

rate after some iterations. We continue increasing m as long as the rate of convergence

has roughly double, but reset it to the previous value when the rate of convergence is not

increased proportionally.

Finally, we terminate the iteration when the 1-norm of the residual rk = (A − ρkB)xk

drops below a certain threshold. The default threshold is

‖rk‖1

‖xk‖1

≤ p(n)ε(‖A‖1 + ‖ρkB‖1), (5.4)

where ε is the machine roundoff unit and we set p(n) = 10
√
n. We note that if p(n) is the

maximal number of non-zero entries in each row of the matrices, (5.4) is approximately the

size of roundoff errors encountered in computing the residual rk = (A − ρkB)xk and would

be the smallest threshold one could expect.

When eigifp terminates with a converged eigenpair, its residual satisfies the termination

criterion (5.4). It can be easily checked that (ρk, xk) is an exact eigenvalue and eigenvector

of a slightly perturbed problem, i.e.

(A+ E)xk = ρk(B + F )xk

where
‖E‖1

‖A‖1

≤ p(n)
√
nε and

‖F‖1

‖B‖1

≤ p(n)
√
nε.
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Here a stronger result (with E and F symmetric and the factor
√
n removed) is obtained

if we use the 2-norm instead of the 1-norm, but we have adopted the 1-norm so that the

threshold in (5.4) can be computed for large sparse matrices.

5.1.5 Relation to Total Variation Image Deblurring

We note here that the pencil (A,B) problem can be related to the TV image deblurring

problem. In the Lagged Diffusivity Fixed Point method, one computes the solution

KT (Ku− u0)− λLu = 0

or

KTKu = λLu+KTu0

which we can rewrite as

Au = λLu+ f

where A = KTK and f = KTu0. This form of the problem is called the nonhomogeneous

eigenvalue problem. The solution of this problem can be found using the eigenpairs of the

pencil (A,L) and solving a corresponding constraint on the eigenvector u. However, all the

eigenvectors and eigenvalues must be known, which makes a direct utilization of eigifp

infeasible. In addition, the corresponding eigenpair that we desire in the computation is

not clearly understood at this point requiring a calculation to compute all eigenpairs for the

nonhomogeneous problem.

5.2 Numerical Comparisons

In this section, we present some numerical comparisons between eigifp and some existing

programs for computing the smallest eigenvalue of large matrices. The test matrices are a

set of symmetric matrices taken from the Harwell-Boing collection [30], as listed in Table I.

All the executions were carried out using MATLAB version 6.0 with the most recent patches

from MathWorks on a Pentium III Xeon 1.8Ghz with 1GB of RAM.

The performance comparison parameters we considered were the residual of the approx-

imate eigenpair obtained (Res := ‖Ax− ρkBx‖1/(‖A‖1 + |ρk|‖B‖1)), the number of matrix-

vector multiplications, and the CPU time. The CPU time was gathered with on-screen

outputs suppressed. Where applicable, it was also important to consider whether it is the

smallest eigenvalue that had been obtained.
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Since these programs have different functionalities, we carried out the testing in two

environments. For the first, the input parameters were solely the matrices, assumed no other

knowledge about the problem. In this case, eigifp was compared with eigs of MATLAB

6. For the second, we assumed that an approximate eigenvalue was available, from which a

preconditioner was computed and supplied to the programs. Then, eigifp was compared to

lobpcg (version 4.0) [45] and jdcg [55]. (Note that jdcg is a variation of the Jacobi-Davidson

method [68].)

Table II presents the results for the first test, where we compared eigifp(A,B,1) with

eigs(A,B,1,’SA’) for computing the algebraically smallest eigenvalue. For most problems,

we see that eigifp outperformed eigs in both matrix-vector multiplications and CPU time.

In several cases, eigifp also gave a smaller eigenvalue than eigs.

Table III presents the results for the second test. Here, we took the smallest eigenvalue

λ1 (as computed by eigifp) and perturbed it to arrive at the approximate eigenvalue µ =

λ1(1 − 0.1 ∗ sgn(λ1)). This perturbation yielded µ < λ1, which was required by lobpcg

and jdcg, but not by eigifp. Using µ, we computed the incomplete Cholesky factorization

with the threshold 10−3 (by choinc(A-µ B, 1e-3) in MATLAB). The incomplete Cholesky

factor was then supplied as a preconditioner to eigifp, lobpcg and jdcg. Here, the stopping

tolerance was set according to (5.4)

In this test, eigifp outperformed jdcg and was comparable to lobpcg in terms of matrix-

vector multiplications (MV). In terms of CPU time, it was slightly faster than lobpcg but

jdcg performed best. eigifp also gave slightly better results than jdcg and lobpcg in

terms of convergence of residuals. The eigenvalues returned by all three programs, when

they converged, were comparable and we omit their listing in the table.

We conclude that eigifp is a very competitive program overall. It has the advantage

Table 5.1: Harwell-Boing Test Matrices Used
No. Matrix Size No. Matrix Size
1 CAN 1072 1072 10 E40R0000 17281
2 ZENIOS 2873 11 DWT 2680 2680
3 BCSPWR10 5300 12 JAGMESH9 1349
4 BCSSTK13 2003 13 NOS7 729
5 BCSSTK18 11948 14 LSHP3466 3466
6 BCSSTK25 15439 15 PLAT1919 1919
7 BCSSTK27 1224 16 1138 BUS 1138
8 BCSSTK33 8738 17 ERIS1176 1176
9 SSTMODEL 3345 18 S3DKT3M2 90449
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that while minimal user input is required it can exploit any extra information available to

improve the performance.

Finally, we remark that our test was limited to the smallest eigenvalue only. Since

the programs considered here use different mechanisms for computing several eigenvalues,

they may perform differently when several eigenvalues are sought. eigifp computes several

eigenvalues through deflation, but when implemented with preconditioning, the main cost

is in computing the initial approximation and then the preconditioner; following this more

eigenvalues are typically computed using only a few iterations with the same preconditioner

and would represent only a small overhead.

Copyright c© James H. Money 2006
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Table 5.2: Res - normalized residual; MV - number of multiplications by A; Prec - number of
multiplications by preconditioner; CPU - CPU time (in seconds); λ1 - eigenvalue obtained.

EIGS EIGIFP
Res MV CPU λ1 Res MV Prec CPU λ1

1 4e-17 150 0.3 -4.3 1e-15 31 6 1.3 -4.3
2 9e-17 60 0.1 -1.4 2e-15 26 3 0.1 -1.4
3 9e-17 140 0.7 -3.1 3e-17 47 4 0.5 -3.1
4 1e-08 20050 61 1.6e+5 1e-07 4065 0 18 4.3e+4
5 3e-09 119500 1511 2.0 6e-09 24421 0 536 1.8
6 3e-09 154411 6995 1.7e+3 7e-13 33993 16 1633 1.1e-3
7 4e-07 12260 28 1.6e+2 3e-15 3548 9 13 1.4e+2
8 1e-17 210 4 -2.5e1 9e-16 72 7 25 -2.5e1
9 1e-17 90 0.2 -5.6 6e-17 35 4 0.3 -5.6
10 5e-09 172830 4006 -3.1 4e-07 43408 40763 35649 -3.1
11 4e-17 170 0.4 -4.1 5e-16 82 5 0.8 -4.1
12 4e-17 560 0.8 -2.0 2e-14 96 9 0.4 -2.0
13 2e-10 7310 8 1.1e-2 7e-14 114 69 0.6 4.2e-3
14 2e-17 960 3 -2.0 1e-15 140 9 1 -2.0
15 2e-08 19210 41 1.2e-7 5e-08 3989 0 12 4.4e-9
16 2e-08 11400 14 3.5e-3 1e-14 709 10 1 3.5e-3
17 1e-17 90 0.1 -4.9 1e-15 39 4 0.2 -4.9
18 1e-10 904510 119082 3.8e-5 3e-11 181101 0 41930 2.7e-8
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Table 5.3: Res - normalized residual; MV - number of multiplications by A; CPU - CPU time
(in seconds), err - error encountered.

LOBPCG JDCG EIGIFP
Res MV CPU Res MV CPU Res MV CPU

1 9e-15 26 0.5 3e-15 35 0.4 1e-15 27 0.4
2 1e-14 15 0.2 4e-15 25 0.1 1e-15 16 0.1
3 5e-15 25 0.9 1e-14 34 0.5 1e-15 26 0.6
4 err err err 3e-14 115 2 8e-15 144 3
5 err err err 8e-14 74 4 7e-14 63 5
6 2e-14 30879 1568 9e-12 30879 2408 1e-19 1355 276
7 1e-14 77 1 1e-14 96 0.7 3e-15 88 1
8 5e-15 42 6 6e-15 53 7 4e-15 42 7
9 2e-15 19 0.4 4e-15 28 0.3 1e-15 19 0.3
10 2e-12 17282 3523 4e-10 17282 2334 9e-12 17305 3397
11 7e-15 34 0.7 3e-15 44 0.5 1e-15 34 0.6
12 1e-13 1350 15 7e-15 109 0.5 3e-16 271 2
13 5e-15 20 0.1 1e-14 32 0.1 2e-14 19 0.1
14 5e-15 226 6 5e-15 117 2 6e-15 115 2
15 6e-02 1920 50 err err err 1e-05 29106 960
16 1e-14 69 0.6 2e-14 70 0.2 6e-14 70 0.4
17 5e-15 13 0.1 7e-15 22 0.1 2e-16 14 0.1
18 6e-08 501 667 1e-07 501 413 4e-09 4119 4943
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6 Conclusion

We presented a method for using a reference image in combination with the Chan and

Wong [23] TV minimizing functional for blind deconvolution. Using this Semi-Blind method

we developed, we allow non-centrosymmteric kernels and images with non-black background

images to be computed with fine details intact. We have analyzed the error in computing

the kernel function when using this reference image. In particular, the shock filter works

well as a reference image since it provides good information on edges and relative position

information.

We have presented an extension to the TV functional for the general Lp fidelity term.

Using the Euler-Lagrange form, we found solutions using the cases when p = 1 and p = 2

for corresponding kernel and image functionals. We conclude that using the L2 norm for

kernel recovery and L1 norm for the image recovery results in the best computed images for

both the blind and Semi-Blind methods. We compute the optimal values for the Lagrange

multipliers in the functionals for the one dimensional case and showed that utilizing this

information is accurate even in a two dimensional setting. In the case of the L1 fidelity

norm, we saw that there is loss of continuity in the residuals as compared to using the L2

fidelity term.

We presented a modification to Picard’s Method that utilizes the discrete data directly

in computations, yet keeps the extensibility of the Modified Picard Method. This method

was compared to the MPM and showed that it produces the same result minus the error

due to approximating the derivatives. The DPM was proven to be equivalent to the forward

time difference FD scheme, as well as the Lax-Wendroff scheme for the appropriate degree

of the iterate. We showed how to effectively compute the higher degree stability conditions

for linear problems.

We developed an black-box implementation of the inverse free preconditioned method

by Golub and Ye [40]. The method adaptively chooses the degree of the subspace utilized

based on the convergence pattern of the prior approximations to the solution. Appropriate

assumptions were made to improve the algorithms permformance. eigifp was compared to

existing methods and was shown to be competitive to those routines in numerical tests.

Copyright c© James H. Money 2006
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