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ABSTRACT

Propelled by the synergy of the groundbreaking advancements in the ability to analyze 
high-dimensional datasets and the increasing availability of imaging and clinical data, 
machine learning (ML) is poised to transform the practice of cardiovascular medicine. 
Owing to the growing body of literature validating both the diagnostic performance 
as well as the prognostic implications of anatomic and physiologic findings, coronary 
computed tomography angiography (CCTA) is now a well-established non-invasive 
modality for the assessment of cardiovascular disease. ML has been increasingly 
utilized to optimize performance as well as extract data from CCTA as well as non-
contrast enhanced cardiac CT scans. The purpose of this review is to describe the 
contemporary state of ML based algorithms applied to cardiac CT, as well as to provide 
clinicians with an understanding of its benefits and associated limitations.  
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INTRODUCTION

The term “machine learning” defines computer-based algorithms that can effectively 
learn from data to make predictions on future observations, without being explicitly 
programmed for a specific task or following pre-specified rules. In this era of “big data”, 
the ability to analyze large datasets and the element of “learning from experience” 
using data in lieu of a defined rule-based system is making these machine learning 
(ML) algorithms increasingly useful and popular in various domains. Integration of 
ML-based predictive analytics within clinical imaging is a natural order of progression 
wherein developments in cardiovascular imaging now provide high-fidelity datasets 
that possess more data than those acquired from prior generation scanners. The 
amalgamation of ML-based algorithms with clinical imaging holds the promise to 
automate redundant tasks and improve disease diagnoses and prognostication, as well 
as offer the potential to provide new insights into novel biomarkers associated with 
specific disease processes. 

Cardiovascular disease (CVD) is the leading cause of death with a worldwide 
estimated mortality rate of 31% in 2015 (1). For assessment of cardiovascular health, 
cardiac computed tomography angiography (CCTA) is a well-established non-invasive 
modality. The increasing integration of CCTA in clinical practice can be attributed 
to a growing body of evidence validating both its efficacy and effectiveness in the 
assessment and support of decisions related to diagnosis and treatment of coronary 
artery disease (CAD). In particular, CCTA’s diagnostic performance demonstrates 
a pooled sensitivity and specificity of 98% and 89%, respectively, with a negative 
predictive value approximating 100%; thus indicating that CCTA can safely exclude 
obstructive CAD (2). Consequently, CCTA has been successfully implemented in the 
noninvasive diagnostic workup of patients with suspected CAD in multiple clinical 
settings (3,4). 

Non-contrast coronary artery calcium (CAC) scoring by CT is another method for 
determining the presence and extent of atherosclerotic cardiovascular disease. CAC has 
proven to be a robust parameter for cardiovascular risk assessment in landmark trials 
and as such societal guidelines recommend CAC scoring in asymptomatic patients at 
low to intermediate risk (5–8). In contrast to CAC, CCTA enables description of the 
entire atherosclerotic plaque phenotype, including for different types of non-calcified 
plaque, such as necrotic core, fibro-fatty and fibrous plaque. Recent technological 
advances also enable extraction of functional information beyond atherosclerotic 
plaque characterization provided with CCTA. For instance, CT-myocardial perfusion 
techniques and non-invasive CT-based fractional flow computed (CT-FFR) have been 
compared with traditional functional imaging techniques such as cardiac magnetic 
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resonance (CMR) imaging, single photon emission tomography (SPECT), and invasively 
FFR, illustrating its ability to detect flow-limiting CAD (9–16). In this regard, cardiac 
CT enables a non-invasive approach to comprehensive evaluation of CAD—from 
anatomical characterization of atherosclerotic plaque to functional characterization 
of coronary lesions.

Consequently, the role of cardiac CT imaging in clinical practice is expected to 
continue to grow following these impressive technological advancements, and current 
professional societal guidance documents support for CT as a first-line test for patients 
with suspected CAD (17,18). In only the past year, strong interest has arisen within 
the cardiovascular imaging community to couple the increasing imaging and clinical 
data associated with cardiac CT with ML algorithms to determine their potential 
utility for enhanced assessment of CAD. The introduction of these algorithms in the 
clinical workflow hold promise for automating cardiac CT across the gamut of its 
implementation, from optimizing day-to-day workflow to supporting data-informed 
decisions (Figure 1). In this manuscript, we review the current literature on the role of 
cardiac CT and application of ML-based approaches in CAD. 

Figure 1: A graphical comparison between the workflow of the traditional and machine learning-
based approach for disease diagnosis. The introduction of artificial intelligence-based models 
could improve diagnostic accuracy and help automate redundant tasks associated with radiologic 
image interpretation. 

part 1: coronary plaque and vessel wall analysis
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Figure 2: Hierarchy and subfields of artificial intelligence.

An overview of Machine Learning (ML)
ML is a subfield of artificial intelligence (AI) with a primary focus on developing 
predictive algorithms through unbiased identification of patterns within large datasets 
and without being explicitly programmed for a particular task. Figure 2 shows the 
hierarchy and subfields of artificial intelligence. Based on the task, ML models can be 
broadly categorized as (19): 
A.	 Supervised learning: For supervised learning-based tasks, the model is presented 

with a labeled dataset also known as feature vectors (i.e. the dataset that contains 
the examples of observations), as well as their corresponding expected output 
labels. The goal of such models is to generate an inferred function that maps the 
feature vectors to the output labels. Some of the most notable supervised learning-
based approaches are Support Vector Machines, Linear Regression, Random Forest, 
Decision Trees, and Convolutional Neural Networks.

B.	 Unsupervised learning: For unsupervised learning, the dataset does not contain 
information about the output labels. Instead, the goal of these models is to derive 
the relationship between the observations and/or reveal the latent variables. Some 
of the most notable unsupervised learning-based approaches are k-means, Self-
Organizing Maps, and Generalized Adversarial Networks (GANs).

Traditional ML-based approaches typically require feature extraction to select relevant 
representation of features before a model for the specific task can be developed, such 
as Support Vector Machines, Logistic Regression etc. Selecting features is at the heart 
of developing better models since they directly influence their performance. However, 
sometimes the relationship between the combinations of the features might be highly 
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multi-dimensional, non-linear, and/or difficult to comprehend in its entirety. This 
limits the performance and application of these models.  

Recently, methods based upon deep learning, a subfield of ML, have gained much 
attention owing to the ability of these model architectures to extract features and predict 
an outcome using raw data. Neural networks (NN) and in particular convolutional neural 
networks (CNN), a type of deep learning model architecture, are specifically suited for 
image analysis. NN are inspired by biological neural networks. They are able to model 
complex relationships between input, output, and pattern recognition, rendering it both 
germane and useful for image analytics. While these model architectures have been 
around since the early 20th century, their modern-day resurgence is mostly attributed 
to the development of LeNet for optical character recognition and then AlexNet in 2012 
that won the ImageNet challenge by a large margin (20). The evidence supporting the 
strength of CNN for image-related tasks kicked off a new era for computer vision that 
continues to have a positive impact on every aspect of our daily lives.  

As an example, deep learning for image analysis has shown great potential and lends itself 
to implementation in large-scale commercial application. This potential has attracted 
the financial interest of many private companies that are seeking to implement ML 
based image analysis into proprietary software. Examples of CNN implementations are 
traffic sign recognition, vehicle classification, and face recognition (21–23). CNNs also 
are playing an increasingly large role in medical image analysis. In particular, image 
segmentation is a field of interest that can be applied to the precise isolation of organs 
on images—including lungs, brain, bones—as well as pathologic abnormalities within 
them, such as tumors (24–29). Beyond segmentation alone, ML based classification 
algorithms are also being applied in medical image analysis. Some examples of this 
application include the identification, detection, and diagnosis of tumors in different 
parts of the body such as breast, lung, brain and colon cancer and (early) diagnosis of 
Alzheimer’s disease (30–34). 

One very interesting potential application of deep learning-based models is to expand 
the potential of extracting more knowledge from radiological imaging datasets. This 
high-throughput extraction of imaging features and the use of this information for 
precision medicine is known as radiomics. Radiomics based analysis can use the full 
scale of the imaging knowledge derived from multiple patients imaged at different time 
points by treating the images as data points. This analysis may be synergistic with 
other genomics, proteomics, and other clinical findings that may improve decision 
making and provide individualized therapies (35–37).  This application of deep 
learning algorithms to medical images should be considered decidedly nascent in its 
development, and there is still a need for establishing standardized evaluation and 
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reporting guidelines for radiomics. Nevertheless, ML-based algorithms are gradually 
integrating into clinical practice, including radiologic image interpretation, and an 
understanding of the evaluation metrics is of paramount importance. 

Performance metrics
The effectiveness of a ML model is fundamentally dependent upon the choice of the 
performance metric. There exist different performance metrics for different ML tasks 
such as classification, regression etc. Classification is a task of predicting discrete 
prediction labels (class) given an input data. Classification tasks can be either binary-
class (two labels) or multi-class (more than two labels) and the performance metrics 
for a binary class can be extended to a multi-class task. Typically, in a classification 
problem, the same performance metric is applied both during the training phase and 
the testing phase. The performance metric in the training phase is generally used 
to optimize the classifier (classification algorithm) for an accurate prediction of the 
future observations. However, in the testing phase, the performance metric is used 
as a measure of the effectiveness of classifier when tested on unseen test data. The 
commonly used classification metrics are described below:
1.	 Accuracy: Accuracy is one of the most widely used performance metrics in ML 

applications.  It is defined as the proportion of correct predictions the classifier makes 
relative to the total size of the dataset. Additionally, error rate (misclassification 
rate) is a complementary metric of accuracy that evaluates the classifier by its 
percentage of incorrect predictions relative to the size of the dataset. 

2.	 Confusion matrix: Although accuracy is a straightforward metric, it makes no 
distinction between the classes, i.e., in a binary class problem the correct predictions 
for both the classes are treated equally. Thus, in the case of unbalanced datasets, 
relying solely on accuracy could be misleading. For example, for the task of binary 
classification, with the ratio of the number of samples for the two classes as 9:1, even 
if a classifier is biased (overfitted) towards the class with larger number samples, 
it will still have an accuracy of 90% even if it wrongly predicts all the samples 
of the other class. A confusion matrix (or confusion table) addresses this issue 
by displaying a more detailed breakdown of correct and incorrect classifications 
for each class. It is a two by two table that contains four outcomes produced by a 
binary classifier. The rows of the matrix correspond to ground truth labels, and the 
columns represent the prediction. Moreover, various other measures like error-rate, 
accuracy, specificity, sensitivity, and precision can be derived from the confusion 
matrix.

3.	 Log-Loss: Logarithmic loss (Log-loss) is a performance metric that is applicable 
when the output of a classifier is a numeric probability instead of class labels. 
Log-loss is the cross-entropy between the distribution of the true labels and the 
predictions. Entropy is a measure of unpredictability. Cross-entropy incorporates 
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the entropy of the true distribution with the additional unpredictability when 
one assumes a different distribution than the true distribution. Thus, log-loss can 
also be interpreted as an information-theory based measure to gauge the “extra 
noise” that comes from using a predictor as opposed to the true labels. Hence, by 
minimizing the cross entropy, one maximizes the accuracy of the classifier.

4.	 AUC: The area under the Receiver operating curve (AUC-ROC) shows the sensitivity 
of the classifier by plotting the rate of true positives to the rate of false positives. 
It shows how many correct positive classifications can be gained as one allows for 
more and more false positives. The perfect classifier that makes no mistakes would 
hit a true positive rate of 100% immediately, without incurring any false positives—
this almost never happens in practice.

5.	 Precision and recall: Precision is the fraction of examples predicted as positive that 
are positive. Recall is the fraction of the true positives that are predicted as positives. 
These measures are trivially maximized by not predicting anything, or predicting 
everything, respectively, as positive.

6.	 DICE Coefficient: This coefficient measures the degree of similarity between two 
sets. It is typically used for evaluating the tasks of image segmentation. It is a pixel-
wise measure of the degree of similarity between the predicted mask and the labeled 
ground truth. Mathematically it is represented as follows
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For a regression task, the model learns to predict numeric scores. The most commonly 
used metric for regression tasks is root-mean-square-error (RMSE) which is defined as 
the square root of the average squared distance between the actual and predicted score. 
RMSE is the most common metric for regression, but since it is based on an average it 
is always sensitive to large outliers. Thus, if the regressor performs badly on a single 
data point, the average error could be very big.  In such situations, however, quartiles 
are much more robust as they are not affected at all by the outliers. Median absolute 
percentage error (MAPE) is one such metric that is a relative measure of error. These 
metrics (or similar) are typically found in studies reporting ML based analysis. In the 
following section, we will discuss the present applications of ML in cardiac CT imaging 
(See Table 1). 
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APPLICATIONS OF ML FOR CARDIAC CT IMAGING ANALYSIS

Automation of coronary artery calcium score measurement
Coronary artery calcium (CAC) scoring is an independent measure as well as a strong 
risk predictor of adverse cardiac events and mortality (38–43). The amount of CAC in a 
particular individual can be quantified using the Agatston scoring method, applied to 
low dose ECG-gated coronary computed tomography (CT) images. The CAC Agatston 
score increases when either the calcification volume or density increases (44). CAC score 
has demonstrated strong predictive value for the occurrence of future cardiovascular 
events, independent from traditional cardiovascular risk factors (45). In addition, 
a CAC score of 0 is associated with excellent outcomes at very long-term follow up 
(46). Especially among patients at intermediate cardiovascular risk, the CAC score 
significantly improves risk stratification and is generally used to tailor medical therapy 
(45). Based on the CAC scores, patients are assigned to different cardiovascular risk 
categories and corresponding treatment plans (42,43,47). Measurement of CAC score 
requires manual placement of regions of interest around all coronary plaques, for every 
CT slice that covers the coronary vasculature. Manual CAC score measurement is time-
consuming, especially when artifacts, image noise, and numerous calcifications are 
present. Further, this process is often sensitive to interrater variability due to required, 
time-consuming manual adjustments. Furthermore, separating coronary calcium from 
adjacent calcified structures (for instance mitral annular calcification and calcification 
in the left circumflex coronary artery (LCx)) can be challenging when using non-
contrast enhanced CT images. In this regard, an automated CAC quantification would 
be valuable, especially in a large volume screening settings. Using ML to fully automate 
this task may reduce the time and variability of the process, ultimately improving the 
clinical workflow and accuracy.

The feasibility of a supervised ML approach to automatically identify and quantify 
coronary calcifications was demonstrated by Wolterink et al. using 914 scans (48). 
Patient-specific centerlines of the three coronary arteries were estimated using 10 
manually annotated contrast-enhanced CT as the gold standard. Subsequently, 
‘candidate’ calcifications were created based on size, shape, intensity and location 
characteristics. For instance, candidate calcifications were defined to be between 1.5 
and 1500 mm3. Finally, a classification algorithm allocated candidate calcifications to 
the specific coronary artery. Lesions that could not be classified with high certainty 
were presented for expert review. High intra-class correlation coefficients were 
achieved between expert assessment of CAC volume and the automatic algorithm: 0.95 
for all coronary arteries and 0.98, 0.69 and 0.95 for left anterior descending (LAD), 
LCx and right coronary artery (RCA) respectively. Išgum et al. showed an automated 
method for coronary calcium detection for the automated risk assessment of CAD on 
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non-contrast, ECG-gated CT scans of the heart. They reported a detection rate of 73.8% 
of coronary calcification. After a calcium score was calculated, 93.4% of patients were 
classified into the correct risk category (40). In another study, they also used ML to 
measure aortic calcification (compared versus manual assessment) and reported a very 
high correlation coefficient of 0.960, which was similar to the correlation between two 
expert observers (R = 0.961) (49). Brunner at al. used a coronary artery region (CAR) 
model for the detection of CAC, which automatically identifies coronary artery zones 
and sections (50). The proposed CAR models detected CAC with a sensitivity, specificity, 
and accuracy of 86%, 94%, and 85%, respectively, compared to manual detection.

Although previous studies used dedicated calcium scoring scans, calculation of 
CACS has proven to be feasible in non-cardiac scans as well, e.g. non-gated chest CT 
acquisitions. One example by Takx et al. applied a machine learning approach that 
identified coronary calcifications and calculated the Agatston score using a supervised 
pattern recognition system with k-nearest neighbor and support vector machine 
classifiers in low-dose, non-contrast enhanced, non-ECG-gated chest CT within a lung 
cancer screening setting (51). In this study, the authors demonstrated the ability of 
ML to quantify CAC from lower quality images than a dedicated CAC score scan. For 
instance, among 1793 chest CT scans, the median difference between expert assessment 
and the automated CAC measurement was 2.5 (interquartile range (IQR): 0-53.2) for 
Agatston CAC score and 7.6 (IQR: 0-94.4) for CAC volume. When dividing the CAC 
score into conventional risk groups (0, 1-10, 11-100, 101-400 and >400) the proportion of 
agreement was 79.2%. They found that the fully automated CAC scoring was feasible 
with acceptable reliability and agreement; however, the amount of calcium was 
underestimated when compared to reference scores determined from dedicated CAC 
score acquisitions (51).

Several studies have demonstrated the feasibility of detecting calcification on CCTA 
acquisitions (52,53). The use of CCTA images could eliminate the need for a dedicated 
non-contrast scan, thereby reducing radiation dose. For example, Mittal et al. detected 
calcified plaques on CCTA images using two combined supervised learning classifiers, 
a probabilistic boosting tree, and random forest. They reported a true detection rate 
of calcium volume of 70% with a 0.1 false positive detection per scan, and 81% with a 
0.3 false positive detection per scan. However, they only performed calcium detection 
in the main coronary vessels, not taking into account any side branches (54). Using 
a combination of contrast-enhanced and non-contrast images, Yang et al. were able 
to detect CAC with a sensitivity of 99%. The contrast-enhanced scans were used to 
determine the region of interest for the support vector machine in the detection of 
calcification on the non-contrast images, thereby excluding calcifications from the 
surrounding areas (55). Utilizing CCTA images only, Wolterink et al. showed that 
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coronary calcium can be automatically identified with accuracy and quantified using 
a ML approach with paired convolutional neural networks (56). Excellent agreement 
was achieved between CCTA and non-contrast enhanced acquisitions; 83% of patients 
were assigned to the correct risk category. Analysis of CAC scores performed on non-
contrast acquisitions and CCTA images showed similar detection rates and sensitivity; 
however, the wide range of accuracy parameters makes direct comparison difficult.

Miscellaneous applications
Beyond simple coronary calcium scoring, recent investigations have attempted to 
evaluate the feasibility of deriving additional coronary artery disease measures from 
non-contrast CT. As an example, Mannil et al., in a proof-of-concept retrospective 
study, combined texture analysis and ML to detect myocardial infarction (MI) on non-
contrast enhanced low dose cardiac CT images (60). The study included a total of 87 
patients, of which 27 patients had acute MI, 30 patients had chronic MI and 30 patients 
had no cardiac abnormality (controls). A total of 308 texture analysis (TA) features 
were extracted for each free-hand region of interest (ROI). Feature selection was 
performed on all the TA features using intra-class correlation coefficient (ICC). Texture 
features were classified using 6 different classifiers in two approaches: (i) Multi-class 
model (I): acute MI vs. chronic MI vs. controls and (ii) Binary class model (II): cases 
(acute and chronic) vs. controls. This proof-of-concept study indicates that certain TA 
features combined with ML algorithms enable the differentiation between controls and 
patients with acute or chronic MI on non-contrast-enhanced low radiation dose cardiac 
CT images.

Quantification of epicardial and thoracic adipose tissue
The amount of fat surrounding the heart has been proven to correlate with an 
increased cardiovascular risk (66). An automated approach for the quantification of 
epicardial fat could help assess cardiovascular risk while reducing the time of manual 
measurements, thereby increasing the clinical applicability. Rodrigues et al. proposed a 
methodology in which features related to pixels and their surrounding area is extracted 
from standard CAC scoring acquisitions, and a data mining classification algorithm 
is applied to segment the different fat types. In this study, the mean accuracy for the 
epicardial and mediastinal fat was 98.4%, with a mean true positive rate of 96.2% and 
a DICE similarity index of 96.8% (67). In a previous publication, several classification 
algorithms, including NN, probabilistic models, and decision tree algorithms, were 
evaluated for automated fat quantification. They found that decision tree algorithms 
provided much better performance over NN, function-based classification algorithms 
and probabilistic models with a DICE similarity index equal to 97.7% (68). 
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Similar results were reported for a different method using a CNN approach for fully 
automated quantification of epicardial and thoracic fat volumes from non-contract CT 
acquisitions. Strong agreement between automatic and expert manual quantification 
was shown for both epicardial and thoracic fat volumes with a DICE similarity index of 
82% and 91%, respectively; along with excellent correlations of 0.924 and 0.945 to the 
manual measurements for epicardial and thoracic fat volumes (65).

In another study, Otaki et al. combined clinical and imaging data to explore the 
relationship between epicardial fat volume (EFV) from non-contrast CT and impaired 
myocardial blood flow reserve (MFR) from PET imaging (58). The study population 
comprised of 85 consecutive patients without a previous history of CAD who underwent 
rest-stress Rb-82 positron emission tomography (PET) and subsequently referred 
to invasive coronary angiography (ICA). A boosted-ensemble algorithm was used to 
develop a ML based composite risk score that encompassed variables like age, gender, 
cardiovascular risk factors, hypercholesterolemia, family history, CAC score, and EFV 
indexed to body surface area to predict impaired global MFR by PET. In the evaluated 
risk factors, using multivariate logistic regression, the authors’ report that only EFV 
indexed to body surface was shown to be an independent predictor of impaired MFR. The 
ML based composite risk score was found to significantly improve risk reclassification 
(AUC = 0.73) of impaired MFR when compared to multivariate logistical regression 
analysis of risk factors (AUC = 0.67 for EFV, 0.66 for CAC score). This study thus showed 
that a combination of risk factors and non-invasive CT-based measures including EFV 
could be used to predict impaired MFR by PET.

In summary, for non-contrast CT, ML approaches for detection and quantification 
of CAC scores have been thoroughly investigated. Given the prognostic value of the 
CAC score, accurate identification of coronary calcification from gated and non-gated 
chest CT (not specifically performed to assess coronary calcium) is important (6). 
Additionally, accurate epicardial fat quantification is achievable and could represent 
a new quantitative parameter that can potentially be implemented in patient risk 
assessment, similar to CAC score. Automated ML can maximize information extraction 
from chest CT scans and may eventually improve cardiovascular risk assessment and 
subsequently patient’s outcome.

Coronary Computed Tomographic Angiography (CCTA)
Often obtained in tandem with the CAC score, CCTA has been established as a reliable 
imaging modality in patients with stable or atypical symptoms requiring noninvasive 
assessment of the coronary arteries (10,69,70). CCTA allows direct evaluation of the 
entire coronary artery tree for the presence, distribution, and extent of atherosclerotic 
plaque. Finer atherosclerotic plaque analyses have expanded to include atherosclerotic 
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plaque characterization, ranging from the determination of calcification extent (i.e. 
presence of non-calcified (NCP), partially calcified (PCP) or calcified plaque (CP)) to 
the presence of CCTA-features that have been associated with the presence of high-
risk plaque (i.e. napkin ring sign, low attenuation plaque, spotty calcification and 
positive remodeling) (71–73). However, such measurements require subjective visual 
interpretation of images and are thus subject to high inter-observer variability and a 
high rate of false-positive findings, which can lead to unnecessary downstream testing 
and increased overall costs (74). 

As such, ML has been extensively used for the optimization of information extraction 
from CCTA, specifically to generate algorithms that can perform plaque analyses in an 
automated, accurate, and objective manner. Utilizing a two-step ML algorithm which 
incorporated support vector machine, Kang and colleagues were able to automatically 
detect non-obstructive and obstructive CAD on CCTA with an accuracy of 94% and 
an AUC of 0.94 (75). Utilizing a combined segmentation-classification approach, Dey 
et al. developed an automated algorithm (AUTOPLAQ) for the accurate volumetric 
quantification of NCP and CP from CCTA (76). Only requiring as input a region of 
interest in the aorta defining the “normal blood pool”, their software was able to 
automatically extract coronary arteries and generate NCP and CP volumes correlating 
highly with manual measurements obtained from the same images (R = 0.94 and R = 
0.88, respectively). 

Plaque Segmentation for Physiologic Characterization of CAD
Hell et al. utilized AUTOPLAQ to derive the contrast density difference (CDD), 
defined as the maximum percent difference of contrast densities within an individual 
lesion, which they hypothesized could help predict the hemodynamic relevance of a 
given coronary artery lesion (77). They found that CDD was significantly increased 
in hemodynamically relevant lesions (26.0% vs. 16.6%; p = 0.013) and at a threshold 
of ≥ 24% predicted hemodynamically significant lesions with a specificity of 75% and 
negative predictive value of 73%, as compared to invasive FFR. In a multicenter study 
of 254 patients with CCTA, Dey et al. inputted a number of AUTOPLAQ-derived image 
features into a LogitBoost algorithm to generate an integrated ischemia risk score and 
predict the probability of low value by invasive FFR (63). ML exhibited higher AUC 
(0.84) compared with any individual CCTA image measurement, including stenosis 
severity (0.76), low-density NCP (0.77), and total plaque volume (0.74). ML has thus 
demonstrated value in aiding classification of atherosclerotic lesions identified by rapid 
non-invasive CCTA imaging analysis as functionally significant (low invasive FFR). 

Han et al. reported a different ML approach that aimed at improved prediction of ischemia 
through an analysis of CCTA variables integrated with CT Myocardial Perfusion Imaging 
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(CTP) (59). The study population comprised of 252 stable patients with suspected CAD 
from the DeFACTO study, who underwent clinically indicated CCTA and ICA (78). 
Using a previously validated custom software (SmartHeart; Weill Cornell Medicine, 
New York, USA), the myocardium was mapped and subdivided into 17-segment AHA 
model (62,79). A total of 51 features were extracted per heart, with three features for 
each of the 17 segments: normalized perfusion intensity (NPI), transmural perfusion 
intensity ratio (TPI), and myocardial wall thickness (MWT) (59). CCTA-based stenosis 
characterization, location, and quality were combined with perfusion mapping model 
variables to demonstrate ischemia (validated by invasive FFR). The results suggest that 
the addition of CTP data to CCTA stenosis characterization increased the predictive 
ability to detect ischemia over each set of variables alone.

CT-FFR enables the evaluation of the hemodynamic significance of coronary artery 
lesions using a non-invasive approach. There are two main approaches to calculate 
CT-FFR: one uses computational fluid dynamics while the other uses a ML approach 
(14,80,81). The ML approach that has been tested in clinical practice uses a multilayer 
NN, trained to comprehend the relationship between coronary anatomy and coronary 
hemodynamics. The training set for this algorithm consists of a large database 
of synthetically generated coronary trees, and the hemodynamic parameters are 
calculated using computational fluid dynamics. The algorithm uses the learned 
relationship to calculate the ML–based CT-FFR values. In a retrospective analysis, 
Renker et al. evaluated CT-FFR on a per-lesion and per-patient basis, resulting in 
the following outcomes: a sensitivity of 85% and 94%, a specificity of 85% and 84%, 
a positive predictive value of 71% and 71%, and a negative predictive value of 93% and 
97%, respectively, with an AUC of 0.92 (82). Coenen et al. reported similar diagnostic 
performance in two prospective studies with a sensitivity of 82-88%, specificity of 60-
65%, and an accuracy of 70-75% compared to invasive FFR (83,84). Similarly, Yang et 
al. showed per-vessel sensitivity and specificity of 87% and 77%, respectively, with an 
AUC of 0.89(64); and Kruk at al. showed a per vessel AUC of 0.84 with corresponding 
sensitivity and specificity of 76% and 72%, respectively (85).

Coronary Plaque Characterization by Machine Learning and Prognostication of 
Outcomes
ML has also shown promise in its ability to prognosticate cardiovascular outcomes 
with the combination of clinical and imaging data. Hell et. al performed a case-
control study investigating AUTOPLAQ-derived quantitative plaque characteristics 
for the prediction of incident cardiac mortality during a 5-year period following CCTA 
(86). The authors found that higher per-patient NCP, low-density NCP, total plaque 
volumes, and CDD were associated with increased risk of death, even after adjustment 
with segment involvement score (SIS). Motwani et al. recently utilized raw data from 
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the Coronary CT Angiography Evaluation for Clinical Outcomes: An International 
Multicenter (CONFIRM) registry, comprising 10,030 patients with suspected CAD and 
5-year follow-up, to investigate the feasibility and accuracy of ML to predict 5-year 
all-cause mortality (ACM) in patients undergoing CCTA (57). Beginning with more 
than 60 clinical and CCTA parameters available for each patient, the authors utilized 
automated feature selection to ensure only parameters with appreciable information 
gain (information gain > 0) were used for model building. These selected parameters 
were subsequently inputted into an iterative Logit-Boost algorithm to generate a 
regression model capable of calculating a patient’s 5-year risk of ACM. ML exhibited 
higher AUC (0.79) compared with the Framingham Risk Score (0.61) or CCTA severity 
scores alone (segment stenosis score: 0.64, SIS: 0.64, modified Duke Index: 0.62; p < 
0.001) in the prediction of 5-year ACM. This study elegantly captures the power of ML 
to not only analyze vast amounts of data, which easily exceeds the analytic capacity of 
the human brain, but also use this ability to produce clinically meaningful predictive 
models which may outperform those in current use.  

DISCUSSION

Recent Advances in ML Application in Cardiovascular Imaging
ML in medical imaging is considered by many to represent one of the most promising 
areas of research and development (87). There are numerous recent publications 
utilizing ML algorithms that either automate the processes or improve diagnostic 
performance of cardiovascular imaging. The ability of a ML based system to analyze 
high-dimensional raw images and produce valuable clinical information without 
human input holds a tremendous potential in clinical practice. Freiman et al.(61), 
in an attempt to automate coronary measurement using ML, employed an existing 
coronary lumen segmentation algorithm to account for the partial volume effects 
(PVE) in the hemodynamic assessment of coronary stenosis. Lumen segmentation was 
initially automatically evaluated and then corrected by an expert observer. A K-nearest 
neighbor (KNN) algorithm was used for ML based likelihood estimation within a graph 
min-cut framework for coronary artery lumen segmentation. The algorithm was also 
given an additional input in the form of an intensity profile from the PVE evaluation 
using an ML graph min-cut segmentation algorithm. This enhancement of accounting 
for PVE improved the AUC for detection of hemodynamically significant stenosis from 
0.76 to 0.80. However, it should be noted that the improvement in AUC did not reach 
statistical significance (p=0.22). 
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In line with the above, more recently, Yi et al. proposed a sharpness-aware generative 
adversarial network (SAGAN) for low-dose CT de-noising (88). The proposed ML/deep 
learning network is based on the Generative Adversarial network theory proposed by 
Goodfellow et al. where a generative model (G) tries to generate real-world images by 
employing min-max optimization framework and are pitted against a discriminator (D) 
that distinguishes between real and generated images (89) . While utilizing SAGAN, 
the authors used three networks namely the generator (G), the discriminator (D) and 
sharpness detection network (S). The generator (G) utilized a U-net style segmentation 
network, the discriminator differentiated patches in the image rather than the full 
image itself and the sharpness detection network used local binary pattern to quantize 
local sharpness (sharpness loss) in low-contrast regions . The authors report that the 
newly proposed SAGAN network achieves improved performance in the quantitative 
assessment of low-dose CT images. Although ML can be a powerful tool for image 
analysis, it is also subject to some limitations as discussed in the following sections.

Pitfalls / Limitations of ML
The accuracy of ML algorithms is highly dependent on the amount and quality of 
the input data. For example, with a multi-layer approach using many parameters 
for image analysis, CNNs need large amounts of data to make accurate predictions. 
The use of different acquisition protocols for the accurate training of the algorithm 
will also increase the needed number of cases. A second issue that comes into play 
concerns the use of large imaging databases, assuring the quality and consistency 
of the data, and the corresponding output label given as the reference standard. In 
the field of medical imaging, inter and intra rater variability plays an important role 
and can represent a significant source of biases. Thus, to increase the accuracy of ML 
algorithms, there should be a focus on creating a consistent and reliable ground truth 
to train the algorithm to take into consideration different experts’ opinions on what 
constitutes the ground truth. Every algorithm is limited by the quality of the ground 
truth that is being used to train and test the algorithm. This can cause problems for 
accurate training especially when the ground truth is subjective, e.g. expert opinion, 
or is subjective to high interrater variability (90). To mitigate the need for labeling 
a large number of images, some of the new CNN architectures, such as U-Net, have 
been built that train well on a low number of images (91). Figure 3 shows a simplified 
representation of CNN-based architecture for image segmentation. Furthermore, 
another recent deep learning architecture called GANs has recently been proposed to 
mimic the distribution of data (89). These networks are an active area of research and 
in the near future could altogether eliminate the need for manual image annotation. 
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Figure 3: A simplified representation of convolutional neural network-based architecture for 
image segmentation. Typically, these models have three distinct regions: (1) Input layer, (2) 
hidden layer and (3) output layer. This figure shows a representation of the features learned in 
consecutive layers of the model.

Underfitting and Overfitting of ML models
Underfitting is the term used when a ML algorithm is unable to capture the underlying 
trend of the data. In such an instance, the algorithm does not fit the data well and is often 
caused by an excessively simple model. Underfitting usually results in a poor accuracy 
of the model. Poor accuracy is mainly attributed to a small sample size with the model 
incorrectly assuming a relationship among the data; for example, trying to predict a 
linear relationship on non-linear data. In these cases, the model will underestimate the 
complexity of the data and make the wrong prediction, thus decreasing its accuracy. 
Specifically, underfitting can be recognized if the model shows low variance but 
high bias. The methodologies most commonly used to avoid this situation ensure an 
adequate sample size and apply feature selection to reduce the number of features used 
in the model. Figure 4A shows an example of underfitting in a classification problem.

Opposite of underfitting is overfitting. This is a more frequent problem that occurs 
when a ML algorithm captures not only the data but also the noise of the data and 
inaccurate data entries. This often happens on a large dataset with a high number of 
features, resulting in an excessively complicated model. Specifically, overfitting can 
be recognized if the algorithm shows low bias but high variance. Non-parametric and 
non-linear methods are more sensitive to overfitting because of the higher degree of 
freedom they have in constructing the model. Overfitting can be avoided with several 
methodologies; the most commonly used being cross-validation, pruning, early 
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stopping and regularization. Figure 4B, shows an example of overfitting, while Figure 
4C shows appropriate fitting in a classification problem. 

Figure 4. Variance-bias spectrum is machine learning models. (A) An underfitted model that 
weakly captures the dataset characteristics is considered a poorly performing model. (B) An 
overfitted model captures almost all the individual characteristics of the dataset, even the noise. 
An overfitted model is generally not useful as it does not generalize beyond the training data. 
(C) An appropriately fitting model might not correctly classify every single observation due to 
presence of noise in that dataset. However, such models will generalize well to the data beyond 
the training examples.

Interpretability
One of the advantages of ML applications is the ability to assess large amounts of data and 
find patterns that are invisible to the human eye. Herein also lies one of the bottlenecks of 
the implementation of ML algorithms in clinical practice, the so-called black box nature 
of ML algorithms. While ML algorithms are capable of accurately predicting an outcome, 
computers are not able, or not programmed, to logically and comprehensively translate 
the complex and often abstract calculations leading to the prediction back to its user. The 
use of these complex systems makes it difficult to explain the origin and logic behind the 
predictions that are made. The inability to comprehend the logic behind these predictions 
can cause issues for the clinician interpreting and using these predictions in clinical 
practice (92–95). An example in which a ML algorithm gave technically sound results but 
lacked clinical logic is a study investigating the risk prediction in pneumonia patients 
(15,96). The goal of this study was to predict the probability of death for patients with 
pneumonia in order to admit high-risk patients to the hospital, while low-risk patients 
can be treated without hospital admission (15). A multitask NN model was considered the 
most accurate model; however, it predicted that patients with pneumonia and asthma 
have a lower risk of death than patients with pneumonia without asthma. Although this 
result reflected the data accurately, it is a counterintuitive observation. Patients with 
asthma were admitted directly to the intensive care unit (ICU) as a precautious measure, 
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resulting in a lowered risk of dying from pneumonia; where non-asthma patients did 
not receive this precautious measure, thus demonstrating higher mortality. This caused 
the model to train on the effect of the increased intensity of treatment caused by ICU 
admission instead of the presence of asthma (15). When ML algorithm results are applied 
without trying to understand the logic behind the predictions, it can lead to false 
assumptions and poor clinical care. In this regard, it is important to not confuse accuracy 
with competence. A ML algorithm can accurately tell if a CT image depicts the heart, the 
lungs or the abdomen, but algorithms do not have any conception about what a heart or 
lung is. Although they are able to recognize the objects in an image, ML algorithms are 
not able to tell how a heart looks or how it works. ML can use a multitude of features from 
an image to predict the outcomes, but the algorithm has no notion of the actual meaning 
or content of those features. Therefore, the algorithms will not generalize to answer any 
question other than the one they were trained to answer and cannot provide context 
like humans can. The lack of interpretability of ML algorithms makes it difficult to link 
features with physical phenomena. This explains why the developments of current ML 
application in cardiac imaging are mainly focused on supporting human readers rather 
than replacing them. For example, automated CAC scores or left ventricular functional 
analysis using a ML approach holds the promise to significantly reduce the workload and 
time used to read images. These ML approaches are easy to check for outliers and have 
a direct translation to the manual task, leaving the task of interpretation to the assigned 
physician. For more complex analyses performed by ML algorithms which cannot be 
directly checked by a human operator, such as disease outcomes or prognostication, 
the black box conundrum needs to be addressed (97). Towards this, better visualization 
techniques should be used to shed light on the black box conundrum. Informative plots 
such as, t-distributed stochastic neighbor embedding (T-SNE) should be used to show 
the clustering of the data points in a trained model (98,99). Reporting of ML results 
along with these informative plots should become a norm. Similarly, for CNN models, 
reporting the findings with heat maps on the input images could help in delineating the 
inner workings of these algorithms (100)(101).

Conclusion
In summary, ML has been widely applied in cardiovascular imaging in order to improve 
diagnostic performance, for a specific outcome, as well as maximization of gain of new 
information to understand etiology of diseases. ML algorithms have also been employed 
for the detection and quantification of anatomic and physiologic atherosclerotic features 
detected on cardiovascular CT imaging. The continued expansion of ML applications 
coupled with deeper appreciation of its capabilities, as well as limitations, will enable 
healthcare to make the leapfrog into an era of individualized and precise healthcare 
administration. It will also provide the ability to investigate the effect, and prognostic 
significance, of phenotypic features seen on non-invasively acquired imaging studies. 
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