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This thesis is inspired by my belief that there is a prominent role reserved for biological 
sciences to understand the impact of human-induced environmental changes, and at 
the same time to provide society with possible strategies in coping with any health-
related effects that may consequently emerge. The access to light at any time of day, 
with artificial light replacing the absence of light during solar darkness, is considered an 
influential and biologically relevant by-product of industrialisation for nature, including 
humans. Indeed, we have moved away from a situation where our light-dark cycle is 
solely determined by the forces of nature, as we are capable of constructing our light 
environment ourselves. Over the past decades, it has become clear that light fulfils 
many more biological purposes than solely allowing us to consciously perceive our 
surroundings through vision. Light affects a number of other biological functions, such as 
alertness1–6, hormone secretion7,8, and our biological clocks9–11. Some of these functions 
are severely affected by the introduction of artificial light into society, with accumulating 
evidence that our wellbeing and health may suffer as well12.  My contribution to society 
and science that I hope to achieve with the work I present in this thesis is therefore to 
improve our understanding of the nonvisual effects of light in humans, with an emphasis 
on our biological clocks.

Biological clocks

Many biological functions have evolved to anticipate predictable environmental changes. 
A good example is provided by Pavlov’s conditioning experiments in which he elegantly 
showed how the body prepares its digestive system for feeding behaviour whenever 
environmental stimuli indicate that food will soon become available. For other biological 
functions, it is more beneficial to adopt a less stimulus-driven approach, to help the body 
anticipate events that typically occur at a certain time of day without directly requiring 
external stimuli, such as for example the event of waking up. Such clock function is 
beneficial for any species, because the body can be efficiently prepared for activity before 
actually waking up. Also, the time we wake up can be consistently timed to coincide 
with our preferred temporal niche of activity: daytime. Such time-oriented organisation 
and anticipatory behaviour requires an internal time reference, for which an internal 
oscillator is a perfect tool that can act as a clock. Not only does an internal clock allow for 
proper timing of behaviour with respect to recurrent changes in our environment such as 
temperature or light availability, but also for optimal timing of rhythmic bodily functions 
with respect to one another. This allows for an efficient distribution of energy among 
bodily functions whenever the time is right to adopt a physiological state that is required 
for a certain type of behaviour. For humans, it would for example be a waste of energy to 
maintain our digestive system in an active state during the night where we typically do 
not eat, or to sustain an elevated blood flow irrespective of our typical temporal niche of 
activity. Indeed, the biological clock is now known to regulate these processes with a 24h 
rhythm through specific influences on the autonomic nervous system13.
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Over the course of the 20th century, many scientists have pioneered elucidating 
the presence of biological clocks that fulfil exactly this function of an internal time 
reference. Biological clocks are now known to be conserved over a wide range of species 
including plants, bacteria and mammals14. In mammalian species, such as ourselves, 
the main anatomical substrate of the biological clock is a network of cells comprising 
the suprachiasmatic nucleus (SCN) of the hypothalamus. These cells display a rhythmic 
activity pattern of approximately 24 hours (i.e. circadian), and orchestrate the timing 
of many rhythmic downstream peripheral processes15. The optimal time to sleep, for 
example, is indicated by our circadian clocks16, at least partially via interactions with the 
sleep-promoting neurons in the ventrolateral preoptic nucleus (VPLO)17. In humans, 
several parameters that are mainly under direct circadian clock control, such as the core-
body temperature (CBT) rhythm or the rhythmic secretion of the hormone melatonin, 
are widely used as proxies of the internal time as indicated by our body clocks18, which is 
also known as our internal circadian time.  

How light affects biological clocks

Virtually all biological clocks in the animal kingdom respond to light. The importance 
of having a biological clock that is sensitive to light is perhaps best demonstrated by 
drawing the analogy with mechanical clocks that are incorporated in our everyday lives. 
These clocks are of course designed to fulfil two purposes: 1) to synchronise our society 
and 2) to provide an indication of time that bears relationship with environmental 
changes as a consequence of a rotating earth (e.g. the light-dark cycle). Our mechanical 
clocks, however, rarely cycle with a period of exactly 24 hours; some may be slightly faster 
whereas others may be slower, depending on the exact machinery and imperfections of the 
individual clockworks. The two purposes that clocks are supposed to serve can therefore 
only be fulfilled when we manually reset our mechanical clocks from time to time to 
keep them synchronized with the rotation of the earth and the consequential light-dark 
cycle. If we would not do this, our mechanical clocks would gradually desynchronise, 
both with respect to one another and with respect to the solar light-dark cycle. It would 
be impractical when my 9 AM would be different than that of my professor, or when noon 
would occur during day time in one week, and during night time a few weeks later. Thus, 
although we use mechanical clocks to time our daily schedules, it is crucial that all clocks 
are synchronised to a common reference, in our case the 24-hours axial rotation of our 
planet. 

Our biological clocks can be regarded as the biological equivalent of the mechanical 
clocks humans have designed, with the same flaws and purposes. Just like mechanical 
clocks, biological clocks rarely cycle with an intrinsic period of exactly 24 hours when 
isolated from environmental influences. To function as a reliable time reference, a stable 
phase relationship between the biological clock rhythm and a biologically relevant rhythm 
that serves as a reliable time reference is required. The most reliable and predictable 
indication of time (“Zeitgeber”) for biological clocks is the light-dark cycle. Biological 
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clocks have evolved a phase-locking mechanism of its rhythmic activity with the recurrent 
light-dark cycle. In the field of chronobiology, this process is called entrainment; a 
phenomenon first experimentally demonstrated by Christian Huygens, describing how 
two oscillators with different cycling periods automatically assume a common period 
when a strong enough coupling exists between them (at the time described as ‘odd 
sympathy’)19. In other words, entrainment allows biological clocks to adopt the 24-hour 
rhythmicity of the solar light-dark cycle, instead of following the period that is dictated by 
their intrinsic machinery which may deviate from 24 hours. The mammalian biological 
clock is sensitive to light through retinal input20, which ensures a coupling between the 
solar light-dark cycle and the biological clock. 

Light exposure affects the cycling rate of the clock in a circadian phase-dependent 
manner10. This relationship between the timing of light exposure and the response of 
the biological clock can be illustrated by creating a phase response curve (PRC), which 
shows how the phase shifting effect of light on the clock depends on the circadian time 
at which light is perceived. For example, it can be appreciated from the human PRC in 
Figure 1 that when a pulse of light is perceived 3 hours before or after the occurrence of 
the CBT minimum, that same CBT minimum is approximately delayed by 3 or advanced 
by 2 hours respectively the following day. 

Figure 1. Human phase response curve from Khalsa and colleagues (2003)10. Phase-shifts of the human 
circadian system are plotted as a function of the midpoint of a 6-hour light pulse of 9500 lux, relative 
to the occurrence of CBTmin (phase 0). Negative and positive values indicate phase-delays and phase-
advances respectively.

In humans, CBT minimum occurs approximately 2-3 hours before sleep offset, such 
that light in the evening (~12 to 0 hours before CBTmin) temporarily decelerates the 
clock and light in the morning (~0 to 12 hours after CBTmin) temporarily accelerates it10. 
In nature, humans are not exposed to pulses of light, but experience a light intensity 
profile over the course of the day, where light continuously affects the cycling rate of the 
circadian clock21. The process of entrainment ensures that the phase of the circadian cycle 
automatically adjusts itself relative to the solar cycle. This phase adjustment continues 
until the integrated advancing and delaying effects of light over the course of a day make 



General introduction, thesis overview and thesis summary

13

1

up for the difference that exists between the 24-hour light-dark cycle and the intrinsic 
period of an individual’s circadian clock (τ)22. When this relationship holds, the biological 
clock is said to be stably entrained to the light-dark cycle, where the phase difference 
between these two oscillations is known as the phase angle of entrainment. With an 
average intrinsic period of 24.2 hours9, the circadian clock of the average human being 
therefore reaches a stable phase of entrainment when the integrated net effect of light 
exposure over a day results on average in an acceleration of 0.2 hours. When for any 
reason, the biological clock is a little slower than 24.2 hours on one day, that portion of 
the circadian cycle where light normally elicits delays is postponed into solar darkness. As 
part of the delay zone then becomes shielded from light exposure, the result is a relative 
advance as compared to the days before. Additionally, the slower clock will automatically 
postpone the advance portion of the PRC from the end of the night into the morning 
light, which will complementarily lead to an acceleration of the clock. By these effects, 
the rhythm of the circadian clock shifts back towards its stably entrained phase. This 
process leads to stable entrainment over days and biological clocks have thus evolved 
to use sunlight as an external time reference where, in chronobiological terms, sunlight 
has been the most influential ‘Zeitgeber’ for life on earth over the course of evolution. 
By its phase-dependent light sensitivity, our clocks are thus buffered against small day-
to-day deviations in their cycling rate, ensuring a stable phase relationship between the 
light-dark cycle and the biological clock rhythm. Where we used to adjust our mechanical 
clocks manually to achieve a stable phase relationship with the solar light-dark cycle, 
evolution has found an elegant way of light integration to synchronise biological clocks 
with the axial rotation of the earth. 

Individual clock differences: the phase-period rule of entrainment

Just like mechanical clocks, our biological clock may display quite different characteristics, 
not in the last place due to individual differences in the intrinsic cycling period (τ) of our 
circadian clocks. As explained previously, our clocks adjust their phase relative to the 
light-dark cycle to ensure that the effect of light makes up for the difference that exists 
between the 24-hour light-dark cycle and τ. The result is that an individual with a very 
slow (e.g. 24.5 hours) clock entrains at a relatively late phase where the majority of the 
delaying clock phase is postponed into the dark phase, and the accelerating phase occurs 
in the beginning of the light phase. On the other side of the spectrum, individuals with fast 
clocks expose a significant portion of the delaying phase to light and the advance portion 
of their PRC to darkness; a condition that is met when the clock has an early phase of 
entrainment relative to the light-dark cycle. More specifically, phase of entrainment is 
defined as the time difference between a phase marker of the circadian rhythm (e.g. the 
onset of melatonin secretion in dim-light conditions; DLMO, or CBT minimum) and a 
phase-marker of the light-dark cycle (e.g. lights off). The relation between phase angle 
of entrainment and internal circadian period (τ), depends on the (local) slope and time 
integration properties of the PRC. In healthy humans, a one-hour difference in τ has been 
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shown to be related to a four-hour difference in phase of entrainment23. In individuals 
with a τ of 23.5 or 24.5 hours, DLMO occurs approximately five hours or one hour before 
lights off respectively23. The time between DLMO and the onset of darkness thus depends 
on the τ of an individual. 

The impact of electrical light on circadian organisation

For simplicity, I assumed up to this point that the far majority of light we are exposed 
to on a daily basis originates from the sun. It is clear that in modern-day society this 
has dramatically changed. Humans typically expose themselves to artificial light in the 
evening hours to be able to see. This involves ordinary room light, but also light emitted 
from our electronic devices. Our biological clocks, unfortunately, do not discriminate 
between electrical light or daylight, and as a consequence, our circadian organisation 
is influenced by artificial light on a daily basis. At the same time, we often sleep with 
closed curtains, effectively shifting our light-dark cycle to a later phase with respect 
to the solar light-dark cycle. Although we expose ourselves to light in the evening, our 
constructed delayed light-dark cycle still follows a period of 24 hours because we like 
to be active during the day, and our employers typically expect from us that we show up 
at work at an agreed-upon time. The phase angle of entrainment that allows our clock 
cycle to retain a 24-hour period under these constructed light-dark cycles, is however 
different from when our species was solely exposed to daylight24,25. Because we delay our 
light-dark cycle, our clocks accommodate this by delaying their phase as well, resulting 
in a human phase of entrainment in modern-day society that is much later than it was 
under pre-industrialized conditions, with a much wider distribution26. Problems occur 
when the clock cycle becomes so late, relative to the solar cycle, that the resulting phase 
of entrainment interferes with societal demands. Where humans consistently woke up 
close to dawn when their circadian systems were mainly affected by daylight25, many 
humans are now forced to wake themselves up in the morning with alarm clocks, at 
circadian times where the clock is still promoting sleep. The consequence is thus not 
per se that our clocks are not entrained, as they may very well be even under modern-
day conditions (although see27, who show that individuals with slow clocks may have 
difficulty entraining when exposed to too much evening light), but that we are delaying its 
phase, resulting in overruling its sleep-promoting signals in the evening and as a result 
subsequently also in the morning. Particularly those individuals that feel the most sleep 
deprived during week days and find themselves sleeping in during the weekends, spend a 
substantial part of their lives being awake when their circadian clocks are still promoting 
sleep. As displaying an activity pattern that conflicts with our biological clock rhythm is 
so reminiscent of constantly living with a jetlag, it is not surprising that this phenomenon 
is widely known as ‘social jetlag’ in the field of chronobiology28. A chronic phenotype of 
social jetlag has now been related to numerous health and performance issues, including 
depression29, the tendency to smoke28, increased body-mass index30, cardiovascular risk 
factors31 and decreased academic performance32. 
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Figure 2. Schematic overview of the human retina from Kolb (1995)34. Light enters the eye from below 
(through the inner limiting membrane) and passes a number of neuronal layers before the light reaches 
the photoreceptor layer containing rods and cones. Rods and cones indirectly signal to the ganglion cells 
via rod and cone bipolar cells. The ganglion cells finally relay light information to the brain. 

How light information is processed in the (primate) retina

When we, as scientists, want to fulfil our role in society in suggesting means of coping 
with these light-induced problems, a clear understanding on how our eyes process 
light information is crucial. After all, a vast amount of light information processing 
occurs already in the retina, whether we are considering visual or nonvisual functions. 
A thorough understanding of our retinal organisation may potentially be exploited to 
minimise unwanted nonvisual effects of light, or to design lighting conditions that are 
tuned to be optimal for an individual’s preferred behaviour (e.g. shift-workers, frequent 
travellers experiencing jet lag or individuals with sleep problems). As much of my work 
focusses on light processing in the retina, a brief description of our current knowledge 
on retinal organisation with respect to both visual and nonvisual functions is warranted 
(see33 for a complete overview of mammalian visual and nonvisual photoreception). A 
schematic overview of the human retina is provided in Figure 2. 

Figure 3. Overview of spectral 
sensitivities of primate photoreceptors 
plotted relative to their peak sensitivity, 
overlaid with representative light 
spectra for sunlight and a fluorescent 
light source, from Panda & Hatori 
(2010)38.
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Photoreceptors. The processing of light in the retina starts with light-sensitive cells 
known as photoreceptors. Humans express at least five distinct types of photoreceptors: 
rods, short-, middle- and long-wavelength sensitive cones and intrinsically photosensitive 
retinal ganglion cells (ipRGCs). What these cells have in common, is the expression of opsin 
proteins that undergo a conformational change with the absorption of a photon, eventually 
leading to hyper- (rods and cones) or depolarization (ipRGCs) of the photoreceptor 
membrane. Different photoreceptor types are maximally sensitive to different parts of the 
visual light spectrum, depending on the spectral sensitivity of the opsins that are expressed 
in the receptor cells. Rods express the rod opsin, which has its peak spectral sensitivity 
at ~500 nm35. The S-, M- and L-cones express cyanolabe, chlorolabe and erythrolabe 
cone opsins respectively, which peak approximately at ~420, ~530 and ~560 nm36. The 
light-induced response of ipRGC cells is mediated by the melanopsin photopigment, 
with maximal spectral sensitivity at ~480 nm37. Photoreceptors become less sensitive at 
wavelengths that deviate from the wavelength of their maximal sensitivity, resulting in the 
spectral sensitivity curves displayed in Figure 3.

Figure 4. Retinal circuit underlying red-green colour coding in the primate retina, from Kolb (1995)33. 
The red and orange bipolar cells (mb) and ganglion cells (mgc) correspond to ON- and OFF-center circuits 
respectively, with an L-cone in the center. The dark and light green bipolar and ganglion cells correspond 
to ON- and OFF-center circuits respectively, with an M-cone in the center. The center-surround 
organisation of these circuits originates from lateral inhibition of central cones through horizontal cells 
(HI, HII and HIII). For each of the four circuits, the symbols illustrate whether the center/surround is 
sensitive to green or red, and whether activation of the center/surround inhibits (-) or excites (+) the 
ganglion cell. For example, the most left circuit is excited by red light in the center of its receptive field and 
inhibited by green light in the surround.

Colour-coding in the primate retina. Humans have trichromatic colour vision, 
meaning that all colours we perceive emerge from a relative comparison of the three 
photoreceptors that are sensitive to different parts of the visual spectrum: the cones. 
It is important to note that one photoreceptor is not sufficient to encode colour. For 
example, for the M-cone, two equally bright light sources of ~510 nm and ~550 nm would 



General introduction, thesis overview and thesis summary

17

1

elicit identical responses in the M-cone due to the bell shape of the M-cone spectral 
sensitivity curve with its peak at 530 nm. The M-cone response to the two stimuli would 
thus be identical. Similarly, a ~530 nm light source and a ~560 nm light source will 
elicit the same response in the M-cone when the latter is twice as bright as the former. 
One photoreceptor can therefore never tell whether a decreased activation is due to the 
stimulus being less bright, or the stimulus being further away from its peak spectral 
sensitivity wavelength. The reason we are in fact able to discriminate these wavelengths 
through their apparent colour is because our eyes compare the relative activation of the 
M- and L-cones to obtain an indication of colour on a red-green scale. In addition, our 
eyes compare the S-cone activation to the summed activation of (L+M) cones to obtain an 
indication of colour on a blue-yellow scale. Thus, the human retina extracts two principal 
components from any light spectrum, which can together account for the millions of 
colours we can discriminate. The first cells in the retina that contain information on the 
red-green colour scale are the cone-bipolar cells (Figure 2; mb in Figure 4). Each cone-
bipolar cell is contacted by one cone only (either L or M) which forms the center of its 
receptive field (i.e. all photoreceptors that can modulate the activity of the bipolar cell). 
In these bipolar cells, the response mediated by the center cone is always opposed by the 
response mediated by the surrounding cones through lateral inhibition via horizontal 
cells. The result is that the receptive field of such a bipolar cell is organised in a center-
surround ON-OFF or OFF-ON organisation, depending on whether the bipolar cell 
excites or inhibits the ganglion cell it signals to. For an ON-OFF bipolar cell with an 
L-cone at its center and a mixture of L- and M-cones in its surround, a green spot of light 
covering its entire receptive field results in less activation than a red spot of light, because 
in the former the inhibitory surround is heavily activated in comparison to the center, 
whereas in the latter the center receives relatively more activation than the surround. The 
ganglion cells that are contacted by these bipolar cells then relay this red-green colour 
information to the brain. For an excellent review on the pathways involved in primate 
red-green colour-coding, I refer to Kolb (1995)39.

The retinal circuits involved in blue-yellow colour coding40 are slightly more complex 
(Figure 5). The OFF-ON bipolar cell has a blue cone at its center which is inhibited by a 
surrounding mixture of L- and M-cones, much like how bipolar cells in red-green colour 
coding are organised (Figure 5, top). These bipolar cells thus excite the ganglion cells 
they project to in response to yellow light in their surround, and inhibit the ganglion 
cell in response to blue light in their center. These are therefore blue-OFF/yellow-ON 
bipolar and ganglion cells. Blue-ON/yellow-OFF colour coding is thought to be encoded 
at the level of the ganglion cell, not at the level of the bipolar cell as was the case in the 
circuitries discussed so far (Figure 5, bottom). These ganglion cells receive input from an 
ON-OFF blue/yellow bipolar, but also from an OFF-ON yellow-yellow bipolar. Because 
the first one has an OFF-surround and the second one has an ON-surround, the (yellow-
sensitive) surrounds cancel out and what is relayed by the ganglion cell is the remaining 
ON-OFF blue/yellow signal originating from the centers of these bipolar cells (hence the 
center-surround organisation present in the two bipolar cells is lost at the level of the 
ganglion cell).
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Figure 5. Retinal circuits thought to underly blue-yellow colour-coding in the primate retina, from Dacey 
and colleagues (2014)40.

Achromatic contrast coding in the primate retina. The bipolar cells involved in 
the red-green and the S-OFF circuitries are part of the midget bipolar cell family, which 
are all contacted by one cone only that forms the center of their receptive fields. Another 
class of bipolar cells, the diffuse bipolar cells, are contacted by multiple cones (such as the 
L+M bipolar in the S-ON pathway)41 and their centers are mediated by multiple cones. 
Diffuse bipolar cells do have a center-surround organisation, but because both the center 
and the surround are regulated by a mixture of M- and L-cones, these cells are not colour-
sensitive but encode only local contrast in light intensity (luminance). A white light spot 
presented at its receptive field center (with darkness on its surround) will evoke a large 
response in a diffuse bipolar, while a uniform stimulation of both its surround and center 
will not result in a response due to cancellation between center and surround. The diffuse 
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bipolar cells send information to parasol ganglion cells, which convey information on 
luminance contrast to the brain42.  

Intrinsically photosensitive retinal ganglion cells. The circuits discussed so 
far all require input from the outer retina, where the rod and cone photoreceptors are 
expressed. There is, however, one distinct class of retinal ganglion cells that is light-
sensitive37 even in the absence of functional rods and cones43, via the expression of the 
melanopsin photopigment44,45. This cell is of particular interest for the nonvisual effects 
of light, such as photoentrainment and the pupillary light response; genetic ablation of 
these cells severely disrupts these nonvisual light responses in mice46. Although there 
may be many subtypes of intrinsically photosensitive retinal ganglion cells, my main 
focus will be on the M1-subtype which is the main mediator of these two nonvisual light 
responses and is most relevant in the context of circadian photoentrainment47. IpRGCs 
are thought to be mainly involved in the encoding of absolute light levels (i.e. irradiance), 
and are capable of linearly encoding irradiance levels in the intact retina over a wide 
range of intensities (>6 log units)48. The dendrites of ipRGCs span large areas across the 
retina in comparison to the dendrites of midget or parasol ganglion cells49, suggesting 
that ipRGC cells are relatively insensitive to local contrast and not particularly useful 
in encoding detailed visual information, but are perfectly suited to sample levels of 
irradiance over a wide surface of the retina. This is a feature that is of particular interest 
for a nonvisual function such as the pupillary light-response, which mediates (and should 
be responsive to) the overall illumination at the surface of the entire retina. Similarly, 
such irradiance-coding could provide SCN cells with a sinusoid-like entraining signal, 
corresponding to time of day. In the mouse retina, ipRGCs have been shown to receive 
synaptic input from mainly ON-center bipolar cells50,51. This bipolar input suggests these 
cells are in addition to their intrinsic melanopsin response sensitive to colour, which has 
indeed been demonstrated in mice52 and, using electrophysiological measurements of 
ipRGC responses to colour modulations, also in the primate (macacque) retina49. In the 
primate retina, ipRGCs are excited by yellow light (demonstrated via L+M-cone selective 
increments), whereas blue light inhibits the activation of these cells (demonstrated via 
S-cone selective modulation)49. It might be that these ipRGCs therefore receive input 
exclusively from S-OFF bipolar cells with an (L+M)-ON surround. However, such an 
organisation would be accompanied by a center-surround organisation, which appears 
to be absent in these colour-sensitive ipRGCs40. One explanation for this absence may 
be that these cells receive input from multiple S-OFF bipolar cells. This may then 
cause overlapping receptive fields of all bipolar cells projecting to one ipRGC, blurring 
the center-surround organisation in the bipolar cells at the level of the ipRGC itself. 
Another explanation for the loss of center-surround organization in ipRGCs may be that 
ipRGCs encode colour on a blue-yellow axis in a similar way as the S-ON/(L+M)-OFF 
pathway presented in Figure 5. These cells lack a center-surround organization due to 
the cancellation of inhibitory (S-ON bipolar cell) and excitatory (diffuse bipolar cell) 
surrounds that are both sensitive to yellow. IpRGCs may for example receive input from 
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S-OFF midget bipolar cells (with yellow ON surround) and yellow-ON diffuse bipolar 
cells (with yellow OFF surround). Such an organization would lead to cancellation of 
the yellow surrounds of both bipolars, leaving only the blue-OFF and yellow-ON centers 
affecting the ipRGC response. Whatever the underlying circuitry mediating yellow-blue 
colour coding in these cells, it is important to note that Dacey and colleagues49 have only 
modulated M- and L-cones in concert, but did not examine whether selective modulation 
of M- and L-cones affected the electrical response of these ipRGCS. The question thus 
remains as to whether these ipRGCs also receive input from bipolar cells involved in red-
green colour-coding.  

Thesis overview

At the level of the individual with an aberrant sleep phase, it is important to provide 
advice on how light exposure impacts the timing of sleep. For such advice, knowledge 
on individual clock characteristics may be important. For example, it has recently been 
suggested that individuals with slow circadian clocks (i.e. individuals with the longest τ) 
are more influenced by the delaying effects of light in the evening27. For these individuals, 
it may therefore be relatively important to minimize evening light exposure, as compared 
to individuals with slightly faster circadian clocks. Additionally, and alternatively, these 
individuals may benefit from any treatment that shortens τ, which is expected to decrease 
the delaying effects of evening light and to advance the optimal sleep phase. In both 
rodents and humans, τ has been shown to be affected by light53,54, and in rodents it has 
been shown that specific dietary restrictions also impact τ55. In order for the scientific 
community to study how τ is most efficiently altered, tools that allow for the estimation of 
τ on an individual level may be of primary importance. However, such tools are at present 
not available, and the estimation of τ on an individual level still requires time-consuming 
and expensive laboratory protocols. To accommodate for this gap in our knowledge, I 
analysed individual 1-week light exposure data collected under ambulatory conditions, 
followed by one circadian phase assessment in the lab. This analysis allowed for the 
development of a method that may prove useful in estimating τ on an individual level, 
which is presented in chapter 2. 

Such methods as described in chapter two rely on the integrity of the model that is used 
to simulate how a human SCN would respond to light. This model, however, completely 
lacks a module that accounts for the spectral composition of light; a feature that would 
make the model more reliable. One fundamental aspect of the human circadian system 
that therefore requires additional attention is how our circadian system, including the 
retina, processes light information. The pupillary control system in mammals receives 
major inputs from ipRGCs, and characterising colour sensitivity of the pupil response 
may provide important insight into the very first stages of nonvisual photoreception. 
Therefore, chapter 3 describes how the pupil responds to selective activation and 
deactivation of one photoreceptor type only, while keeping a constant activation of the 
other types. The resulting information could be used to deduce what bipolar cell types 
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connect to M1 ipRGCs. In addition, predictions are formulated on the spectral sensitivity 
of the human circadian system, focussing not only on the sensitivity of melanopsin, but 
also on encoded colour via cones and bipolar cells. 

Although not much is known on how human ipRGCs in fact do encode colour, it is 
of major importance to formulate hypotheses as to why our circadian system should be 
sensitive to colour modulations in the first place. One functional benefit of circadian 
colour-coding, at least over the course of evolution, is that cone input may minimize 
day-to-day variability in our phase of entrainment. In chapter 4 I aim to provide a 
testable hypothesis that may prove useful in answering how a circadian system that is 
solely sensitive to irradiance (i.e. melanopsin activation) may become more stable when 
colour is concomitantly encoded. This hypothesis is based on an analysis of continuously 
collected (100 days) solar spectral data from the top of the Bernoulliborg; a 27 meters 
high academic building located on the Zernike campus of the University of Groningen.

Although the optimal timing of sleep is largely gated by our circadian clocks, the 
effects of light on sleep may not only work through the circadian system. From rodent 
studies, it is evident that the mammalian retina projects not only to the SCN, but also to 
other brain areas including the VLPO and the thalamus56. These brain areas are heavily 
involved in sleep-wake regulation and the generation of slow waves during NREM 
sleep17,57. As such brain areas receive direct input from the retina, it is possible that the 
sleep homeostat itself may be directly influenced by the light we are exposed to when 
we are awake. Chapter 5 therefore describes a field study that was designed to gain 
knowledge on the relationship between light exposure during the day and the timing and 
architecture of subsequent sleep.

Thesis summary

The studies that are discussed in this thesis have led to a number of novel findings. In 
chapter 2, we discuss a novel method in estimating the intrinsic period of a human 
individual, solely by analysing 1 week of ambulatory-collected light exposure data followed 
by one clock phase assessment in the lab. Such methods are crucial in understanding 
circadian clocks on an individual level, and may in the future reduce the necessity of 
extensive laboratory protocols in determining this important characteristic of individual 
clocks. Such advances may prove useful in individually targeted chronotherapy, and may 
for example be used to predict how individual clocks respond to any given light exposure 
pattern. 

Our analyses in chapter 3 suggest that human ipRGCs that mediate pupil constriction 
(and most likely also circadian photoentrainment) are sensitive to colour. These ipRGCs 
appear to encode colour on both a red-green and yellow-blue axis, in a red-ON/green-
OFF and yellow-ON/blue-OFF manner. Depending on the situation, it is important to 
have control over the amount of phase-shift a certain light spectrum will elicit. In case 
of countering jet lag, large shifts may be desired to quickly entrain to the new light-dark 
cycle, but for recreational use of LED screens such effects should be minimal to prevent 
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phase-shifting of the clock. Our data suggests that in addition to decreasing the intensity 
of a light source, changing the colour may provide a degree of flexibility in achieving 
these goals more efficiently. 

As it is becoming clear that human ipRGCs encode colour, there is an increasing 
need for an explanation or hypothesis as to why such colour-coding would be beneficial 
for human circadian photoentrainment. In chapter 4 I show that light intensity and 
colour together contain more information on solar time than light intensity alone. A 
combination of both factors is therefore the most stable Zeitgeber signal thinkable for a 
retina that is capable of extracting both intensity and colour information from daylight. 

In chapter 5, we show that the intensity of light exposure during the day affects not 
only the timing of sleep, but also sleep architecture and quality itself. Such findings are 
important and could eventually be incorporated in models describing sleep, to predict 
not only the timing of sleep but also more qualitative aspects during sleep. 
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Abstract

Light is the most potent time cue that synchronizes (entrains) the circadian pacemaker to 
the 24-hour solar cycle. This entrainment process is an interplay between an individual’s 
daily light perception and intrinsic pacemaker period under free-running conditions. 
Establishing individual estimates of circadian phase and period can be time-consuming. 
We show that circadian phase can be accurately predicted (SD=1.1h for dim light 
melatonin onset, DLMO) using 9 days of ambulatory light and activity data as an input to 
Kronauer’s limit-cycle model for the human circadian system. This approach also yields 
an estimated circadian period of 24.2h (SD=0.2h), with longer periods resulting in later 
DLMOs. A larger amount of daylight exposure resulted in an earlier DLMO. Individuals 
with a long circadian period also showed shorter intervals between DLMO and sleep 
timing. When validated under laboratory studies in a wide variety of individuals, the 
proposed methods may prove to be essential tools for individualized chronotherapy and 
light treatment for shift work and jetlag applications. These methods may improve our 
understanding of fundamental properties of human circadian rhythms under daily living 
conditions.
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Humans possess a circadian pacemaker, located in the suprachiasmatic nucleus of the 
hypothalamus (SCN), which synchronizes many rhythmic processes such as hormone 
secretion, skin temperature, heart rate and the sleep-wake cycle (review: Schmidt et al.,  
2007). Light can phase shift the circadian pacemaker, which allows for synchronization 
of behavioral and physiological rhythms with the 24-hour solar cycle, a process called 
entrainment (review: Duffy & Wright  Jr., 2005). Humans are unique in their light-
exposure patterns due to the fact that this pattern can be altered with self-employed 
electrical lighting patterns. The individual regulation of light exposure seems to broaden 
the distribution of phase of entrainment in humans (Wright et al., 2013), as compared 
to other species. This exceptional broad distribution of entrainment has been related to 
numerous health problems (review: Bonmati-Carrion et al., 2014) and understanding the 
complexity of human light entrainment is therefore important. 

Assessment of circadian phase typically requires relatively expensive laboratory 
hormone assessments (dim light melatonin onset; DLMO). To make circadian phase 
assessment more accessible for researchers and clinicians, less expensive alternatives are 
needed. Modeling the effect of light on the human circadian system may provide such an 
alternative as ambulatory (wrist-actigraph) light exposure data can be collected in a low-
cost and noninvasive manner, without the need for subjects to change their daily living 
routines. Furthermore, such approaches may provide knowledge on human circadian 
organization in real life settings. One mathematical model that has been particularly 
accurate in modeling the circadian response to light is the limit-cycle oscillator model 
developed by Kronauer et al. (1990; 1999) with revised versions presented by Jewett et 
al. (1999) and St. Hilaire et al. (2007). This model describes a light-sensitive circadian 
pacemaker where the circadian phase of the pacemaker defines its sensitivity to light. Not 
only can this model be used to replicate phase-response curves reported in literature (e.g. 
Khalsa et al., 2003), it may also be a valuable tool to evaluate light exposure patterns in 
human entrainment.

Whether this model can reliably predict circadian phase in the field is unknown, 
as it was developed, refined and validated using only controlled laboratory studies on 
amplitude-suppressing and phase-shifting effects of light on the circadian pacemaker 
(Jewett et al., 1991, 1994; Khalsa et al., 1997; St. Hilaire et al., 2007). Here we will test 
whether Kronauer’s model can be used to estimate circadian phase under daily living 
conditions by entering individually collected ambulatory light data into the model. By 
letting Kronauer’s model entrain to the light data that were collected for each individual, 
the entrained phase of each individual (DLMO) can be directly compared to the entrained 
phase of the model. As intrinsic circadian period length (τ) will not be determined for 
the participants described here, the default value of 24.2 hours will initially be assumed 
for the model parameter describing τ. However, it is well known that humans differ 
considerably in intrinsic period length (Czeisler et al., 1999; Duffy et al., 2011; Hiddinga 
et al., 1997). This variation in intrinsic period may affect the phase angle of entrainment 
between the external light-dark cycle (sunlight and/or artificial light) and the entrained 
circadian rhythm in humans (Duffy et al., 2001; Wright Jr et al., 2005; Gronfier et al., 
2007; Eastman et al., 2015; Hasan et al., 2012) as has been observed in other species 
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(e.g. Pittendrigh & Daan, 1976; Merrow et al., 2006). After determining the amount of 
variance in circadian phase attributable to ambulatory light exposure, we assumed that 
τ is the dominant factor in explaining individual differences in the timing of DLMO, 
and that the remaining unexplained variance will be mainly attributable to individual 
differences in intrinsic period. Minimizing this unexplained variance through iterative 
tuning of individual τ, we present the possibility that Kronauer’s model can be used as a 
tool to predict not only circadian phase, but also human intrinsic period.  

Methods

Participants included 20 healthy male (n=9) and female (n=11) subjects, aged 20-
27 (average 23.2 ± 1.7 (±SD)). Chronotype was assessed via the Munich Chronotype 
Questionnaire (MCTQ; Roenneberg et al., 2003). A broad distribution of chronotypes 
was achieved by including only very early (MSF 2.75-3.79), intermediate (MSF 4.63-
4.83) and very late chronotypes (MSF 7.04-7.75). The cut-off values used for classification 
of chronotype groups were determined by analyzing the distribution of chronotypes 
available in the MCTQ Dutch database (updated from Zavada et al., 2005), containing 
4132 individuals within the age range of 20-30 (very early, intermediate and very late 
types fell within the lowest, middle and highest 10% of this distribution respectively). The 
dataset contained 8 very early (MSF 3.5 ± 0.3 (Mean ± SD)), 9 intermediate (MSF 4.7 ± 
0.1 (Mean ±SD) and 3 very late (MSF 7.3 ± 0.4 (Mean ± SD)) chronotypes.

Exclusion criteria were the presence of moderate sleep disturbances assessed with 
the Pittsburgh Sleep Quality Index (PSQI; > 9 (average 3.52 ± 1.71; ±SD, 2 individuals 
scored > 5); Buysse et al., 1989), tendencies for anxiety and/or depression, determined 
via the Beck Depression Inventory (BDI;  > 7; Beck et al., 1996) and Hospital Anxiety and 
Depression Scale (HADS; > 7; Zigmond & Snaith, 1983) and color-blindness, indicated by 
the inability of completing an Ishihara color blindness test (Clark, 1924) without errors. 
All participants completed an in-house developed general health questionnaire, which 
was assessed to exclude participants from the study when reporting chronic medical 
conditions or the need for medication use, previous head injury, epilepsy, smoking, 
excessive use of alcohol or caffeine (> 3 and > 8 consumptions per day, respectively) the 
use of recreational drugs during the last year, a BMI outside the range of 18-27, a body 
weight of less than 36 kg or having a history of shift work and/or having travelled across 
more than one time-zone in the last month prior to the experiment. 

From a total of 23 participants enrolled into the study, one dropped out and two 
participants were excluded from analysis because of malfunctioning of the equipment, 
leaving a total of 20 participants for analysis.  

The study procedures were approved by the Medical Ethical Research Committee 
of the University Medical Centre Groningen (NL48468.042.14), Netherlands and are 
in accordance with the Declaration of Helsinki (2013). All participants gave written 
informed consent.
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Study procedures
The procedures described here are part of a 3-week field study protocol in which 
ambulatory data were collected for the assessment of human biological rhythms in 
the field. Only the first nine days are relevant for the current study. All measurements 
were conducted in the Groningen Area (the Netherlands), between November 2014 and 
January 2016. 

Light-intensity and activity were continuously monitored from Friday evening (day 
0) until Sunday afternoon (day 9) using actigraph devices (MotionWatch 8™, MW8™, 
CamNTech. Ltd.), containing an accelerometer and a broadband light sensor. On day 
8, a laboratory session was scheduled to assess circadian clock phase under dim light 
conditions (< 10 lux in the angle of gaze; dim-light melatonin onset; DLMO). Participants 
entered the lab 9 hours before habitual sleep onset. For each participant, 8 hourly saliva 
samples were obtained with the last sample scheduled at the time of habitual sleep 
onset. Participants remained in a posture-controlled position for 15 min preceding saliva 
sampling. Participants needed to attend the lab for device changes twice during the week 
for less than 30 minutes each time, at a time of choice that was not restrictive to their 
sleep-wake schedule. No further interventions were applied during these 9 days of data 
collection. 

Measurements
Data were collected throughout the year, but not within one week after daylight savings 
time transitions (end of March and end of October). For all data collected under daylight 
savings time, one hour was subtracted from the time values, such that all time values 
were expressed as GMT+1 for the time zone of the Netherlands.

Actigraphy. Activity was measured using a MotionWatch 8™ (MW8™, CamNTech. 
Ltd.), which returns activity counts per one-minute epoch as the cumulative sum of 
motion, as recorded by a tri-axial accelerometer. The average activity acrophase was 
estimated by fitting a single sine wave harmonic with a period of 24 hours to the available 
9 days of actigraphy data (CircWave, version1.4, Roelof A. Hut, University of Groningen, 
NL). 

Light intensity. Light intensity (in lux) was measured per second and recorded as 1 min 
averages. The light data that were used for all analyses were the per-minute averages as 
returned by the MotionWatch 8™. The sensor accurately describes light intensity in the 
0 – 64000 lux range, which we validated using a photo spectrometer (SpecBos 1211 LAN 
UV, JETI Technische Instrumente GmbH). A distribution of light intensities measured 
for each participant over the course of the 9-day protocol is presented in Figure S2.  
Furthermore, an estimation of the amount of daylight each participant was exposed to 
was calculated as the percentage of lux values > 615 for each individual separately. This 
threshold was chosen as 99% of all light intensities measured during solar darkness did 
not exceed 615 lux (Figure S3), which means that any values > 615 lux must have been 
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collected during daytime. For one participant, the device measured 7 hours of aberrant 
high light intensities. As no concomitant activity was measured during this time window, 
these deviating lux-values were marked as an artifact and were set to 0 accordingly 
(analysis was performed with and without this artifact correction, and it was found not 
to affect the results). 

Sleep timing. Sleep timing parameters (onset and offset) were calculated from the 
activity and light data using Sleep analysis software (version 7, CamNTech Ltd.). Sleep 
offset was calculated as the time when activity and light intensity showed an increase 
compared to preceding values, and maintained at that increased level for at least 10 
minutes. Sleep onset was calculated as the time when the reverse was true. 

Core-body temperature. Participants were asked to swallow a core body temperature 
(CBT) measuring pill (CorTempTM, HQ Inc.) at the afternoon of day 1 (Saturday) and 
day 5 (Wednesday). A belt worn receiver at the abdomen collected the data emitted by 
the pill until it was excreted from the body after 24-32 hours. For each participant, CBT 
data were smoothed by locally weighted scatterplot smoothing (R function loess, after 
Cleveland et al., 1992), using a 10-h smoothing span. The smoothed data were used to 
determine CBT minimum (CBTmin) for each night. 

DLMO assessment. Salivary melatonin was collected using Salivette® (Sarstedt™ Ltd., 
Germany). Samples were centrifuged and stored overnight at ~4 ˚C and then stored in a 
-80 ̊ C freezer. To assess melatonin concentration, a double-antibody radioimmunoassay 
(RIA; intra-assay variation coefficient of 13.97% and 9.11% for low and high concentration 
controls respectively, inter-assay variation coefficient of 13.99% and 14.64% for low 
and high concentration controls respectively) was performed (Bühlmann Direct Saliva 
Melatonin kit, Bühlmann Laboratories AG, Switzerland) after termination of the study. 
DLMO was marked as the first time where linear interpolated melatonin concentrations 
exceeded the 4 pg/ml threshold.

Modeling the circadian response to ambulatory light data 
For each participant, 9 days of light data were available (average lux value per minute 
from Friday evening until the next Sunday afternoon). Light data was cut to start at the 
time of the first estimated CBTmin (estimated as measured DLMO + 7h; based on e.g. 
Brown et al., 1997; Benloucif et al., 2005) and to end at the Sunday afternoon. As the first 
estimated CBTmin always occurred during the early Saturday morning, the final dataset 
that was processed by the model consisted of ~8 days of data (from Saturday morning 
until the Sunday afternoon). As each individual light profile was cut to start at (DLMO 
– 7), the clock time associated with the onset of each light profile was different for each 
individual profile. Kronauer’s model was implemented in R (R Core Team, 2015; version: 
3.2.3), based on the most recent formulas and parameter values described in (St. Hilaire 
et al., 2007).
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Figure 1. Graphical overview of information flow at each model iteration. On a per-minute 
basis, Kronauer’s model evaluates the effect of light (in lux) on the circadian pacemaker. When light is 
presented to the model, process L generates a drive , which is influenced both by the current intensity of 
light and state of adaptation. This drive B̂ is then altered by a stimulus modulator, based on the current 
phase and amplitude of the pacemaker, resulting in a modulated drive B. Drive B in turn affects the speed 
and amplitude with which the pacemaker oscillates.

Kronauer’s limit cycle oscillator for the human circadian pacemaker. To 
model individual circadian responses to the ambulatory light data, the revised limit cycle 
oscillator model of the human circadian pacemaker was implemented, which is explained 
in detail in Jewett et al. (1999) with minor revisions proposed in St. Hilaire et al. (2007). 
The model consists of a pacemaker that, in the absence of light, oscillates in a circular 
fashion (the limit cycle) with a period of 24.2 hours and amplitude normalized to 1. Light 
has the potential to push the oscillator away from the limit cycle, effectively influencing 
both the amplitude of the cycle and the speed at which the pacemaker traverses through 
this cycle. The effect of light on speed and amplitude depend on the phase of the circadian 
pacemaker, such that light is most efficient in influencing these parameters when the 
pacemaker phase is close to the CBTmin. When light is perceived before the critical phase 
(close to CBTmin), the speed of the pacemaker is slowed down, resulting in a phase-delay. 
This phase delay gradually changes into a phase advance when light is perceived after 
the critical phase. Light and dark adaptation is incorporated in the model, such that the 
efficiency of light to affect the pacemaker gradually decreases during prolonged light 
exposure, whereas the opposite occurs during prolonged darkness. This adaptation 
mechanism is modeled by a pool of photosensitive elements in the light-sensitive 
module that can either be in the “used” (variable n) state or the “ready” (fraction 1 - n) 
state, which is analogous to the effect of light on retinal photo pigments: the photon-
induced conformational change of a photo pigment molecule renders it insensitive to 
light until it is recycled. A graphical representation of the processes described above is 
presented in Figure 1. As an example, a simulated phase-delay is presented in Figure 2. 
A complete overview of the model parameters and formulas are presented in Table S1. 
No modifications to the core model components were applied. Slight alterations to initial 
variable values (values that are required to describe the baseline state of the model when 
the first lux value in a light profile is evaluated) are described below when the ambulatory 
light data modeling is discussed. 
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Core-body temperature minimum as a phase marker. As a circadian phase 
marker, the time of CBTmin can be calculated from the relationship between state 
variables xc and x (see Figure 2; May et al., 2002; St. Hilaire et al., 2007) such that 
CBTmin equals (time when atan(xc, x) = -2.98)  + φref, where φref = 0.97 hours). Typically, 
CBTmin occurs approximately 1 hour after the occurrence of xmin. Although St. Hilaire et al. 
(2007) provide a method to use predicted melatonin synthesis onset as a phase marker 
of Kronauer’s model, we have decided to use the time of predicted CBTmin as the model 
output. As the time interval between CBTmin and DLMO has consistently been reported 
to approximate 7 hours (e.g. Brown et al., 1997; Benloucif et al., 2005), the time of the 
model-predicted CBTmin is easily converted into a model-predicted DLMO by subtracting 
7 hours from predicted CBTmin.

A B

Figure 2. Example of a simulated phase-delay. The Kronauer model responds to a 3-hour 9500-
lux light pulse (grey arrow) starting 5 hours before CBTmin (midnight in this example). A) At baseline, 
the pacemaker follows the limit-cycle oscillation (black curve). This oscillation is modeled by two 
coupled variables describing the state of the pacemaker, x and xc. Variable x closely follows the core body 
temperature rhythm whereas xc is a complementary variable that is mathematically required to achieve 
this oscillation. When the light stimulus is presented, the system is pushed away from the limit cycle 
(grey curve), leading to a deceleration of the pacemaker. At the end of the light-pulse (3 AM; filled circles 
connected to solid lines), the pacemaker is delayed as only 316.2° of one oscillation was traversed versus 
342.6° in the absence of a light stimulus (0° and dashed line mark xmin, which corresponds to predicted 
CBTmin – 0.97h). B) Overview of the state variable responses (solid lines: x, dashed lines: xc) to the same 
light pulse as in A. Compared to no light pulse (black lines), the rate of change in the two state variables 

(i.e. the speed of the pacemaker) is slowed down in response to light (grey curve), leading to a phase-delay.

Baseline model entrainment. With its phase-dependent sensitivity to light, 
Kronauer’s oscillator has the property to entrain to a given 24-hour light-dark cycle. By 
letting the model entrain to the same light-dark cycle that each individual is entrained 
to, the phase of entrainment of Kronauer’s oscillator can be directly compared to the 
measured phase marker (DLMO or CBTmin) of each individual. This comparison requires 
stable entrainment to the same light-dark cycle for both the model and the individual. As 
only one week of light data was available before the DLMO was measured, it was assumed 
that this week of light data was representative for the typical light-dark cycle to which 
each individual was stably entrained. Unlike what was assumed for the participants, the 
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model is not stably entrained to this one week of light data by default. In fact, the model 
requires time to stably entrain to any light-dark cycle it is presented with, analogous to 
recovering from a jetlag. Kronauer’s model typically requires multiple baseline weeks 
to reach stable entrainment, which were here constructed from the light data that were 
obtained for each individual separately as follows: the first 7 days of the individual 8-days 
light profiles described earlier were repeated 4 times (i.e. 4 weeks of artificial baseline 
data), and used as an input for the model to entrain to. When constructing these artificial 
baseline weeks, day 8 was not included, as this was the semi-constant routine day at 
which DLMO was assessed and therefore not a representative day of light data. During the 
processing of each individual’s artificial baseline weeks, the model’s phase of entrainment 
gradually shifted towards an asymptote (a gradual day-to-day shift in predicted core-body 
temperature minimum) which, when reached, indicated that the requirement of stable 
entrainment was met. Although the time to reach stable entrainment varied between 
individual baseline profiles, the model was stably entrained after 4 weeks. The entire 8 
days of individual light data were then added to the end of this 4-weeks baseline period. 
This procedure allowed for a direct comparison between the model-predicted DLMO on 
the last Saturday (day 8 of “week 5”) evening (predicted CBTmin on the Sunday morning – 
7 hours) to the actual DLMO measured on that Saturday evening. 

It is important to note that for each individual baseline profile, the model will 
eventually always reach the same phase angle of (stable) entrainment, regardless of the 
initial state of the model at the start of the baseline weeks. This is analogous to an SCN 
that will recover from jetlag reaching stable entrainment to the new time zone, regardless 
of the initial time zone. Therefore, no a-priori knowledge on the state of the oscillator is 
required at the start of the baseline procedure. Nevertheless, a value needs to be assigned 
to each of the variables describing the initial state of the model to start processing the 
data. For completeness; the initial state variable values (x and xc) were set to -1.04 and 
0.09 respectively, whereas variable n was set to 0.014. This is the state of the model that 
would occur at predicted CBTmin, when simulating stable entrainment to days consisting 
of 16 hours of wakefulness under 150 lux and 8 hours of sleep under 0 lux (Jewett et al., 
1999) at the beginning of the baseline weeks. At the start of week 5, the state of the model 
was unique for each individual, as it was uniquely entrained to each individual’s baseline 
4-weeks light profile. 

Statistical analyses
Statistical analyses were performed in R (R Core Team, 2015; version: 3.2.3), using the 
most recent shell of Rstudio (version: 0.99.491). Linear regression models were fitted 
with the base lm function. To test whether individual terms significantly (α = 0.05) 
contributed to the model when multiple explanatory variables were included, the drop1 
function from the lme4 library (Bates et al., 2012) was implemented. Model selection was 
based on the Akaike-information criterion (AIC) using a backward step-wise multiple 
regression approach.
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Results

Table 1. Participant demographics

Demographic Mean ±SD [min. to max.]

Gender 9/11 (M/F)

Age 23.2 ± 1.7 [20.0 to 27.0]

MSF 4.6 ± 1.3 [2.8 to 7.8]

Average sleep onset 24.0 ± 1.2 [21.5 to 26.9]

Average sleep offset 8.0 ± 1.2 [6.3 to 12.5]

Average midpoint of sleep 4.0 ± 1.2 [1.9 to 7.7]

Activity acrophase 15.9 ± 1.5 [13.9 to 19.0]

Average CBTmin 3.6 ± 2.1 [1.2 to 9.9]

DLMO 20.5 ± 1.9 [17.0 to 26.3]

Average light intensity (log(lux); lux > 0) 1.3 ± 0.2 [0.7 to 1.6]

For each participant, the final dataset contained ~8 days of activity and light intensity 
data, at least (depending on metabolic rate) two days of CBT data (day 1 and day 5), one 
DLMO value (day 8), the cosine-fitted average activity acrophase and the average CBTmin 

clock times of at least 2 nights. As an example, Figure 3 provides the compiled dataset of 
one participant.

Figure 3. Compiled dataset of participant “BCM15”. Top panel: 9 days of ambulatory light intensity 
data, plotted as log(lux; >1 lux), although the actual modeling was performed on the untransformed lux 
values. Middle panel: concomitant ambulatory activity data. Dashed lines mark the estimated time of 
maximum activity. Bottom panel: Core body temperature data collected by two separate CBT-pills. The 
dashed vertical lines mark CBTmin times for days 1, 2, 5 and 6. The grey curve follows the smoothed fit of 
CBT.   denotes measured DLMO in all panels.
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Relationship between DLMO and ambulatory CBTmin 

First we assessed whether core-body temperature minimum (CBTmin) can be a reliable 
estimate of circadian phase in the field. Linear regression analysis revealed a significantly 
positive relationship between DLMO and CBTmin (Figure 4; F(1,18) = 19.2; p < 0.001). The 
average difference between DLMO and CBTmin was 7.1 ± 1.5 hrs (± SD). As the data points 
were non-equidistant due to the inclusion of one individual with a relatively late DLMO, 
the strength of the relationship between DLMO and CBTmin was tested by repeating the 
regression analysis without this individual (F(1,17) = 3.59; p = 0.07).

Figure 4. Relationship DLMO and time of core-body 
temperature minimum. Each data point represents the 
average of all CBTmin times available for each participant.

Predicting DLMO with ambulatory light and actigraphy data
Next, we tested whether modeling ambulatory light data could generate accurate 
predictions of clock phase. For each participant, the individual 8-days light profile was 
processed by Kronauer’s model, resulting in 8 individual daily predictions of CBTmin. From 
these 8 predicted CBTmin values, only those days on which CBTmin data were available were 
used for further analysis, together with the predicted CBTmin following the day of DLMO 
assessment (Figure 5). 

Figure 5. Model predictions for participant “BCM15”.  Model-predicted CBTmin and DLMO 
(CBTmin

pS, DLMOpV), DLMOU and Kronauer’s model prediction (variable x; grey curve) are plotted 
together with the relevant light profile. For this individual, DLMOp was at 19:49 whereas measured DLMO 
was at 19:15. Only intensities higher than 0 log(lux) were included for graphical purposes. The actual 
modeling involved the raw lux values. The vertical dashed lines mark the measured CBTmin times during 
nights 1, 2, 5 and 6.
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Predicted DLMO (DLMOp) was calculated from the predicted CBTmin following the 
DLMO assessment day. For this calculation, a phase difference of 7 hours was assumed 
between DLMO and CBTmin, which is in line with the phase difference of 7.1 hours 
reported here and the phase difference of ~7 hours reported previously (e.g. Brown 
et al., 1997; Benloucif et al., 2005). Accordingly, DLMOp was calculated as (predicted 
CBTmin on night 8) – 7. Finally, average predicted CBTmin (CBTmin

p) was calculated as 
the average of the predicted CBTmin values determined for the nights on which CBT data 
was available. For clarity: the model-predicted time of CBTmin should not be confused 
with the measured CBTmin values. Predicted CBTmin is a phase-marker of the limit-cycle 
oscillator (from which predicted DLMO was directly calculated by subtracting 7 hours), 
whereas measured CBTmin and DLMO can be considered measured phase markers of the 
individuals. As Kronauer’s model returns the time of core body temperature minimum as 
a circadian phase marker, we first tested whether average CBTmin was related to CBTmin

p 
and a significant positive relationship was found (Figure 6A; F(1,18) = 19.58; p < 0.001). 
Also in this analysis, the data points are non-equidistant, and when the regression was 
repeated without the late individual, a trend was observed (F(1,17) = 3.612; p = 0.07). 
Furthermore, DLMOp values were positively related to the measured DLMO values (Figure 
6C; F(1,18) = 19.44; p < 0.001).  This significant relationship disappeared when the late 
individual was omitted from the analysis (F(1,17) = 2.876; p = 0.11). Although DLMOp 
and CBTmin

p both significantly explained 52% of the variance in the measured DLMO and 
average CBTmin values respectively, a considerable amount of residual variance was still 
observed (Figure 6A and C; CBTmin

p and DLMOp). As CBT measurements are especially 
sensitive to masking by activity, it was tested whether a combination of CBTmin

p and 
time of activity acrophase would explain more variance in average CBTmin, than CBTmin

p 
alone. A simple regression analysis revealed that CBTmin

p together with activity acrophase 
(added as a covariate) explained 67% (an increase of 15%) of the variance in average 
CBTmin (Figure 6B; F(2,17) = 17.5, p < 0.001). Next, it was tested whether more variance in 
DLMO could be explained with a combination of DLMOp and time of activity acrophase 
(covariate), than with DLMOp alone. Together, DLMOp and activity acrophase explained 
71% (an increase of 19%) of the total variance in DLMO (Figure 6D; F(2,17) = 20.74, p 
< 0.001). When the late individual was omitted from the latter two analyses, Kronauer’s 
model prediction did not significantly contribute to either one of these regression models 
(CBTmin

p: p = 0.15; DLMOp: p = 0.1). These results suggest that the relation between clock 
phase and Kronauer’s model predictions is stronger when the range of DLMO values 
included in the analysis extends to DLMO values outside the normal range.
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Figure 6. Model predictions for both CBTmin and DLMO. A and C) The model-predicted CBTmin 
and DLMO times (CBTmin

p and DLMOp) show a significant positive relationship with CBTmin and DLMO 
respectively. B and D) When correcting the model-predictions of CBTmin and DLMO for activity acrophase 
(CBTmin

p+φ  and DLMOp+φ respectively), 15% more variance in CBTmin and 19% more variance in DLMO was 
explained. The residual standard deviations corresponding to the regression analyses presented in panels 
A, B, C and D were 1.46, 1.24, 1.4 and 1.1h.

We finally tested how well the model would predict DLMO when the default light 
settings of the model were used, by assuming 150 lux during wake and 0 lux during sleep. 
The residual sum of squares between DLMOp and DLMO was reduced (by 51%) from 
90.83h2 when default light settings were used, to 46.18h2 when individual light profiles 
were used. A consistent bias towards later DLMO predictions (+1.82 ± 1.14h (±SD)) 
was also observed using the default settings, but not when using the individualized light 
profiles (+0.07 ± 1.56h (±SD)). This suggests that assuming 150 lux during the wake 
period results in an overestimation of light exposure in the evening.
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A

B

Figure 7. Intrinsic period estimation method.  A) The intrinsic τ of the model was iterated step-wise 
(from the initial τ of 24.2h) for each participant until the time between DLMOi and DLMOp was < 1 minute. 
B) Light intensity data of day 8 of participant “BCM15” who showed a DLMO (U) earlier than predicted by 
the model with the default τ (�). For this individual, a τ of 23.96 hours resulted in a DLMOp (S) that was 
identical to the measured DLMO.  Dashed lines show CBTmin

p using the default (grey) and individual (black) 
τ. Solid lines show the value of state-variable x when the default (grey) or individual (black) τ was used.

Estimating intrinsic circadian period with ambulatory light data and 
measured DLMO
The results indicate that not all variance in circadian phase can be explained by modeling 
light data only, a finding that was assumed to originate mainly from individual variation 
in intrinsic circadian period. To obtain the set of estimated individual τ values { }( )ˆ ....τ i n  
that could explain the remaining variance, the difference between DLMOp and DLMO was 
minimized (< 1 minute) for each individual separately by manipulating the value of the τ 
parameter according to the schematic in Figure 7A (an example is presented in Figure 7B). 

Intrinsic period distribution
The intrinsic period estimates ranged from 23:50 to 24:34, with an average of 24:14 (± 
00:12 (± SD)). We found our distribution to match previous literature well (Figure 8A), 
as average intrinsic periods from previous literature were 24:18 ± 00:22 (±SD; Hiddinga 
et al., 1997), 24:11 ± 00:08 (±SD; Czeisler et al., 1999), 24:04 ± 00:10 (±SD; Wright 
et al., 2005), 24:06 ± 00:20 (Gronfier et al., 2007), 24:12 ± 00:08 (±SD; Burgess & 
Eastman, 2008) and 24:09 ± 00:12 (Duffy et al., 2011). This similarity suggests that the 
discrepancy observed between DLMO and DLMOp may be attributable to a distribution 
of intrinsic periods in our sample that is comparable to distributions reported previously. 
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Acknowledging the possibility that there are other physiological parameters than τ that 
could explain the observed remaining variance in phase angle of entrainment (e.g. light 
sensitivity, differently shaped PRCs), we tested whether the individual variation around 
a laboratory-constructed PRC (Khalsa et al., 2003) followed the distribution that would 
be expected based on a known distribution of τ (Czeisler et al., 1999). This was found 
to be the case (Figure S1), suggesting that τ is indeed the dominant factor determining 
phase in human circadian entrainment. Next, we tested whether tuning other model 
variables (while leaving τ at the default value of 24.2h) could minimize the discrepancy 
between DLMO and DLMOp. For six participants, adjusting the saturating level of light 
intensity did not result in an optimal solution (DLMO = DLMOp), by manually tuning I0, 
leaving an unexplained variance of 14.32h2 which was 69% of the total variance in DLMO. 
Parameter values leading to a solution were often unrealistic (e.g. more than half of the 
required saturating light levels were <200 or >30000 lux). Also tuning B and B̂  variable 
values did not lead to an optimal solution in four participants, leaving an unexplained 
variance of 12.62h2 (72.7% of the total variance). These findings support our assumption 
that τ may be the dominant source of individual variation when using Kronauer’s model 
to predict clock phase.

Figure 8. Distribution and relationships of τ̂  A) Distribution of estimated intrinsic period 
compared to a sample of intrinsic period distributions reported using forced desynchrony protocols.  The 
separate intrinsic periods are distributed with means (±SD) of 24.23 (± 0.20; τ̂ {i….n}; field estimation; 
solid black line), 24.3 (± 0.36; Hiddinga et al., 1997; dotted black line), 24.18 (± 0.13; Czeisler et al., 1999; 
dashed black line), 24.07 (± 0.17; Wright et al., 2005; solid grey line), 24.10 (± 0.34; Gronfier et al., 2007; 
dotted grey line), 24.2 (± 0.13; Burgess & Eastman, 2008; dashed grey line) and 24.15 (±0.20; Duffy et 
al., 2011; black dotted dashed line). B) The relationship between DLMO and estimated intrinsic period 
was not significant. C) The same relationship as in B. The color-coding indicates the amount of daylight 
(% of minutes > 615 lux, see methods) each individual was exposed to. Later DLMO values were related 
to longer intrinsic periods, apart from the individuals with the lowest amount of daylight exposure (dark 
blue points at τ ~ 24.1). DLMO was significantly (p < 0.001) explained by both estimated intrinsic period 
and the amount of daylight exposure, together contributing to a linear model that explained 69% of the 
variance in DLMO.
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Relationship between estimated intrinsic period and measured clock phase
As intrinsic period was directly calculated from DLMO, we expected to find a correlation 
between these two measures. However, no relationship between estimated intrinsic 
period and clock phase was found (Figure 8B; p = 0.1). A significant relationship between 
the timing of CBTmin and intrinsic period has been reported by Duffy et al. (2001), which 
could not be replicated by Wright Jr et al. (2005) when DLMO was taken as the circadian 
phase marker. To explain these confliciting results, we considered the origin of light our 
subjects were exposed to. We hypothesized DLMO to be earlier in individuals when the 
majority of light exposure originated from daylight rather than artificial light for two 
reasons. First, the intensity of daylight is relatively high compared to artificial light, and 
higher light intensities have been related to an earlier sleep timing in humans (Roenneberg 
et al., 2003). Second, daylight typically precedes artificial light (which mostly occurs after 
sunset rather than before sunrise; Wright et al., 2013). A larger amount of daylight is 
therefore expected to be related to earlier DLMO values due to both its high intensity 
and relatively early timing. To test this hypothesis, the relationship between DLMO and 
estimated intrinsic period was controlled for the log-transformed estimated amount of 
daylight (minutes > 615 lux; see methods) each individual was exposed to. After adding 
the log-transformed amount of daylight as a covariate to the regression equation, 69% 
of the variance in DLMO was significantly explained (F(2,17) = 18.53; p < 0.001) by 
both intrinsic period and the amount of daylight exposure. A later DLMO was related 
to a longer estimated intrinsic period and more estimated daylight exposure was related 
to earlier DLMO values (Figure 8C). This improved fit was not only attributable to the 
late individual: both log-transformed daylight and τ remained significant contributors 
to the regression model when this individual was omitted from the regression analysis 
(F(2,16) = 21.25; p < 0.001). This shows that the amount of daylight indeed influences the 
relationship between DLMO and τ, in particular for individuals with very low amounts 
of daylight exposure (Figure 8C). These results suggest that individual differences in 
the amount of daylight exposure obscure the expected relationship between DLMO 
and intrinsic period. As a consequence, when by chance there is little variation between 
participants in the timing and intensity of the light schedule (indicated by the amount of 
daylight exposure), a relationship between DLMO and intrinsic period may be revealed, 
perhaps explaining conflicting results in literature.

Relationship between estimated intrinsic period and the phase difference 
between DLMO and sleep timing
To correct for the timing of the light schedule, phase of entrainment can be expressed 
as the phase angle between DLMO and the light-dark cycle. For this reason, the interval 
between DLMO and sleep onset (which can be considered as the onset of the dark phase) 
has been shown to be more strongly related with intrinsic period, and is conceptually a 
more reasonable measure of phase of entrainment (clock phase with respect to zeitgeber 
phase) than the clock time of DLMO without light timing information (Wright Jr et al., 
2005; Gronfier et al., 2007; Burgess & Eastman, 2008; Hasan et al., 2012; Eastman et 
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al., 2015). Therefore, we tested whether a relationship between phase of entrainment 
and intrinsic period could be revealed in the current dataset. Phase of entrainment was 
calculated with respect to sleep onset (i.e. lights off; DLMO – sleep onset) and sleep 
offset (i.e. lights on; DLMO – sleep offset) separately. Estimated intrinsic period was 
significantly related to the phase difference between DLMO and sleep onset (Figure 9A; 
F(1,18) = 4.67; p < 0.05), and DLMO and sleep offset (Figure 9B; F(1,18) = 12; p < 0.01). 
The analysis revealed that individuals with longer estimated intrinsic periods showed a 
shorter time interval between DLMO and sleep onset/offset and vice versa for individuals 
with shorter estimated intrinsic periods. 

A B

Figure 9. Relationships between sleep timing and estimated τ̂ .  The phase angles between A) 
sleep onset and DLMO and between B) sleep offset and DLMO were both significantly and positively related 
to estimated intrinsic period such that individuals with longer estimated intrinsic periods scheduled their 
sleep window at a relatively early circadian phase (shorter duration between DLMO and sleep onset).

Relationship between estimated intrinsic period and phase of entrainment, 
corrected for light intensity 
As stated previously, phase of entrainment is not only influenced by intrinsic period, but 
also by light intensity. To test the assumption that higher light intensities are related to 
an earlier phase of entrainment (Roenneberg et al., 2003), we tested whether phase of 
entrainment could be significantly explained by both intrinsic period and average light 
intensity. Therefore, the average of the log-transformed lux values (only values > 0 lux 
included) were calculated for each individual separately as a measure of average light 
intensity. Regression analysis revealed that the phase angle between DLMO and sleep onset 
(R2 = 0.55; F(2,17) = 10.4; p < 0.01) and sleep offset (R2 = 0.72; F(2,17) = 21.6; p < 0.001) 
were significantly related to both estimated intrinsic period (as above) and the average 
light intensity (now added as a covariate). As expected, later intrinsic period was related 
to later phase of entrainment, whereas higher light intensities were related to earlier phase 
of entrainment. For (DLMO – sleep offset), an increase of 1 hour in intrinsic period was 
estimated to delay phase of entrainment by 4.6 ± 0.77 (±SE) hours, whereas an increase in 
average light intensity by 1 log(lux) was estimated to advance phase of entrainment by 2.84 



Chapter 2

44

2

± 0.65 (±SE) hours. For (DLMO – sleep onset), a delay of 4.54 ± 1.21 (±SE) and an advance 
of 3.71 ± 1.03 (±SE) hours were estimated for these parameters respectively. 

Discussion

The results provide evidence that analyzing ambulatory light, activity and core-body 
temperature (CBT) data provides reliable estimations of human clock phase (DLMO). 
Although CBTmin by itself correlated with DLMO, analyzing the combination of light 
and activity data provided more accurate estimations. The finding that CBTmin only is a 
less accurate predictor of DLMO than a combination of light and activity data is likely 
attributable to known masking effects on CBT (Klerman et al., 1999). By modeling the 
circadian impact of ambulatory collected light data, we show that Kronauer’s model 
predictions explain a significant amount of variance in DLMO. This shows that this model 
may be a useful tool for estimating clock phase in the field, especially when it is combined 
with activity measurements. The relationship between the DLMOp and CBTmin

p values and 
Kronauer’s model predictions of these circadian phase markers was not strong, which 
is likely attributable to large inter individual variation in intrinsic period. As a result, 
a relationship between DLMO and DLMOp may be more readily shown in a dataset of 
equidistant, broadly distributed DLMO values, effectively increasing the signal-to-noise 
ratio in the regression analyses. Inclusion of individuals with DLMO values deviating 
from the normal range (shift-workers, patients) will be interesting for future testing, as 
this may show that Kronauer’s model can give a rough estimation of DLMO, even for 
individuals who are entrained outside the normal range. The fact that the model predicts 
a late DLMO for the late individual in our dataset is promising, but further testing is 
required. Furthermore, to the authors’ knowledge, the current study is the first to 
highlight the possibility that intrinsic period may be estimated by modeling ambulatory 
light exposure data followed by one clock-phase assessment in the lab. Finally, the 
results presented here provide experimental and theoretical support for the notion that 
intrinsic period and zeitgeber strength of the light-dark cycle are the dominant factors in 
determining human phase of entrainment. 

Both methods described rely on the integrity of ambulatory collected light data. It 
should be noted that light was measured at the level of the wrist, not the eye, which 
might have influenced the model predictions. Furthermore, the device returns light 
intensity in units of photopic illuminance (lux), which is not entirely representative for 
the human circadian system. Where Kronauer’s model should ideally be modified to take 
melanopic lux (Lucas et al., 2014) as an input, the impact of light on the clock can likely 
be more accurately described when actigraph devices return melanopic lux or photon flux 
corrected for the spectral sensitivity of melanopsin. It might be that individual differences 
in light sensitivity may have induced additional variance as well. Nevertheless, tuning of 
the light-sensitivity parameter in Kronauer’s model indicated that, unlike differences in 
intrinsic period, differences in light sensitivity are an unlikely factor in explaining the 
majority of the mismatch between DLMO and predicted DLMO. Finally, the methods 
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presented here will not be applicable to blind individuals and models incorporating non-
photic entrainment (i.e. St. Hilaire et al., 2007) could perhaps offer a suitable alternative.

Modeling ambulatory light data explained 52% of the total variance in measured 
DLMO and timing of CBTmin. Accounting for activity acrophase (added as a covariate) 
generated more accurate predictions of these parameters (67% and 71% respectively). 
CBTmin is particularly sensitive to masking by activity (Klerman et al., 1999) and correcting 
for activity acrophase may have therefore resulted in the additional amount of explained 
variance (15%). As DLMO was assessed in a posture-controlled setting, it is unlikely that 
the additional amount of variance explained in DLMO (19%) originated by accounting 
for masking effects by activity. It is also unlikely that time of activity acrophase increased 
the accuracy of DLMO phase estimations through non-photic effects, since the non-
photic circadian drive by activity is expected to be small in light-entrained individuals 
(St.Hilaire et al., 2007). The most parsimonious explanation is that activity acrophase in 
itself is a reliable phase marker of the central clock (Lim et al., 2012), therefore adding to 
the predictive power of the light data. This may allow for other indirect measures of clock 
phase to increase the estimation accuracy of human circadian clock phase. 

When entrainment is considered as a mathematical system with three unknown 
variables (light exposure, intrinsic period and resulting clock phase), the value of one 
of these variables can be calculated when the remaining two are known. Our method to 
estimate intrinsic period builds on the assumption that these are the dominant factors 
determining human entrainment. This is likely a simplification of the human circadian 
system. Other factors such as measurement errors in DLMO and light intensity and 
individual differences in the shape of the PRC and sensitivity to light could have also 
contributed to the remaining variance, which we have herewith included in our intrinsic 
period estimations. Therefore, our method awaits validation using individual τ estimates 
in a laboratory study. However, we show that deviations from the PRC reported in Khalsa 
et al. (2003) could be explained by accounting only for individual differences in intrinsic 
period (see Figure S1), and that tuning the model parameter describing light sensitivity 
did not reliably result in a minimization of the discrepancy between DLMO and DLMOp 

in our dataset (see Supplementary Material). Together with the observed similarity 
between the distribution of estimated τ values and distributions of τ reported using 
forced-desynchrony protocols (e.g. Hiddinga et al., 1997; Czeisler et al., 1999; Wright 
Jr et al., 2005; Gronfier et al., 2007; Burgess & Eastman, 2008; Duffy et al., 2011), our 
results indicate the validity of our τ estimates. 

The data suggests that DLMO is related to intrinsic period, as long as the average 
amount of daylight exposure is accounted for (Figure 8C). The weak relationship between 
DLMO and intrinsic period (Wright Jr et al., 2005) may be due to individual differences 
in the timing and intensity of light exposure, which are both expected to be related to the 
amount of daylight exposure (Roenneberg et al., 2003; Wright et al., 2013). Our analyses 
predict a relationship between DLMO and intrinsic period to be observable when there 
is little inter-individual variability in the timing and intensity of light exposure. Indeed, 
those individuals with the least amounts of daylight exposure showed DLMO values 
that were later than predicted by the corresponding τ estimations. Importantly, the 
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low amount of daylight exposure also explains the DLMO of the latest individual in our 
dataset, suggesting that this DLMO was the result of deviating daylight exposure, rather 
than being of clinical nature. By correcting for individual differences in the timing of 
light exposure (sleep-wake cycle), it has previously been shown that the phase difference 
between DLMO and sleep onset (DLMO – sleep onset) is positively related with intrinsic 
period (Wright  et al., 2005; Burgess & Eastman, 2008; Gronfier et al., 2007; Hasan et 
al., 2012; Eastman et al., 2015). Our intrinsic period estimates show the same positive 
relationship, suggesting that our estimations were valid. It is unlikely that this finding is 
caused by a ‘regression to the mean’, because DLMO and estimated intrinsic period did 
not correlate (Figure 8B; R2 = 0.144; p = 0.099). As a result, the probability of finding a 
significant relationship between (DLMO – sleep onset/offset) and intrinsic period purely 
by chance was only 5% (see Supplementary Material). 

The positive relationship between phase angle of entrainment (DLMO – sleep onset/
offset) and estimated intrinsic period reported here is in line with the premise that humans 
obey the phase-period rule: individuals with long intrinsic periods show a late phase of 
entrainment with regard to the light-dark cycle such that the majority of the light hits the 
advance zone of a typical PRC (i.e. sleep is scheduled at an early phase such that darkness 
coincides with the delay zone of that PRC). Additionally, as expected (Roenneberg et al., 
2003), light intensity exerts an additional influence on phase angle of entrainment over 
estimated intrinsic period, where higher light intensities are related to an earlier phase 
of entrainment. Although sleep onset and offset both contain information on the timing 
of light exposure in humans, our analysis revealed a relationship with intrinsic period 
that was weaker for (DLMO – sleep onset) than for (DLMO – sleep offset). This suggests 
that most humans are stronger entrained to lights-on (morning light) than to lights-off 
(evening light), as expected when τ > 24h. 

In summary, the distribution of estimated intrinsic periods and their relationship 
with phase of entrainment suggest that we developed an accurate method to estimate 
circadian period from field data. Our results show that low-cost estimations of circadian 
phase, intrinsic period and phase of entrainment may be possible by analyzing ambulatory 
collected light and activity data, while imposing no restrictions on the participants’ daily 
routines. Such advances are not only useful from a scientific point of view, but may prove 
to be of crucial importance when optimizing individual light treatment for shift work and 
jetlag applications and designing individualized chronotherapy treatment schedules.
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Supplementary Information

Correlation between DLMO and intrinsic period. As DLMO showed a weak 
but almost significant correlation with estimated intrinsic period (R2 = 0.144; p = 
0.099), we tested whether the significant relationships between (DLMO – sleep onset/
offset) and intrinsic period could be solely explained by this weak relationship between 
DLMO and intrinsic period. To this end, we simulated 20 sets of intrinsic period values 
that correlated with DLMO with an R2 of 0.144 and calculated the chance of finding a 
significant relationship between both (DLMO – sleep onset) and intrinsic period and 
(DLMO – sleep offset) and intrinsic period. This chance was only 5%, suggesting that 
there is a very slight chance that our findings were only due to DLMO being slightly 
related to intrinsic period.  

Optimizing remaining model parameters. To confirm that intrinsic period was the 
dominant model parameter that could minimize the difference between measured and 
predicted DLMO with reasonable parameter values, we tested whether optimizing other 
model parameters (light sensitivity, strength of B and strength of B̂ ) could minimize 
the difference between measured DLMO and DLMOp by applying the method we used 
to estimate intrinsic period, while substituting τ̂ with the parameter of interest. For six 
participants, adjusting light sensitivity and the strength of B̂ did not result in a solution, 
whereas optimizing B lead to no solution in four participants. The parameter values that 
did lead to a solution required unreasonable parameter values in more than half of the 
participants (e.g. saturating light levels of < 200 or > 30000 lux and > 5-fold increases in 
B or B̂  values). Although the entire landscape of combinations of model parameters was 
not explored, this strongly suggests that the dominant model parameter in Kronauer’s 
model that leaves room for improvement in predicting DLMO is intrinsic circadian 
period.
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Table S1. Equations and parameter valuess of the limit cycle oscillator model

1
3

=q

 0.13µ =
24.2τ =x

1

1
0

0

 0.55
 0.007 min
 37
 0.1 min

 0.5
 9500

 0.97
 2.98 rad

ref

XcX

k

G

p
I

β

α

ϕ
ϕ

−

−

=

=
=

=

=
=
=
= −

0
0 100

α α=
+

p
I I
I I

1 )

l ( ) 1 α= −B G n2)

( )60[ 1  α β= − −�n n n3 )

3 71 4 256    x  
12 3 3 105
π µ= + + − +� cx x x x B4 )

2
24

12 0.97729
π

τ
= − +�c c

x

x qBx x kB5 )

( )( )1 0.4 1 0.4ˆ= − − cB B x x6 )

min XcX refCBT ϕ ϕ= +7 )



Daily light exposure patterns reveal phase and period of the human circadian clock

51

2

Figure S1. Kronauer’s model prediction on PRC data from Khalsa et al. (2003). Kronauer’s 
model showed an accurate fit to the data (dashed black curve), with a mean-square error (MSE) of 
0.58h for the entire dataset, and an MSE of 0.2h when the light pulses timed close to CBTmin (4-hour 
window, marked by dashed vertical lines) were omitted. The MSE was calculated as the sum of squared 
deviations from the data points to the model fit divided by the number of data points. We allowed the 
model parameter for intrinsic period to deviate from 24.18 with one standard deviation (black solid lines; 
68% confidence band) or two standard deviations (grey solid lines; 95% confidence band) based on the 
distribution reported by Czeisler et al. (1999). This approach showed that 13 out of 20 data points (65%; 
58% when data within the critical region was omitted) fell within (or very close to) the 68% confidence 
band, whereas 3 out of 20 data points (15%; 8.3% when data within the critical region was omitted) 
fell outside the 95% confidence band. The fact that the data points are distributed around the default 
model prediction with a distribution similar to what would be expected based on differences in intrinsic 
period, suggest that the majority of error in predicting Khalsa’s PRC data originates from these individual 
differences in circadian period length. As in uncontrolled conditions, the majority of light exposure occurs 
outside the critical region of the PRC, the model should be able to predict clock phase with a very high 
accuracy in our dataset.

Figure S2. Distribution of 
light intensities measured 
during the total 9-days 
protocol. For each intensity 
bin (bin-size: 0.4 log(lux)), the 
number of lux values in that bin is 
plotted as a percentage of the total 
amount of lux values measured 
for each participant separately. 
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Figure S3. Distribution of light intensities measured during solar darkness. For this 
distribution, a subset of data was analyzed where only lux-values measured during solar darkness (solar 
angle relative to horizon: < -6°) were included. For each intensity bin (bin-size: 0.2 log(lux)), the number 
of lux values in that bin is plotted as a percentage of the total amount of lux values measured during solar 
darkness for all participants combined. During solar darkness, 99% of the data fell below 615 lux (2.79 
log(lux)).
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Abstract

The human retina contains five photoreceptor types: rods, S-, M- and L-cones and 
melanopsin-expressing ganglion cells. Recently, it has been shown that selective 
increments in M-cone activation are paradoxically perceived as brightness decrements, as 
opposed to L-cone increments. Here we show that similar effects are also observed in the 
pupillary light response, where M-cone or S-cone increments lead to pupil dilation, while 
L-cone or melanopic illuminance increments resulted in pupil constriction. Additionally, 
intermittent photoreceptor activation increased pupil constriction over a 30-minutes 
interval. Modulation of L-cone or melanopic illuminance within the 0.25-4 Hz frequency 
range resulted in more sustained pupillary constriction than constant intensity light. 
Opposite results were found for S-cone and M-cone modulations (2 Hz), mirroring 
the dichotomy observed in the transient responses. Both the transient and sustained 
pupillary light responses thus suggest that S- and M-cones provide inhibitory input to 
the pupillary control system when selectively activated, whereas L-cones and melanopsin 
response fulfil an excitatory role. These findings provide insight into functional networks 
in the human retina and the effect of color-coding in nonvisual responses to light, and 
imply that both nonvisual and visual brightness discrimination may share a common 
pathway that starts in the retina.



Melanopsin and L-cone induced pupil constriction is inhibited by S- and M-cones in humans

55

3

The primate retina contains rods and three types of cones defined by their short-, mid- 
and long-wavelength spectral sensitivity (S-, M- and L-cones). Light information travels 
from the photoreceptive layer down to the ganglion cell layer, which eventually relays 
light information to the brain (reviewed in (1)). The ganglion cells that are involved in 
visual perception project basic information on color and luminance provided by the 
photoreceptors that indirectly innervate them. There are three major classes of retinal 
ganglion cells involved in visual color and/or luminance coding: the parasol cells, the midget 
ganglion cells and the bistratified ganglion cells. Parasol cells are involved in luminance 
coding, with responses mainly mediated by a summation of M- and L-cone activation 
(L+M). Midget ganglion cells are involved in red-green color discrimination by comparing 
activation originating from L-cones and M-cones (L-M or M-L). Finally, the bistratified 
ganglion cell is thought to be involved in encoding color on the blue-yellow scale in an S – 
(L+M) manner. These cells thus receive excitatory input from the S-cones, while receiving 
inhibitory input from a mixture of M- and L-cones. Besides its image forming function, 
light also elicits nonvisual effects such as the pupillary light response. Light information 
is relayed to brain areas involved in nonvisual responses via a specialized subset of retinal 
ganglion cells (ipRGCs) that are intrinsically photosensitive by expressing melanopsin (2, 
3). In the primate retina, ipRGCs have been shown to encode color on a blue-yellow scale, 
much like the bistratified retinal ganglion cells, but ipRGCs have been shown to receive 
input in an (L+M) – S opponent manner (4). The human pupillary light response seems to 
reflect this retinal wiring, since S-cone illuminance increments result in paradoxical pupil 
dilations (5).

To study the contribution of one photoreceptor type, the silent substitution method (6) 
can be employed. This method allows for selective modulation of the photoreceptor channel 
of interest. Any change in downstream neural processes is then a direct consequence of 
modulating the pathways that the selected photoreceptor is involved in. This is achieved 
by designing two spectra that are indistinguishable for all but one photoreceptor type. 
Temporally alternating these two spectra will then result in a selective modulation of the 
photoreceptor for which the transition is non-silent. For example, a selective increment 
of M-cone activation will change the ratio between L- and M-cone stimulation, which will 
then alter the output of the associated midget ganglion cells, shifting the perceived stimulus 
color along the red-green scale. This method has recently been used to show that selective 
decrements in M-cone illuminance are paradoxically perceived as brightness increments 
(7). M-cone square-wave modulations furthermore produce electroretinogram (ERG) traces 
that are in opposite phase with traces resulting from L-cone (or L+M-cone) modulations 
(8, 9), which has also been shown in visually evoked potentials (VEP) recorded at occipital 
scalp locations (10). Thus, at different levels of visual processing, M-cone increments are 
perceived as brightness decrements, whereas L-cone increments and (L+M) increments 
are perceived as brightness increments.

Although red-green color-opponent ipRGCs have not been described in the primate 
retina, it is interesting to test whether M-cone decrements result in paradoxical pupil 
constrictions, congruent with the aforementioned psychophysical, ERG and VEP results. 
We therefore measured pupillary light responses in a silent substitution protocol. Contrary 
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to the previously mentioned studies, we did not only account for the 3 cone types in 
the human retina (i.e. triple silent substitution), but also for the spectral sensitivity 
of melanopsin. With a peak absorbance at 480 nm (3), the spectral sensitivity of 
melanopsin overlaps substantially with that of S- and M-cones, such that under triple 
silent substitution, the effects resulting from isolated S- or M-cone modulations may be 
confounded by concomitant melanopsin modulations. This approach thus allows for a 
selective square-wave modulation of isolated S-, M-, L-cone or melanopsin responses, 
while maintaining a constant response for the remaining three receptor channels. The 
first purpose of this study was therefore to test how the human pupil responds to transient 
changes in photoreceptor-specific illuminance to provide insight into the retinal pathways 
involved in nonvisual brightness coding mediated by ipRGCs.

Another interesting phenomenon regarding brightness-coding is that flickering light 
may appear brighter than light of constant intensity, also known as the Brucke-Bartley 
effect (11). Similar effects have recently been described for the pupillary light response 
(12). During prolonged exposure to light of constant intensity (~30 minutes), the pupil 
gradually dilates towards the dark-adapted diameter (pupillary escape) after an initial 
constriction at lights on, suggesting that encoded brightness gradually decays due to 
light-adaptation in cones. This pupillary escape is countered by presenting the light in a 
flickering (0.1 – 8 Hz) manner (12, 13), suggesting that a high level of encoded brightness 
is sustained in response to flickering light. These effects may be explained by considering 
retinal adaptation: by repeatedly allowing the cone-signalling pathway to dark-adapt, the 
response to each subsequent light pulse is increased, resulting in an increased overall 
contribution of these pathways to the sustained pupillary light response (effectively 
countering the effects of light-adaptation that result in pupillary escape under constant 
light). Using whole-cell recordings of mouse ipRGCs, it has been shown that ipRGC 
spiking rate increases during exposure to flickering on-off light in comparison with 
light of constant intensity (13), suggesting that increased nonvisual light responses to 
flickering light emerge at the retinal level. Although square-wave temporal modulation 
of one photoreceptor type may not cause complete dark-adaptation at each cycle, it will 
increase its response to each photoreceptor-specific illuminance increment. The silent 
substitution method thus allows for testing the effect of intermittent stimulation for each 
photoreceptor type separately, which may yield different results than those obtained 
under on-off flickering light exposure where all photoreceptors are modulated in concert. 
Given the inhibitory input of S-cones to ipRGCs in primates and the inhibitory nature of 
M-cones in subjective brightness perception in humans, it may be expected that enhanced 
S- and M-cone activation might paradoxically stimulate pupil dilation as measured by 
increased pupillary escape. The second question we address in this study is whether an 
increased time-averaged activity of photoreceptor channels (by effectively countering 
light-adaptation) decreases or increases encoded brightness over the time course of 30 
minutes, for which pupillary escape is taken as a proxy. We expect that pupillary escape 
will decrease (more sustained constriction), as compared to constant light, when increased 
activity of the modulated receptor results in increased encoded brightness, and vice versa.  
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Figure 1. (A) Silent substitution spectra per non-silent photoreptor. In each panel, the light 
and dark shaded areas correspond to the minimal (Imin) and maximal (Imax) photoreceptor-specific illu-
minance respectively. Where the two spectra overlap, the solid line corresponds to the Imin spectrum. The 
dashed black line follows the average of Imin and Imax, which was used in the constant condition. (B) A sche-
matic overview of photoreceptor-specific illuminance values for the 0.25 Hz condition. Separate panels 
show the spectra and protocols for the S- (top, left), M- (top, right), L-cones (bottom, left) and melanopsin 
(bottom, right) modulations.
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Figure 2. Example event-related pupil response (ERPR) for a representative participant 
that was exposed to the 0.25 Hz L-cone isolating flicker. The solid line follows the smoothed 
trend line that was used to calculate constriction amplitudes for statistical analyses. Horizontal line 
segments denote the local minima and maxima from which constriction amplitudes were calculated (see 
Methods and Materials). Constriction to Imin and Imax were calculated as |b – a| and |d – c| respectively. 
Square-wave traces illustrate the photoreceptor-specific illuminance modulations.

Results

With an infrared camera, pupil diameter was continuously measured for 30 minutes, 
while participants viewed two temporally alternating silent substitution spectra (Fig. 1A). 
The spectra were designed so that one photoreceptor type (S-, M-, L-cones or ipRGCs) 
was repeatedly exposed to illuminance increments and decrements, while illuminance 
values remained constant for all other receptors (Fig. 1B). The spectra were alternated at 
a frequency of 0.25, 0.5, 1, 2 and 4 Hz on separate occasions for each individual, with one 
modulated receptor per participant (4 participants per modulated receptor). To study 
the effect of photoreceptor-selective increments and decrements on pupil dilation, we 
calculated the event-related pupil response (ERPR). The ERPR represents the average 
pupil response to a photoreceptor-specific square-wave modulation. One ERPR was 
constructed per frequency condition per participant (Fig. 2). From these individual 
ERPRs, an average ERPR was created for each modulated photoreceptor, which 
are presented in Figure 3 for the 0.25 Hz condition. For the L-cone and melanopsin 
modulating conditions, large-amplitude constrictions (0.64 mm ± 0.10 and 0.29 mm ± 
0.04 respectively) were measured in response to an illuminance increment (p < 0.001), 
whereas the pupil constriction in response to a decrement (0.07 mm ± 0.10 and 0.03 
mm ± 0.04 (± SEM) respectively) did not reach significance. For the S-cone (p < 0.01) 
and M-cone (p < 0.01) modulating conditions, the largest constrictions were observed 
in response to decrements (0.25 mm ± 0.05 and 0.29 mm ± 0.05 (± SEM) respectively), 
whereas the constriction induced by increments (0.07 mm ± 0.05 and 0.11 mm ± 0.05 
(± SEM) respectively) did not reach significance. ERPR amplitudes and test-statistics 
are summarized in Table S1 for the 0.25 Hz condition. The ERPR results demonstrate 
that L-cone and melanopsin increments result in enhanced pupil constriction, whereas 
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the opposite is observed for S-cone and M-cone increments. This phase-reversal was 
observed for all frequency modulations (up to 2 Hz; Fig. 4), where maximal constriction 
was reached ~500 ms after stimulus onset (L-cones and melanopsin) or offset (S- and 
M-cones).

Figure 3. Averaged event-related pupil responses (ERPRs) ± SEM. Each panel contains data from 4 
participants. Separate panels show S-cone (blue), M-cone (green), L-cone (red) and melanopsin (grey) 
ERPRs. Square-wave traces illustrate the photoreceptor-specific illuminance modulations. 

By repeatedly incrementing and decrementing the illuminance for one photoreceptor 
over the course of 30 minutes, we expect that the net-output of that photoreceptor 
remained at a high level due to adaptation processes. As a control, participants also 
viewed a non-modulating stimulus that was the average of the incremental and 
decremental stimulus (Fig. 1A). Pupillary escape was thus expected to decrease as 
compared to constant light (i.e. more sustained constriction) when an ‘excitatory’ channel 
receives additional stimulation (Fig. 5A). The opposite was expected for an ‘inhibitory’ 
channel, such that the pupil shows more dilation during the 30-minute light exposure 
protocol. For each non-silent photoreceptor, a linear regression model was constructed 
to explain pupil diameter by elapsed time (0-30 minutes) and modulation frequency. 
The interaction coefficients were then extracted as a quantification of pupillary escape 
for each modulation frequency (Fig. 5B). For the S-cone and M-cone conditions, all 
frequency modulations were associated with enhanced pupillary escape as compared to 
the constant condition, although this effect was only significant for the 2 Hz condition for 
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both the S-cone (p < 0.05) and the M-cone (p < 0.05) modulations. For the L-cone and 
melanopsin conditions, all modulation frequencies resulted in a smaller pupillary escape 
as compared to the constant condition, which was significant for all conditions (p < 0.001 
and p < 0.05 respectively) except for the 0.05 Hz melanopsin condition. This implies that 
stimuli are encoded as being less bright when S- or M-cones receive additional activation. 
The opposite was found for L-cones or ipRGCs, such that the stimulus is encoded as 
being brighter by the pupillary control system when these receptors receive additional 
activation. Pupillary escape test-statistics are summarized in Table S2. 

Figure 4. ERPRs for the 0.25 (top, left), 0.5 (top, middle), 1 (top, right), 2 (bottom, left) and 
4 (bottom, right) Hz conditions. Square-wave traces illustrate the photoreceptor-specific illuminance 
modulations. Each panel contains data from all 16 participants (4 participants per trace), except for the 1 
Hz S-cone modulation, which contains data from 3 individuals (see Materials and Methods). 
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Figure 5. (A) Schematic of pupillary escape calculation under constant (black line, bottom) and L-cone 
modulating (red trace, bottom) light. There is more pupillary escape in the constant condition, as the 
fitted slope for the constant condition is steeper than for the modulating condition. (B) Estimated (see 
Materials and Methods) pupillary escape (mean ± SEM) over the 30-minutes light exposure window. 
Each panel contains data from 4 participants. Separate panels correspond to the S- (top, left), M- (top, 
right), L-cone (bottom, left) and melanopsin (bottom, right) modulations. The symbols indicate the 
significance level at which the estimated pupillary escape at each frequency modulation differs from the 
constant condition for each photoreceptor-modulation separately (* p < 0.05; + p < 0.001). The colored 
shaded areas indicate the level of pupillary escape for the constant conditions (dashed line: estimated 
pupillary escape, dotted boundaries: ± SEM).

Discussion

Recently, L- and M-cone opponent processing has been demonstrated to affect perceived 
brightness (7), the flicker electroretinogram (8, 9) and visually evoked potentials at 
occipital scalp locations (10). In all these parameters, selective increments of L-cone 
illuminance are encoded as brightness increments, whereas M-Cone increments are 
encoded as brightness decrements. S-cones have previously been reported to contribute 
negatively to visual luminance perception (14, 15). The ERPR results presented here 
extend this body of evidence to the domain of nonvisual photoreception, by showing 
that the human pupillary control system encodes both M-cone decrements and L-cone 
increments as brightness increments. We furthermore confirm the recently reported 
paradoxical pupillary constriction in response to S-cone increments (5). L-cone 
and melanopsin responses were of an excitatory nature, such that increments in 
photoreceptor-specific illuminance were followed by pupil constrictions. Importantly, 
ipRGCs have been shown to be involved in visual brightness discrimination in both mice 
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and humans (16). This places our results in context with psychophysiological findings, 
with strong indications that both nonvisual and visual brightness discrimination share 
a common pathway that starts in the retina. The large-amplitude ERPRs to L-cone 
modulations suggests a relatively large role for L-cones in the pupil response, which may 
be explained by the fact that the human retina expresses a relatively high number of 
L-cones in comparison to other receptors (17). Modulation of identical contrast for each 
receptor is therefore expected to result in relatively large-amplitude responses for L-cone 
isolating modulations. The finding that with higher frequency modulations the ERPR 
amplitude is dampened for all receptors, likely reflects that with increasing modulation 
frequencies, the pupil constriction dynamics become too sluggish to track the intensity 
modulations, resulting in dampened response amplitudes. 

Interestingly, the dichotomy (S- and M-cones versus L-cones and melanopsin) 
observed in the ERPR results was mirrored by the effects of photoreceptor-specific 
flicker on pupillary escape: S-cone and M-cone flicker increased pupillary escape (more 
dilation) whereas L-cone and melanopsin flicker resulted in a reduced pupillary escape 
(less dilation) as compared to the constant light conditions. As the magnitude of pupillary 
escape is negatively correlated with light intensity (12) our findings raise the possibility 
that a flickering S-cone and M-cone modulating light source is encoded as being less 
bright by the pupillary control system than constant light. The opposite appears to be 
true for the L-cone and melanopsin modulations under the employed intensities and 
frequency modulations. For cones, the frequencies resulting in the largest pupillary 
escape effects occur around frequencies of 1-2 Hz. Such frequency tuning was expected. 
Photoreceptors require enough time to ‘dark-adapt’ to increase their sensitivity while at 
the same time enough time in the ‘light’ phase is required to evoke an increased overall 
response as compared to light of constant intensity. The optimal trade-off between light 
and ‘dark’ duration appears to lie in the 1-2 Hz range for pupillary escape, which has 
been reported previously (13). Our finding that effects on pupillary escape (Fig. 5) are 
only significant at a 2 Hz modulation for S- and M-cones is interesting, and suggests 
that long-term inhibitory S- and M-cone mediated effects are more frequency dependent 
than excitatory L-cone and melanopsin effects. Whether this is because recruitment 
of different retinal circuits, or because pupillary escape effects for S- and M-cones are 
generally smaller (where relatively small effects only transcend baseline noise for the 
optimal frequency) remains to be validated using electrophysiological experiments. 

Although spectra were designed according to the method of silent substitution, 
photoreceptor-specific modulations should be interpreted as stimuli that are biased in 
favour of one photoreceptor type, as substitutions may not have been perfectly silent 
for the other types. This nuance is important as differences in photoreceptor spectral 
sensitivity are expected, as well as differences in effective photoreceptor spectral 
sensitivity across the retina due to the appearance of macular pigment in the fovea, 
mainly affecting short wavelength light (<500 nm). To explore how these factors may 
have affected our results, we performed 100 simulations, assuming peripheral (variation 
in peak spectral sensitivity of photoreceptors) or foveal retinal organization (assuming 
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both variation in photoreceptor sensitivity, individual variation in macular pigmentation 
and different foveal photopigment optical densities). As melanopsin and rods are known 
to be practically absent in the fovea and are thus not affected by macular pigmentation, 
only S-, M- and L-cone specific illuminance values were simulated for the fovea. These 
simulations revealed that a difference in cone contrast may indeed be expected between the 
fovea and the peripheral retina. More importantly, however, both in the fovea and in the 
periphery, stimuli were expected to be heavily biased towards the targeted photoreceptor 
(see Table S3 and S4), with minimal residual contrast for other receptor types (typically 
~1-2% contrast with ~1-2% standard deviation). It is therefore likely that all constrictions 
measured (including the unexpected insignificant but visually observable constriction in 
response to Imin for the melanopsin condition) partially reflect the presence of residual 
cone contrast or apparent color changes, but that the large-amplitude constrictions 
mainly reflect the intended photoreceptor-modulations. 

Our findings suggest that, in addition to the (L+M) – S color opponent ipRGCs 
(4), a subset of ipRGCs may receive color-opponent input on the red – green scale, 
with inhibitory and excitatory inputs from M-cone and L-cone dominated pathways 
respectively (+L-M). A similar statement can be made for a stimulus that shifts along the 
blue-cyan ‘axis’, where a blue to cyan shift results in a constriction and an opposite shift 
results in a dilation (+Mel –S). As there are +L-M but also -M+L midget ganglion cells, an 
explanation for our findings is that there are also +L-M and -L+M ipRGCs. Thus, although 
ipRGCs may be quite distinct from conventional RGCs (for example in the expression of 
melanopsin, dendritic arborization patterns and S-OFF (L+M)-ON responses), red-green 
colour discrimination may be a shared property of at least a subset of ipRGCs and midget 
ganglion cells.  Our results are then likely explained by a higher number of +L-M ipRGCs 
(7). When these cells are the dominant response mediators when the stimulus shifts 
along the red-green scale, constrictions are expected for both L-cone increments and 
M-cone decrements. An alternative is that the M-cone inhibitory responses do not occur 
in the retina but may in fact be mediated by cortical processes. Although this possibility 
should not be neglected, the fact that inhibitory M-cone responses are recorded at the 
level of the retina (8, 9) suggests that the results reported here reflect properties of retinal 
processing. 

It is worth noting that under a sine-wave modulation of M-cone illuminance, pupil 
diameter was previously not found to be out of phase with the M-cone illuminance 
modulation as we report here (18). This may be due to methodological differences, as 
in that study the central 10.5°of a circular 30° visual field was blocked. Based on our 
simulations (Fig. S3 and S4), it is not expected that the opposite phase M-cone responses 
are an artefact of incomplete silencing of foveal cones. A more parsimonious explanation 
is that variations along the red–green scale are most efficiently encoded at the fovea, with 
a decline towards the periphery (19). This decline in red-green sensitivity (+L-M or –L+M 
mediated) is steeper than for luminance (mediated by +L+M channels). It is therefore 
possible that M-cone modulating stimuli applied to the periphery predominantly feed into 
the achromatic luminance pathway (L+M) instead of the red-green chromatic pathway. 
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Hence, an M-cone increment delivered at the periphery will induce a larger response in 
the (L+M) – S ipRGCs than in the putative (+L-M) ipRGCs, resulting in pupil constriction. 

It is important to consider that the rods were not silenced in any of the silent substitution 
pairs, which may have influenced our results, as in mice it has been shown that rods persist 
signaling at higher intensity levels than was previously thought (20). However, recent 
reports showed that in humans, rod-inducible pupil constrictions were measurable only 
at low light levels that are consistent with the human rod-saturation threshold determined 
previously (21). The lowest scotopic intensity used in the current study was 7.75 lux (Imax 

spectrum), which translates to 2.15 log scotopic trolands (sc td) at a pupil diameter of 3.13 
mm (i.e. the average pupil diameter recorded over all testing sessions). At this background 
illumination level, increments in illuminance are not perceived via the scotopic system, 
which has been shown to saturate at ~1.0 - 1.5 log sc td under similar conditions (22). 
Thus, as rods are expected to be saturated at the light intensities employed here, it is also 
expected that rods are incapable of responding to illuminance modulations under these 
conditions in humans. Similarly, it is unlikely that rod-specific illuminance modulations 
have resulted in repeated dark- and light-adaptation, and that the pupillary escape effects 
are due to adaptation processes in rods. Therefore, with the light intensities used in the 
current study, it is unlikely that rod-intrusions have contaminated the results presented 
here.

Our results provide important insights into the functional retinal organization that 
affects brightness-coding in nonvisual light responses. Such advances may prove to be 
important in understanding brightness-coding in other nonvisual responses mediated by 
ipRGCs, such as modulation of alertness, melatonin suppression and timing of the sleep 
wake cycle. 

Materials and Methods

Participants. For this study, 16 healthy young participants (10 female, 6 male), aged 
22.13 ± 2.09 (average ± SD; range 19-25) were recruited. Participants were screened for 
color blindness by performing an Ishihara color blindness test. Failure to complete this 
test without errors was a direct exclusion criterion. 

Pupillometer. Pupil diameter was measured simultaneously from both eyes at a 
sampling frequency of 30 Hz, using an Eyetribe® eye tracker (The Eye Tribe ApS, 
Copenhagen, Denmark) consisting of high-frequency infrared LED illumination and 
a camera allowing for quantification of pupil diameter (in camera pixels). To convert 
camera pixels into pupil diameter in millimetres, a calibration procedure was performed 
in which pupil diameter was simultaneously measured with the eye tracker (in pixels) 
and a separate pupilometer that expresses pupil diameter in millimetres (PLR-2000TM 
Pupillometer). At a distance of 40 cm between the eye tracker and the center between 
both eyes (i.e. the distance that was also maintained in the experiment by a chinrest), one 
pixel corresponded to 0.13 mm.
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Light Box. The light source used was an in-house developed light box. Light-emitting 
diodes (LED) of five different colors (blue, cyan, green, yellow and red; Fig. S1) were 
controlled separately via an Arduino Uno (https://www.arduino.cc) microcontroller. 
For each light channel the intensity was controlled digitally (range: 0-255) via pulse-
width modulation. The LED panel was placed in a non-transparent plastic box with a flat 
spectrum diffuser, required to obtain a uniform distribution of color and intensity over 
the light-emitting surface of the light box. 

Silent Substitution. The method of silent substitution (6) is based on the principle 
of univariance, which states that two different light spectra will both affect a given 
photoreceptor cell identically, as long as the number of photons absorbed by its opsins is 
also identical between the two. This principle makes it possible to extract photoreceptor-
specific illuminance values from any light spectrum, by correcting the spectrum for pre-
receptoral filtering, the known absorption curves for each opsin, and finally the peak axial 
optical density of individual photoreceptors. A recently developed method that accounts 
for all of these factors was used to calculate photoreceptor-specific illuminance, expressed 
in lux (23). Whenever in the current study illuminance values were calculated, this method 
was used.  When a light spectrum with a given set of photoreceptor-specific illuminance 
values is substituted for a different spectrum with the same set of illuminance values, none 
of the photoreceptors will be affected differently (i.e. substituting one spectrum for the 
other is silent for all photoreceptors). Similarly, it is possible to design a pair of spectra that 
can be silently substituted for all but one photoreceptor, granting independent control over 
the photoreceptor for which the substitution is non-silent. The previously described light 
box was designed to produce such pairs of silent substitution spectra. The typical strong 
linear relationship between LED intensity and each photoreceptor-specific illuminance 
value allows for predicting the photoreceptor-specific illuminance values that the light-box 
will produce, given a certain configuration of intensity settings. Importantly, the reverse 
is also true: given a desired set of photoreceptor-specific illuminance values, it is possible 
to calculate the required intensity level for each LED color that would produce a spectrum 
with these illuminance values. With the use of a mixed integer linear programming (MILP) 
solver (‘lpSolveAPI’ package in R (version 3.2.3)), the light intensity configuration settings 
required to obtain 4 pairs of silent substitution spectra were calculated, where each pair 
was either non-silent for one of the S-, M-, L-cone or the melanopsin photopigments. 
The solver was run with the constraint that the Michelson contrast for the non-silent 
photoreceptor was always 23% (Michelson contrast was calculated as (Imax– Imin)/ (Imax 
+ Imin) where ‘I’ denotes the photoreceptor-specific illuminance). Michelson contrast 
describes the contrast of a periodic signal, relative to its average value, and is a universally 
accepted metric of luminance contrast (24). In addition, the amount of melanopic lux for 
the 3 pairs of cone-specific silent substitution spectra was always set to ~8.5 melanopic lux, 
to control for the substantial melanopsin-mediated contribution to the sustained pupillary 
light response (12). The average amount of melanopic lux over the two melanopsin-specific 
silent substitution spectra was also set to this level, while maintaining the 23% contrast 
between minimal and maximal melanopic illuminance. Finally, the rods were not silenced 
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as these were expected to be saturated at intensities employed here (see Discussion). All 
spectra were validated with a spectroradiometer (SpecBos 1211 LAN UV, JETI Technische 
Instrumente GmbH). The spectra for each of the silent substitution pairs are presented in 
Figure 1A. An overview of the measured photometric properties of the silent substitution 
spectra can be found in Table S3. 

Experimental Protocol. The study took place in the human research facility of the 
GELIFES institute at the University of Groningen, the Netherlands. Time of measurement 
was at daytime, limited to five time slots: 9-11, 10:30-11:30, 12-13, 13:30-14:30 and 15-
16, where only one time slot was allowed per participant to minimize time of day effects. 
Participants (10 female, 6 male) were seated in isolated rooms in which light, sound 
and temperature conditions were regulated. Participants were asked to perform 6 
testing sessions (1 session per condition, see Study Design) with a minimum of 2 days 
in between two testing sessions. At the start of each session, participants were seated in 
front of a desk, facing both the light-emitting surface of the light box and the eye tracker. 
Movement artefacts were minimized with the use of a chin rest. The height of the chin 
rest was adjusted to achieve horizontal alignment between the center of the eyes and the 
center of the light box. The distance between the eyes and the light box was 40 cm for all 
individuals. At this distance, the angular size of the light-emitting surface (17.5 x 8.5 cm) 
was 24.68° horizontally and 12.13° vertically. Participants were asked to remain seated as 
still as possible for the rest of the testing session while fixating on the center of the light 
box, which was marked with a 5 x 5 mm crosshair. When the participant was ready, the 
eye tracker was set to record the pupil diameter and the experimental protocol started 
with a 20-minutes dark adaptation period. After 20 minutes, the 30-min light schedule 
(corresponding to the condition the participant was assigned to for each particular testing 
session) started. After the light schedule was finished, the pupil recording was stopped 
and the data, consisting of one file containing timing of intensity configurations sent to 
the light box and one file containing pupil diameter measurements at a frequency of 30 
Hz, were collected.

Study Design. The study followed a between-within subject design with non-silent 
photoreceptor as between and frequency modulation as within subject factors. The 16 
participants were divided in groups of four, where a different photoreceptor was targeted 
for each group. In five of the six testing sessions, individuals were exposed to a pair of silent 
substitution spectra that alternated in a square-wave fashion at a frequency of either 0.25, 
0.5, 1, 2 or 4 Hz. In the remaining session, individuals were exposed to light of constant 
intensity and spectral composition. In the constant light condition, the illuminance for the 
silenced photoreceptors was identical to the illuminance levels in both silent substitution 
spectra, whereas the illuminance for the ‘non-silent’ photoreceptor was now fixed at the 
average illuminance level of Imax and Imin. Within each group of four participants, the order 
of conditions was constant, 0.25, 0.5, 1, 2 and 4 Hz for two individuals and for the other 
two individuals the order was reversed. Figure 1B provides an example for the 0.25 Hz 
condition for all photoreceptor conditions.
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Artefact Removal. All data-preprocessing was performed in R (version 3.2.3; Rstudio 
version 1.0.136). For the pupil diameter data, samples containing unreliable data were 
excluded from the dataset (for each individual testing session separately). These unreliable 
samples were primarily recognized by an absolute difference > 5 pixels between the pupil 
diameters of both eyes. This threshold was chosen as 95% of the data contained samples 
where the absolute difference in pupil size was < 5 pixels, and in case of a steady signal 
the pupil diameters of both eyes were visually consistently observed to be < 5 pixels 
apart for all individuals. Samples where at least one of the two pupil diameter values 
were missing were also considered unreliable samples and were removed accordingly. 
These instances occurred when the pupil was partially covered by the eye lid, during 
eye blinks and during movement. Next, additional artefacts that were not recognized 
by the procedures described above were identified and removed via a local polynomial 
regression fitting procedure (‘loess’ function in R (25)). With this procedure, a smoothed 
trend line was fitted through the data points, after which the residuals were extracted. 
Residuals > 1.5 inter-quartile-range (IQR) above or below the upper and lower quartiles 
of the residual distribution respectively were identified as outliers and removed from the 
dataset. For each sample, pupil diameter was calculated as the average pupil diameter of 
both eyes. Next, the pupil data were synchronized with the light-stimulus event log files. 
For one individual (S-cone modulation, 1 Hz condition), no usable data remained after 
artefact-removal. This subset of the data was therefore removed from further analysis 
procedures.  

Event-related Pupil Responses (ERPRs). To construct ERPRs, the timing of each 
sample was first expressed relative to the latest onset of Imin for each sample. The average 
pupil diameter was then calculated for each of these relative time points, revealing 
the typical (average) pupil diameter trace for an Imin – Imax cycle. Relative pupillary 
amplitude was then calculated by subtracting the average of each individual trace from 
each constituent (averaged) data point, which yielded an ERPR with a mean of 0 for 
each individual separately. The amplitude of constriction in response to Imin and Imax was 
calculated for each individual separately. To do this, a loess trend line was fitted through 
the individual ERPRs (see Fig. 2). From the smoothed trend line, maxima and minima 
were determined for Imin and Imax. Constriction amplitudes were then calculated as the 
absolute difference between the maximum and the minimum pupil size, for Imin and Imax 
separately.

Pupillary Escape. For the analysis of pupillary escape, the data from each individual 
testing session were smoothed by averaging pupil diameter over bins of 30 seconds. Only 
the data obtained during the light intervention period were included. 

Statistical Procedures. All statistics were performed in R (version 3.2.3; Rstudio 
version 1.0.136). A critical significance level (α) of 0.05 was maintained for all analyses. 
For the ERPR results, only the slowest frequency employed (0.25 Hz) was statistically 
analysed, as in the other conditions we observed intrusion of pupil responses (which 
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are relatively slow) to Imax into the Imin window and vice versa. For the other conditions, 
the ERPR traces are provided in Figure 4 as a reference. For the analysis of constriction 
amplitudes, four (one for each non-silent photoreceptor) simple regression models 
(base function ‘lm’ in R) were constructed. In these models, the independent variable 
was illuminance level (Imin versus Imax) and the dependent variable was pupil constriction 
amplitude. For these regression models, two-tailed p-values were calculated. Pupillary 
escape was estimated for each combination of photoreceptor/frequency modulation 
separately via a mixed linear regression approach using the ‘lme4’ package in R (26). 
Models were created for each non-silent photoreceptor separately with time, frequency 
modulation and the interaction term as fixed effects. To account for individual random 
variation in pupil diameter and pupillary escape, a random intercept and random slope 
was included in the model at the level of participant ID. For each model, the interaction 
contrasts were subjected to a multiple comparison procedure (‘multcomp’ package in R). 
This procedure effectively tests whether the change in pupil diameter over time for each 
of the flickering conditions is significantly different from the change over time in the 
constant light condition. 

Data Availability. Original data, analyses, and R-codes can be accessed by contacting 
one of the corresponding author. The complete data-set (original and analyzed) and 
R-codes are also available at the data repository at the University of Groningen.

Ethics Statement. The study procedures were approved by the Medical Ethical Research 
Committee of the University Medical Centre Groningen (NL53779.042.15), Netherlands, 
and are in accordance with the Declaration of Helsinki (2013). All participants gave 
written informed consent.
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Supplementary information

Figure S1. Spectral power distributions of the 
LEDs used in this experiment. The light box 
contained blue, cyan, green, yellow and red LEDs, 
with maximal spectral power at 465, 500, 515, 595 
and 635 nm respectively.

Table S1. Regression coefficients and test statistics for the pupil constriction amplitudes (0.25 Hz 
condition). 

Imin constriction 
(mm; mean ± SEM)

Imin t-value 
(df)

Imax constriction 
(mm; mean ± SEM)

Imax t-value 
(df)

S-Cone 0.25 + 0.05 4.93 (6) ** 0.07 ± 0.05 1.29 (6)

M-Cone 0.29 ± 0.05 5.46 (6) ** 0.11 ± 0.05 2.02 (6)

L-Cone 0.07± 0.10 0.73 (6) 0.64 ± 0.10 6.57 (6) ***

Melanopsin 0.03 ± 0.04 0.61 (6) 0.29 ± 0.04 6.48 (6) ***

(** p < 0.01; *** p < 0.001).
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Table S2. Test statistics for pupillary escape. Pupillary escape is expressed relative to the constant 
condition

Frequency 
modulation

(Hz)

Pupillary escape (mm min-1)
(mean ± SEM)

z-value (df) p-value

S-cones 0.25 0.026653 ± 0.025538 1.044 (5) 0.7498

0.5 0.037691 ± 0.025538 1.476 (5) 0.4410

1 0.004438 ± 0.027770 0.160 (5) 0.9999

2 0.066688 ± 0.025538 2.611 (5) 0.0383*

4 0.009780 ± 0.025538 0.383 (5) 0.9952

M-cones 0.25 0.014579 ± 0.017508 0.833 (5) 0.8753

0.5 -0.001708 ± 0.017508 -0.098 (5) 1.0000

1 0.041067 ± 0.017527 2.343 (5) 0.0772

2 0.048456 ± 0.017508 2.768 (5) 0.0247*

4 0.017300 ± 0.017861 0.969 (5) 0.7960

L-cones 0.25 -0.06932 ± 0.02013 -3.444 (5) 0.00266**

0.5 -0.08842 ± 0.02013 -4.393 (5) < 0.001***

1 -0.11918 ± 0.02013 -5.922 (5) < 0.001***

2 -0.10159 ± 0.02013 -5.048 (5) < 0.001***

4 -0.09248 ± 0.02013 -4.595 (5) < 0.001***

ipRGCs(Melanopsin) 0.25 -0.05584 ± 0.02005 -2.785 (5) 0.0234*

0.5 -0.04644 ± 0.02005 -2.316 (5) 0.0823

1 -0.05117 ± 0.02005 -2.552 (5) 0.0447*

2 -0.05144± 0.02007 -2.563 (5) 0.0436*

4 -0.05822 ± 0.02005 -2.904 (5) 0.0162*

(* p < 0.05; ** p < 0.01; *** p < 0.001).
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Table S3. Photometric properties of the different silent substitution spectra, assuming 
peripheral retinal organization (23). For each non-silent photoreceptor, measured photoreceptor-
specific illuminance values (in lux) are provided for the Imin and Imax spectra separately. In the far-left 
column, S, M and L correspond to S-, M- and L-cone specific lux. R and I correspond to rhodopic and 
melanopic lux levels respectively. The Michelson contrast between Imin and Imax is provided for each non-
silent photoreceptor condition (Cm). Bold and underlined values indicate the Michelson contrasts for the 
receptors that were selectively modulated.  Standard deviations describe the variation in lux-values and 
resulting contrasts expected from inter-individual variation in peak spectral sensitivity of photoreceptor 
types. Standard deviations are obtained via 100 simulations assuming varying peak spectral sensitivities 
about mean values of 419, 530.8, 558.4 and 480 nm and standard deviations of 0.8, 0.9, 1.5 and 1.5 nm 
for S-, M-, L-cones and melanopsin respectively (5). 

S-Cones M-Cones L-Cones ipRGCs (Melanopsin)

Lux Imin Imax Cm Imin Imax Cm Imin Imax Cm Imin Imax Cm

S 4.18 6.82 23.95 1.81 1.87 1.61 1.91 1.87 -1.09 1.37 1.38 0.09

(± SD) 0.09 0.13 0.10 0.07 0.05 0.65 0.05 0.07 0.60 0.03 0.04 0.40

M 7.24 7.40 1.11 10.03 16.74 25.07 10.49 9.83 -3.25 11.90 11.92 0.11

(± SD) 0.03 0.00 0.19 0.19 0.21 0.32 0.06 0.18 0.67 0.12 0.03 0.39

L 7.03 7.29 1.80 20.19 21.58 3.35 13.11 19.65 19.93 14.81 14.36 -1.53

(± SD) 0.01 0.03 0.27 0.70 0.13 1.42 0.13 0.54 0.83 0.07 0.17 0.38

I 8.65 8.73 0.44 8.28 8.68 2.38 8.74 8.30 -2.57 6.73 10.7 19.47

(± SD) 0.09 0.03 0.69 0.09 0.20 0.59 0.19 0.09 0.53 0.16 0.27 0.04

R 8.43 7.92 -3.10 7.80 10.21 13.42 9.36 7.75 -9.40 7.81 11.58 22.77
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Table S4. Photometric properties of the different silent substitution spectra, assuming 
foveal retinal organization. In the far-left column, S, M and L correspond to S-, M- and L-cone specific 
lux. Standard deviations are obtained via 100 simulations assuming varying peak spectral sensitivities 
about mean values of 419, 530.8, 558.4 and standard deviations of 0.8, 0.9, 1.5 nm for S-, M- and L-cones. 
Furthermore, optical densities were assumed to be 0.4, 0.5 and 0.5 for S-, M- and L-cones respectively 
(27). Macular pigment optical density was additionally varied about a mean value of 0.496 (at 460 nm) 
and standard deviation of 0.257 (28), based on the macular pigment density spectrum reported by (29).

S-Cones M-Cones L-Cones ipRGCs (Melanopsin)

Lux Imin Imax Cm Imin Imax Cm Imin Imax Cm Imin Imax Cm

S 3.69 5.86 22.63 1.80 1.77 -0.80 1.78 1.82 1.15 1.30 1.41 3.84

(± SD) 0.35 0.66 0.84 0.10 0.09 0.92 0.07 0.09 0.56 0.08 0.07 2.14

M 6.75 6.99 1.81 10.42 19.35 29.96 11.11 10.12 -4.69 13.52 12.23 -4.93

(± SD) 0.26 0.24 0.38 0.26 0.86 1.75 0.08 0.28 1.07 0.79 0.20 2.29

L 6.84 7.08 1.71 22.48 23.37 1.98 13.94 21.89 22.16 15.86 15.04 -2.64

(± SD) 0.16 0.11 0.55 0.91 0.61 1.47 0.18 0.80 1.11 0.60 0.31 1.31

I 8.65 8.73 0.44 8.28 8.68 2.38 8.74 8.30 -2.57 6.73 10.7 19.47

(± SD) 0.09 0.03 0.69 0.09 0.20 0.59 0.19 0.09 0.53 0.16 0.27 0.04
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Abstract

The mammalian circadian system encodes both absolute levels of light intensity and 
color to phase-lock (entrain) its rhythm to the 24-h solar cycle. The evolutionary benefits 
of circadian color-coding over intensity-coding per se is yet far from understood. A 
detailed characterization of daylight is crucial in understanding how and why circadian 
photoreception integrates color and intensity information. To this end, we continuously 
measured 100 days of sunlight spectra over the course of a year. Our analyses suggest that 
circadian color-coding may have evolved to cope with cloud-induced variation in light 
intensity. We proceed to show how an integration of intensity and spectral composition 
reduces day-to-day variability in the synchronizing signal (Zeitgeber). As a consequence, 
entrained phase angle of the circadian clock will be more stable, which will be beneficial 
for the organism. The presented characterization of daylight dynamics may become 
important in designing lighting solutions aimed at minimizing the detrimental effects of 
light-at-night in modern societies. 
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Mammals possess a circadian oscillator, located in the suprachiasmatic nucleus (SCN) 
of the hypothalamus. On their own, circadian clocks rarely cycle with a period of exactly 
24 hours1. For the circadian oscillator to serve as a reliable internal representation of 
the light-dark cycle, a stable phase relationship is required between the solar cycle and 
the circadian rhythm. This is realized via entrainment; as first described by Christiaan 
Huygens illustrating how two interacting oscillators assume a common period and stable 
phase relationship2. The circadian oscillator system interacts with the solar cycle via its 
sensitivity to light; the most potent time-cue (i.e ‘Zeitgeber’, german for time-giver) for 
circadian timekeeping. Light accelerates or decelerates the cycling rate of the circadian 
oscillator, with direction and magnitude depending on the timing of light reception. Light 
in the early morning typically accelerates the clock, whereas light in the late evening 
slows it down3. This response is positively related to light intensity4,5. Entrainment 
occurs when the phase-relationship between the circadian oscillator and the solar cycle 
is stable, such that the daily integrated effect of light on the cycling-rate of the clock 
makes up for the difference that exists between the periods of the daily solar cycle (T) and 
the circadian oscillator (τ). The phase-angle difference between the solar cycle and the 
circadian oscillator satisfying this condition is known as the phase angle of entrainment. 
In the average human, the phase angle of entrainment would ensure a daily acceleration 
of 0.2 hours6,7. 

Thus, circadian clocks have evolved to represent solar time by entraining to a signal 
that closely corresponds to solar time (i.e. light intensity), implying that circadian clocks 
have evolved to obtain maximal stability from day to day. However, considering the 
circadian system as an oscillator driven solely by light intensity poses a potential problem 
in fulfilling this purpose. For example, during an overcast evening following clear-
sky days, the delaying effect of light will be smaller than usual, which would cause an 
unwanted advance. It has therefore been proposed that circadian systems have evolved 
color-vision to obtain a more accurate indication of solar time8–12. This is plausible, as 
wavelength-dependent photon scattering in the atmosphere depends on solar angle, such 
that distinct changes in the color of the sky may be observed during twilight transitions13. 
However, whether color indeed provides additional information on solar time over 
intensity per se remains unclear. Additionally, how color and intensity information can 
be integrated to maximize Zeitgeber stability has not been systematically described. 
Therefore, we collected 100 days of omnidirectional daylight spectra over the year under 
varying weather conditions to provide the first data-driven evidence that the color of the 
sky, in addition to its intensity, provides more information on solar time than intensity 
alone.      
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Methods and Materials

Data collection
Measurements were performed on the roof of the Bernoulliborg, a 27 meters high building 
located on the Zernike campus of the University of Groningen, the Netherlands (latitude: 
53.24°, longitude: 6.54°), providing clear measurements of the horizon. As our parameter 
of interest was the perceived daylight spectrum irrespective of the direction of gaze, we 
decided to measure spherical (or scalar) irradiance, which is defined as the irradiance on a 
point where all directions are weighted equally14. To this end, a special designed spherical 
milk glass diffusor was used (4pi diffusor), which was designed to project incident light 
from any direction onto an inserted cosine corrected diffusor mounted on a 5m long fiber 
optics cable. Importantly, this sensor efficiently captures light from angles close to the 
horizon, which is required given our interest in twilight color changes13. The fiber optics 
cable was used to guide incoming light onto the light-sensitive element of a SpecBos 1211 
LAN UV spectroradiometer (JETI Technische Instrumente GmbH, Germany). The setup, 
which was fully calibrated by the manufacturer, thus allowed for the measurement of 
irradiance from all directions simultaneously, except for the part of the sphere blocked 
by the diffusor part and fiber optics cable. For semi-continuous sampling, measurements 
were programmed to start automatically each full minute. The integration time of the 
device was set to automatic mode, meaning that the duration of each measurement was 
inversely related to the intensity of the captured light to avoid under- or overexposure of 
the light-receiving element. Consequently, the sampling frequency of once per minute 
was reduced during darkness. A total of 88960 samples were acquired over the time 
course of 100 days throughout the year (11, 30, 22 and 37 spring, summer, autumn and 
winter days respectively). Each sample contained one irradiance value (W/m2) for each 
wavelength within the 380-780 nm range at a resolution of 1 nm. All light intensity data 
were expressed in photons cm-2 s-1 and further processed in R (version: 3.2.3), using the 
‘RStudio’ shell (version: 1.0.136).

Setup validation
Human color discrimination occurs via a well-described comparison between the 
activation of short-, mid- and long-wavelength cones (S-, M- and L-cones respectively) 
in the human retina15. For any stimulus, its perceived color can be numerically described, 
typically by calculating the two CIE 1931 xy chromaticity coordinates from the associated 
irradiance spectrum. For validation purposes, we calculated the CIE 1931 xy chromaticity 
coordinates of all samples, together with the total irradiance measured per solar angle 
integrated over the 380-780 nm wavelength range (see Supplementary Fig. S1). These 
values corresponded closely to previously reported values using daylight measurements 
in an urban setting 13. As expected from these published data, light pollution was apparent 
in the dataset until solar elevations exceeded -6° over the horizon as measurements were 
performed on the edge of an urban environment. Therefore, solar angles below -6° were 
discarded from the data, leaving a range of -6° to 60° for analysis. 
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Human circadian photometrics
In the mammalian retina, light information is conveyed to the SCN via a specialized 
subset of retinal ganglion cells that encode irradiance via expression of the melanopsin 
photopigment. Both, in primates (macaques) and rodents, these intrinsically photosensitive 
retinal ganglion cells (ipRGCs) have additionally been shown to receive indirect synaptic 
input from cones, such that spectral changes modulate the ipRGC response in addition 
to changes in absolute intensity10,16,17. In the macaque retina, S-cones exert an inhibiting 
effect on the ipRGC response and M- and L-cones together fulfill an excitatory role10. 
For human circadian photoreception, evidence regarding the role of cones in circadian 
entrainment is not conclusive, posing a potential problem for calculating the circadian 
equivalent of visual chromaticity coordinates. However, given the remarkable similarity 
of color-coding in human and macaque retinae18, together with recent findings that the 
human pupillary control system encodes color information in a manner very similar to 
what was reported for macaques19,20, we decided to formulate a human circadian color 
index as the difference between L+M and S-cone activation, calculated as (log L-photons 
+ log M-photons)/2 – log S-photons. This human color index describes the color of 
daylight on a blue-yellow axis, where the bluest and yellowest light respectively result in 
the smallest and largest color-indices. In order to extract these values from the irradiance 
spectra, it is necessary to calculate the estimated number of photons absorbed per second 
for each photoreceptor separately. First, each measured spectrum was corrected for pre-
receptoral lens filtering of mainly the shortest visible wavelengths according to a reported 
human lens-transmittance function for a 30 y/o standard observer21. The estimated 
number of photons transmitted through the lens and projected onto a 30 y/o human 
retina (i.e. lens-corrected photons) was calculated from the lens-corrected irradiance 
values for each wavelength separately. The estimated number of absorbed photons 
per second per cm2 was then calculated for S-, M- and L-cones and the intrinsic ipRGC 
(melanopic) absorption, hereafter referred to as lens-corrected S-, M-, L-, and melanopic 
photons. These estimations were based on full photopigment absorption curves22 and 
published λmax values (wavelength of maximal sensitivity) of human photopigments23. 
The widths of the absorption curves were corrected to accommodate for the broadening 
effect of peak optical axial density, with density values set to 0.3, 0.38, 0.38 respectively 
for the S-, M- and L-cones, and to a value of 1 for melanopsin21. 

Data preparation for solar angle estimations
The integration time of the spectrometer increases at lower light levels (lower solar 
angles) to ensure reliable spectral intensity measurements. This resulted in non-uniform 
data distribution over each solar angle, which may induce modelling artifacts due to an 
underrepresentation of samples at low solar angles. Therefore, a resampling procedure 
was performed to obtain a uniform distribution of solar angles over the complete dataset. 
The dataset was first divided into 1-degree solar angle bins. The target sample size of 
each bin was then set to the size of the largest bin (2382 spectral measurements per solar 
angle bin) and resampling was performed until each bin reached the target sample size, 
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resulting in a uniform sampling distribution over each solar angle. Thus, the uniform 
dataset contained 159594 samples, divided over 67 solar angle bins, with 2382 samples 
per bin. Additionally, color index and log melanopic photons were normalized by 
z-transformation, yielding an average of 0 and a standard deviation of 1 for these metrics. 

Predictive modelling of solar angle by color and intensity
To model the nonlinear relationship between solar angle, color and intensity, a k-nearest 
neighbors (KNN) machine learning approach was employed. KNN models are non-
parametric; no a-priori assumptions are made on the relationship between the explanatory 
and dependent variables. This minimizes the possibility of incorrectly modelling the 
underlying data distribution, and is therefore well-suited to reveal nonlinear patterns 
in the data. Before constructing a KNN-model, the dataset is usually partitioned into a 
training set and a validation set. The algorithm underlying KNN modelling identifies the 
k nearest neighbors for each sample in the training set, based on Euclidean distance on 
the color vs. intensity plane. Each sample in the training set is then assigned the average 
solar angle of its k nearest neighbors.  Samples that are similar in both color index and 
intensity are thus likely to be assigned similar solar angle estimates. When such patterns 
have been learned using the training data, the k nearest neighbors from the training set 
are identified for each sample in the validation dataset. The average estimated solar angle 
of these k nearest neighbors from the training set is then calculated for each sample in 
the validation set, effectively providing an estimated solar angle for each sample in the 
validation set.  The root mean square error (RMSE) between estimated and measured 
solar angles in the validation set serves as a performance measure for the constructed 
model. A low RMSE value indicates that the model that was constructed based on the 
training data provides accurate estimations on the independent dataset that was left out 
of the training procedure, and can thus be regarded as a reliable description of nonlinear 
patterns in the entire dataset. 

The optimal number of nearest neighbors was determined via K-fold repeated cross-
validation. In this process, the data is partitioned into K (K = 10, not to be confused with 
k) equally sized randomly chosen subsets for each value of k (1 to 40 in steps of 1), where 
K-1 subsets are combined and used as training data and the remaining subset is used 
as validation data. This step is then performed K times, each time using a different part 
of the data (10%) as the validation set, resulting in 10 models for each value of k. This 
procedure was additionally performed 3 times to maximize reliability of the model, each 
time randomly assigning different samples to the 10 subsets, such that for each value of k, 
3 x 10 models were fit. The average RMSE was then calculated for each value of k, where 
the 30 models constructed for k = 21 described predictable patterns in the dataset most 
accurately. This model was then used to assign an estimated solar angle to each sample 
in the uniform dataset. This procedure is effectively a spatial smoothing process, and 
reveals spatial patterns in the color vs. intensity plane that are mostly associated with 
particular solar angles. KNN models were trained using the ‘caret’ library in R. 
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Weather conditions
Cloud cover information for the measurement days was obtained from the Dutch national 
meteorological institute (KNMI). A KNMI weather station is located at Groningen Airport 
Eelde, the Netherlands (latitude: 53.13°, longitude: 6.59°), at a distance of 14km from our 
spectral measurement location, which keeps records on the average cloud cover amount 
per day. This station is equipped with a cloud-sensor that works according to the light 
detection and ranging (LIDAR) principle. Once every 15 seconds, the sensor sends an 
infrared signal vertically into the atmosphere and determines the presence of a cloud 
depending on the recurrent signal. The total cloud cover amount over a 24-hour day is 
then calculated from the percentage of cloud-cover detections over a day. Cloud cover 
(i.e. KNMI index) is expressed on a linear 0-8 scale (i.e. ‘oktas’), where a value of 8 means 
that at every sample over the 24-hour day the sky was not detectable, whereas a value of 
0 indicates that at none of the samples a cloud was detected.

Statistical procedures
Linear regression models (for the data presented in Figure 3A, B and C) were constructed 
in R, using the native ‘lm’ function, where a significant contribution of individual terms 
was determined using the ‘drop1’ function. Student’s t-tests were performed using the 
native ‘t.test’ function. A critical p-value of 0.05 was maintained for these analyses. Two-
dimensional density distributions (for the data presented in Figures 2A, B and C and 
4C) were calculated for data visualization using the Two-Dimensional Kernel Density 
Estimation function (‘kde2d’) from the ‘MASS’ library in R. These 2D-density distributions 
were calculated from the uniform dataset. For data visualization of the combined model 
(for data presented in Figure 3C), a smoothed relationship between color and estimated 
solar angle was obtained per intensity bin (steps of 0.25 log melanopic photons), by local 
polynomial regression fitting (native R ‘loess’ function)24. The loess procedure was also 
used to assign cloud-corrected melanopic photon values to individual samples based on 
the associated estimated solar angles (for data presented in Figure 5B). First, a loess 
model was created to predict melanopic photons from solar angle for clear-sky data only. 
Then, the estimated solar angle of each sample (obtained using the KNN model) was 
plugged into this loess model, yielding a predicted number of cloud-corrected melanopic 
photons for each sample. 
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Results

Solar-angle dependent effects of cloud cover on the daylight spectrum
Retinal irradiance (i.e. lens-corrected photons) increases with increasing solar angles 
(Fig. 1A), but the decrease of lens-corrected photons by cloud cover, depends on 
wavelength and solar angle (Fig. 1B). Typically, incident photons of shorter wavelengths 
are less affected by cloud cover than photons of longer wavelengths, especially during 
lower solar angles (-6° to 12°). 

Figure 1. Progression of daylight power spectra. A: progression of daylight power spectra for 5 
representative solar angles, for 11 clear (KNMI index < 3) and 43 overcast (KNMI index > 6) days. B: 
Difference between power spectra at clear and overcast skies for 5 representative solar angles.

Effects of cloud cover on encoded intensity and color
To quantify how these dynamics in daylight spectra are processed by the human retina, 
the effect of solar angle and weather conditions on circadian light intensity (i.e. log 
melanopic photons) and color-index were determined. The log-transformed integration 
(380-780) of human lens-corrected photons was included as a reference. As expected, 
the total number of lens-corrected (melanopic) photons increased with increasing 
solar angles, and at each solar angle, cloud cover decreased the amount of (melanopic) 
photons (Fig. 2A and B). On average, color index increased with increasing solar angles, 
indicating a transition from ‘blue’ to ‘yellow’ (Fig. 2C). Clear skies are typically relatively 
yellow compared to overcast skies, especially within the 0-30° solar angle range. 
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Figure 2. Density profiles of intensity and color index against solar angle. 2D density profiles of 
the total dataset for solar angle against A: total lens-corrected photons, B: total lens-corrected melanopic 
photons and C: color index. Higher transparency indicates a lower density of samples. Samples with a 
color index lower or higher than average are displayed in blue or yellow respectively, with the purest hues 
at the extremes. Overlays are drawn for the average clear (n=11; KNMI index <3) and overcast (n=43; 
KNMI index >6) days.

We then determined the effects of various amounts of cloud cover on the lens-corrected 
(melanopic) photons (Fig. 3A and B) and color index (Fig. 3C). Linear regression analyses 
revealed a significant main effect of cloud cover amount on lens-corrected photons 
(F(1,39) = 272.83, p < 0.001) and lens-corrected melanopic photons (F(1,39) = 269.09, p 
< 0.001). Each additional increase of cloud cover (on KNMI scale 0 (clear sky) to 8 (sky 
not visible)), decreased the number of lens-corrected and melanopic photons by 0.09 
± 0.006 and 0.08 ± 0.005 (±SEM) log photons respectively. An interaction effect was 
observed when explaining color index by both the amount of cloud cover and solar angle 
(F4,35 = 16.31, p < 0.001). Typically, more cloud cover was related to more ‘blue’ skies, an 
effect that was especially pronounced at solar angles between 0° and 30° (Fig. 3). These 
analyses reveal that there is a solar-angle dependent effect of cloud cover on sunlight 
color, where clouds cause a blue-shift of the sunlight spectrum especially at lower solar 
angles. This could potentially provide the circadian system with the information necessary 
to obtain a solar-angle dependent Zeitgeber signal regardless of cloud conditions.  
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Figure 3. Effects of cloud cover on intensity and color. Effect cloud cover on A: total lens-
corrected photons, B: total lens-corrected melanopic photons and C: color index. Dashed lines represent 
linear regression6 model fits.

Predictable patterns in the color vs. intensity plane
To reveal spatial patterns in the color vs. intensity plane that may be used by the circadian 
photoreceptive system to obtain accurate solar angle estimations, a k-nearest neighbors 
model was constructed (see methods). This model provides solar angle estimations for all 
samples (R2 = 0.87), based on intensity and color index (Fig. 4A). Solar angle was found to 
be related with intensity and color index in a nonlinear manner, according to predictable 
weather and solar angle-driven patterns (Fig. 4B and C). For example, at a solar angle 
of 6°, ‘yellow’ skies, intermediate color indices and ‘blue’ skies are associated with high, 
low and intermediate intensities respectively (Fig. 4B). These different clusters reflect 
samples obtained under clear skies, completely overcast skies and partially overcast skies 
where direct sunlight is blocked. The circadian system may thus use these predictable 
cloud-induced patterns observable in the data to obtain a more accurate estimation of 
solar time, irrespective of overcast conditions. 
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Figure 4. Solar angle estimations by circadian photoreception. A: median solar angle plotted 
against the estimated solar angle. The grey shaded area illustrates the interquartile range around the 
median solar angles. B: all possible intensity and color index combinations (on a blue-yellow scale). 
The red points indicate the intensity and color combinations that resulted in 1 of 5 representative solar 
angle estimates (where the brightest and darkest shades correspond to the lowest and highest solar angle 
estimates respectively). C: 2D density profile for color index against solar angle. The overlays provide 
smoothed (see methods) solar angle estimations for eight representative intensities (log melanopic 
photons). Lower solar angles are associated with a relatively large color range compared to the intensity 
range, and vice versa for higher solar angles.

Increasing Zeitgeber stability by estimating solar time
We next turned to the question as to how such estimations of solar angle may be translated 
into a Zeitgeber signal that is more stable and provides more information on solar time 
than a signal depending solely on light intensity. One possibility is that the circadian system 
‘corrects’ the effect of perceived light intensity when the associated color index indicates 
overcast skies. Such a process may be used to alter the strength of the entraining signal to 
mimic a clear-sky response associated with the estimated solar angle. We obtained the clear-
sky progression of intensity by calculating the 95-percentile boundary of the distribution of 
melanopic photons for each solar angle (1-degree bins) separately (Fig. 5A). For each solar 
angle estimation, we next calculated the number of melanopic photons that would occur at 
that solar angle under clear skies (i.e. cloud-corrected melanopic photons). The number of 
cloud-corrected melanopic photons is thus an approximation of the number of melanopic 
photons under a clear sky, by making use of the known relationship between solar angle 
and cloud-corrected melanopic photons. Per solar angle, the distribution in lens-corrected 
melanopic photons was broader than for cloud-corrected melanopic photons, indicating 
that the latter is more resilient to weather-induced noise and is subject to relatively little 
day-to-day variability (Fig. 5B). A comparison of the inter-quartile ranges for melanopic 
and cloud-corrected melanopic photons revealed that for solar angles above 0 degrees 
over the horizon, cloud-corrected melanopic photons provide the most reliable Zeitgeber 
signal for the human circadian system (Fig. 5C). On average, the IQR for cloud-corrected 
melanopic photons was 0.13 ± 0.14 (±SD) and 0.51 ± 0.14 (±SD) for the uncorrected 
number of melanopic photons (t132 = 15.85, p < 0.001).
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Figure 5. Spectrum corrected solar angle estimations minimize zeitgeber day-to-day vari-
ability. A: 2D density profile for the melanopic photons progression, including 25-, 75- and 95-percen-
tile boundaries per solar angle (1-degree bins). B: 2D density plot of cloud-corrected melanopic photons, 
including 25- and 75-percentile boundaries. C: Comparison of the inter-quartile range in melanopic and 
cloud-corrected melanopic photons per solar angle (1-degree bins). 

Discussion

Thus far, it has been difficult to formulate clear hypotheses regarding the evolutionary 
benefits of circadian color-coding, as a detailed evaluation of daylight from a circadian 
perspective was lacking. Our analyses show that predictable weather- and solar angle-
induced effects on both the color and intensity of daylight are prime candidates to be 
used by circadian clocks to acquire maximal information on solar time. We show that 
being able to accurately estimate solar angle from both daylight intensity and color may 
be an important feature for circadian systems to correct for the effects of cloud cover on 
the encoded intensity of daylight. Although the theoretical notion that color may be a 
more precise Zeitgeber than light intensity at twilight transitions has been around for 
some time8–12, this assumption has never been thoroughly tested. In fact, this assumption 
does not seem to be in line with our findings that the color of the sky at lower solar angles 
is very much influenced by cloud-cover, arguably more so than light intensity (Fig. 3B 
and 3C). We therefore conclude that, also at twilight transitions, an integration of color 
and intensity provides the most accurate Zeitgeber that the human eye can extract from 
daylight.

Such circadian color coding may be beneficial by allowing circadian systems to 
discriminate between solar angle- and weather-induced effects on the intensity of 
daylight. Light-intensity decrease under an overcast sky in the evening, would reduce its 
circadian phase delaying effect at that time of day, thus generating an unwanted advance 
in circadian phase angle of entrainment. When the Zeitgeber strength in the evening 
however corresponds to the encoded solar angle based on both color and intensity, 
the Zeitgeber may be buffered against such weather-induced noise, preventing such 
an advance, and therefore maximizing day-to-day stability in phase of entrainment. 
Circadian color-coding may be even more crucial for a strictly diurnal species that does 
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not witness dusk or dawn transitions, such as the European ground squirrel that retreats 
and leaves its burrow at a solar elevation of approximately 15°25,26. This animal therefore 
perceives almost no intensity modulations over the course of the day that transcend the 
intensity modulations that may occur due to variation in weather conditions (see Fig. 
5A), which is theoretically difficult to entrain to: a small delay in its circadian phase 
does not shift part of its delaying circadian phase into darkness, hence no advancing 
correction may occur the following day. In fact, at the presence of both weather-induced 
noise on daylight intensity, the Zeitgeber signal that is perceived the following day may be 
exactly the same as the day before. Because reliable solar angle estimations are possible 
by integrating intensity and color information (see Fig. 5B), a possible strategy for this 
species to entrain would be to encode solar angles below 15° as ‘solar darkness’, such 
that slight deviations in phase of entrainment alter the Zeitgeber signal that is perceived 
the following day. This mechanism can work in synergy with the previously proposed 
parametric entrainment mechanism for diurnal animals, where the intrinsic circadian 
period is tuned to 24h (effectively increasing the Zeitgeber signal-to-noise ratio by low 
pass filtering)27. Forms of parametric entrainment in diurnal mammals will gain stability 
when the Zeitgeber signal contains as much information as possible on solar time on a 
daily basis. In addition, the all-cone retina of ground squirrels will further maximize the 
possibility for cone driven color coding in the ipRCG pathway projecting to their SCN28.

Evolution has likely gone a great way in minimizing the effects of noise in the Zeitgeber 
signal driving our circadian clocks. IpRGC cells projecting to the SCN are capable of 
maintaining steady levels of firing until several minutes after lights-off17, presumably such 
that short instances of behavior-induced darkness (e.g. burrowing) are still accompanied 
by a Zeitgeber signal that corresponds to the solar light phase. Entraining to an averaged 
Zeitgeber signal over multiple days (e.g. what was proposed for the European ground 
squirrel) may be beneficial for a diurnal burrower that is typically exposed to a noisy 
Zeitgeber signal on a daily basis26. We suggest that this list of noise-filtering properties 
by circadian systems might be extended by considering circadian color- and intensity-
coding as a mechanism that ensures a Zeitgeber signal that corresponds to the actual 
solar angle, which is therefore maximally stable from day to day regardless of weather 
conditions. 

Integration of color and intensity need not be functional for circadian entrainment 
only, but may in addition be used by functions displaying circannual rhythmicity. Indeed, 
in addition to circadian timekeeping, accurate estimation of solar time may be crucial for 
photoperiodic time measurement (i.e. to obtain an accurate indication of day length), 
which is of major importance in the timing of reproductive behavior for many species29. 
Photoperiodic time measurement in mammals relies on the same photoreceptor pathway 
as circadian photoreception30,31, which seasonal breeders employ to keep track of day 
length over the course of the year, allowing for breeding to occur at a time of year of 
abundant food-availability. Encoding sunrise and sunset with maximal accuracy may 
provide a means of timing reproductive behavior as accurately as possible to maximize 
offspring survival.
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Recent research shows that indeed the effect of color may contribute substantially 
to entrainment of the mammalian (mouse) SCN11. Phase of entrainment in mice is 
altered when housed under an artificial light-dark cycle that incorporates both color 
and intensity changes during twilight transitions, as compared to intensity modulations 
alone. One interpretation of these findings, which is in agreement with our postulated 
hypothesis, is that the strength of the Zeitgeber signal is modulated depending on both 
its color and intensity. Such studies raise the question as to whether also human phase 
of entrainment can be altered when indoor lighting schedules incorporate the intensity 
and color dynamics that are present in naturally occurring daylight. We and others have 
found that human phase of entrainment is advanced with more daylight exposure during 
the day32,33. Mimicking natural daylight in indoor environments may thus be beneficial 
in countering the delayed phase of entrainment that is so typical of humans living in 
modern societies34,35. As we expect that phase of entrainment in humans will be similar 
between overcast and sunny days, mimicking overcast days during day time (but not in 
the evening!) may provide the most cost- and energy-efficient means of doing so. 

Given that many different species, displaying different types of behavior, may all benefit 
from circadian color coding (to be used for both circadian and circannual timekeeping), 
this topic may prove to be important to fully understand the mechanisms underlying 
natural circadian entrainment, especially in humans and other diurnal mammals. 
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Figure S1. Progression of CIE chromaticity indices and irradiance with increasing solar angles.
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Abstract

The aim of this study was to determine the effect of light exposure on subsequent sleep 
characteristics under ambulatory field conditions. Twenty healthy participants were 
fitted with ambulatory PSG and wrist-actigraphs to assess light exposure, rest-activity, 
sleep quality, timing and architecture. Laboratory salivary dim-light melatonin onset 
(DLMO) was analyzed to determine endogenous circadian phase. Later circadian clock 
phase was associated with lower intensity (R2=0.34, χ2(1)=7.19, p <0.01), later light 
exposure (quadratic, controlling for daylength, R2=0.47, χ2(3)=32.38, p <0.0001), and 
to later sleep timing (R2=0.71, χ2(1)=20.39, p<0.0001). Those with later first exposure 
to more than 10 lux of light had more awakenings during subsequent sleep (controlled for 
daylength, R2=0.36, χ2(2)=8.66, p<0.05). Those with later light exposure subsequently 
had a shorter latency to first REM sleep episode (R2=0.21, χ2(1)=5.77, p<0.05). Those 
with less light exposure subsequently had a higher percentage of REM sleep (R2=0.43, 
χ2(2)=13.90, p<0.001) in a clock phase modulated manner. Slow wave sleep accumulation 
was observed to be larger after preceding exposure to high maximal intensity and early 
first light exposure (p<0.05). The quality and architecture of sleep is associated with 
preceding light exposure. We propose that light exposure timing and intensity does not 
only modulate circadian-driven aspects of sleep but also homeostatic sleep pressure. 
These novel ambulatory PSG findings are the first to highlight the direct relationship 
between light and subsequent sleep, combining knowledge of homeostatic and circadian 
regulation of sleep by light. Upon confirmation by interventional studies, this hypothesis 
could change current understanding of sleep regulation and its relationship to prior light 
exposure.
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Light is the primary Zeitgeber (entraining cue) for the vertebrate circadian system. In 
mammals, light information is projected to the circadian pacemaker or synchronizer 
(located in the hypothalamic suprachiasmatic nucleus, SCN1) via intrinsically 
photosensitive retinal ganglion cells (ipRGCs)2. Light entrainment is modulated, not only 
by the duration of light exposure, but also by its intensity and spectral composition3,4. 
Additionally, light can influence sleep timing, duration, structure and quality5. These 
sleep characteristics6–8and the intensity of sleep9 are controlled by the circadian drive 
for wakefulness and the accumulation of homeostatic sleep pressure during preceding 
wakefulness. We hypothesize that light has an influence on subsequent sleep by either 
altering the rate of sleep pressure build up or by altering the timing of the circadian-
modulated wake drive. 

Timing of light exposure has been observed to be linked to clock phase, estimated by 
the time of dim-light melatonin onset (DLMO), both in the laboratory3,10,11 and in real 
life situations12–16. However, behavioral timing during some highly-controlled laboratory 
studies in animals do not match observations in the field, such as in the cases of House 
mice17, Spiny mice18,  Golden hamsters19 and Tuco tucos20 (e.g. hamsters are nocturnal in 
the laboratory but diurnal in the wild). These contradictions might be explained by the 
multiple factors that could affect sleep timing, duration and structure, which are excluded 
under controlled laboratory conditions. For humans, social restrictions, environmental 
influences, eating patterns, artificial light, disturbances by family or pets, and work 
schedules are just a few examples that could alter circadian entrainment. 

In laboratory settings, sleep timing, duration and structure have been linked to 
both evening21–26 and morning single-day bright light exposure8,10,25 with morning light 
advancing sleep timing and leading to a reduction of sleep duration at the expense of 
rapid-eye movement (REM) sleep25. Some field studies have gone further in assessing how 
light exposure influences sleep when individuals have the freedom to habitually sleep and 
conduct their usual daily routines. Objective actigraph and subjective field measurements 
have shown that earlier sleep timing is related to more daytime light exposure, either 
with27or without imposed sleep schedules28–30. Earlier light timing also resulted in earlier 
sleep phase15 and repeated bright daytime light exposure has been observed to lead to 
earlier sleep phase in Alzheimer’s disease patients in real-life settings31. Consistent with 
this, later and lower intensity light exposure has also been linked to later sleep phases in 
subjective field studies32,33. The relationship between light exposure and sleep duration 
remains less clear. In an intervention-field study, a reduction in daytime light intensity 
was linked to a decrease in sleep duration34 whereas, without intervention, the presence 
of electrical lighting in addition to normal sunlight led to a decrease in sleep duration35. 
This paradox might be explained by the timing of light. In the evening, additional light 
seems to decrease sleep duration, whereas during the day it increases sleep duration. 
There is a lack of real-life modern society observational studies assessing the association 
of everyday light exposure with subsequent sleep timing and duration.
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In subjective reports of sleep in non-intervention field studies it was observed that sleep 
quality was considerably reduced when individuals had low exposure to light during the 
day36–38. Laboratory electroencephalography (EEG) studies have shown that light directly 
before24,39,40 or during sleep41 increases sleep disturbance. Increased daytime light exposure 
through additional lighting in Alzheimer care homes have confirmed laboratory study 
findings that bright light during the day results in a reduction of sleep disturbances42 and 
an increase in sleep consolidation43. These sleep parameters are key experimental targets 
for improving health44, and therefore require more detailed description under ambulatory 
conditions. 

With the current field study, we sought to simultaneously assess the link between light 
exposure and subsequent sleep timing, duration, sleep structure and objective quality 
without experimental intervention. Although observational field studies have gone far in 
corroborating laboratory findings, the influence of light exposure on sleep structure and 
objective quality have not been assessed in the field. Through a multiple-day, comparative 
analysis of both rest-activity data and polysomnography (PSG)-based sleep data, with 
preceding light exposure, we can determine if laboratory findings are transferable to real-life 
settings for the first time. Furthermore, we seek to assess whether sleep timing, quality or 
architecture depends on prior light intensity and timing, and whether these relationships are 
mediated by the individual’s clock phase. We intend to assess whether current laboratory 
finding-based sleep regulation models remain valid under ambulatory conditions in the field.

Methods

Participants
For this study, 23 participants were recruited of which 20 healthy male (n=8) and female 
(n=12) subjects, aged 20-29 (average 23.4 ±2.2 (±SD) were used for analysis. Chronotype 
was assessed via the Munich Chronotype Questionnaire30 (MCTQ) as mid-sleep on free 
days (MSF) regardless of alarm-clock use. To ensure large variation in chronotypes, the 
dataset contained eight very early (MSF range 2.75 to 3.79, 3.50 ±0.33 (Mean ±SD)), nine 
intermediate (MSF range 4.63 to 4.83, 4.72 ±0.09 (Mean ±SD)) and three very late (MSF 
range 7.04 to 7.75, 7.33 ±0.37 (Mean ±SD)) chronotypes. These cut-offs were aimed at 
obtaining 10% of the Dutch chronotype distribution in each category, as determined by 
the updated Dutch MCTQ database45 consisting of 4132 people from the Netherlands aged 
20-30. Participants were excluded when they had moderate or severe sleep disturbances 
(Pittsburgh Sleep Quality Index46; PSQI; ≥10), tendencies for anxiety and/or depression 
(Hospital Anxiety and Depression Scale47; HADS; ≥8; and Beck Depression Inventory48; 
BDI; ≥8), existing chronic medical conditions, the need for medication use, previous 
head injury, epilepsy, smoking, excessive use of alcohol or caffeine (>3 and >8 glasses per 
day respectively), any use of recreational drugs in the last year, having a BMI of <18 or 
>27 or a body weight of less than 36 kg, having travelled across more than one time-zone 
in the last month or had a history of shift work (in-house general health questionnaire), 
or color-blindness (Ishihara color blindness test49).
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In total, 23 participants were recruited into the study after meeting all inclusion criteria. 
Of these, three were excluded from both analyses: one dropped out; one was excluded 
based on inaccurate completion of inclusion questionnaires; and one was excluded due 
to unreliable light data for both assessment periods. A further six participants were only 
excluded from PSG analyses either due to malfunction of the actigraph (5) or due to 
unreliable light data (1; Table S1). 

The study procedures were approved by the Medical Ethical Research Committee 
of the University Medical Centre Groningen (NL48468.042.14), the Netherlands and 
are in accordance with the Declaration of Helsinki (2013). All participants gave written 
informed consent.

Study design
The data presented here are a subset of measures from a larger ambulatory assessment of 
biological rhythms in the field. Here, only rest-activity, light exposure and PSG measures 
are described. The study took place between November 2014 and January 2016 in 
Groningen, The Netherlands. 

The study duration totaled three weeks, the first 6 days being an ambulatory field 
assessment of rest-activity (MotionWatch 8™, MW8™, CamNTech. Ltd.), light intensity 
monitoring from the same actigraph, followed by a weekend laboratory assessment of 
salivary melatonin to calculate clock phase under standardized dim light conditions of 
<10 lux (dim-light melatonin onset; DLMO; see Fig. 1). Eight samples were obtained, one 
per hour, ending at habitual sleep onset (weighted average of sleep onset for workdays 
and freedays). To avoid the dim light conditions affecting subsequent measurements, 
there were no observations for a minimum of one week after saliva sampling. After this 
break, participants undertook two nights of home polysomnography (PSG) recordings 
(Actiwave™, CamNTech Ltd.) to measure sleep architecture. The recordings took place 
on a Wednesday and Saturday night, in randomized order. Electrode placement and 
removal was conducted at the facility (a visit of max. 1hour, at least 3 hours before sleep 
onset). Concomitant actigraph light intensity monitoring continued throughout this 
period. There were no interventions throughout the study, however on two instances of 
<1hr participants were required to attend our facilities briefly during the first week of the 
study to have batteries replaced and to return other devices. 
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Measurements
All time codes were converted to Greenwich mean time (GMT)+1h. All daylight savings 
time adjustments were removed. 

Rest-activity. Activity counts were collected in one minute epochs using a MotionWatch 
8™ (MW8™, CamNTech. Ltd.), worn on the non-dominant wrist. Activity timing and 
rest duration were calculated using Sleep analysis software (version 7, CamNTech Ltd.). 
Activity offsets were determined as the time when activity and light reduced and activity 
was observed to be less consolidated (assisted by software algorithm from Sleep Analysis 
7, CamNTech Ltd., Cambridge, UK) and maintained at a reduced level for at least 10 min. 
Activity onsets were determined using the reverse algorithm of activity offset. Sleep onset 
and offset were assessed by PSG (see methods below).

DLMO assessment. Salivary melatonin was collected using Salivette®, Sarstedt™ 
Ltd., Germany. Samples were centrifuged and stored overnight at ~4 ˚C and then stored 
at -80 ˚C. On completion of the study, a double-antibody radioimmunoassay (RIA) was 
performed to assess melatonin concentration levels (Bühlmann Direct Saliva Melatonin 
kit, Bühlmann Laboratories AG, Switzerland; intra-assay variation: 13.97% and 9.11%; 
inter-assay variation: 13.99% and 14.64% for low and high concentration controls 
respectively). DLMO was marked as the first time where melatonin concentrations 
exceeded the 4 pg/ml threshold upon linear interpolation of subsequent melatonin 
values.

PSG details. PSG was measured using 5 scalp electrodes (Fpz, Cz, C3, C4 and Oz), a 
reference electrode on the left mastoid, 2 electro-oculogram (EOG) electrodes and 1 
electromyogram (EMG) electrode either under the chin or on eyebrow muscle (when 
a beard obstructed chin electrode attachment). PSG signals were sampled at 128 Hz, 8 
bits and scored in 30 s epochs according to AASM scoring criteria 50 with a 50 Hz notch 
filter, 0.3 Hz high-pass filter and a 32 Hz low-pass filter (Vitascore software, TEMEC, the 
Netherlands). Sleep onset was determined as the time of at least 5 consolidated minutes 
of sleep (stage N1, N2, N3 or REM). First slow-wave sleep (SWS) episode was defined 
as the first occurrence of an epoch of stage N3 sleep. First rapid-eye movement (REM) 
sleep episode was defined as the first REM epoch occurrence. The number of awakenings, 
i.e. transitions from sleep to wake epochs was utilized as a sleep disturbance proxy. 
Although electrodes were fitted at the Human study facility, University of Groningen, 
all participants slept at home at a self-chosen time. Sleep stage accumulation data were 
calculated based on hypnogram cumulative percentage of total sleep time. Division of 
sleep stage accumulation data by high or low maximum fitted light intensity was defined 
as individuals with a maximum light intensity on the day of subsequent sleep of either 
higher or lower than the median 3.01 log10(lux) (two groups of n=7). Splitting the group 
by time of first exposure to more than 10 lux (two groups of n=7) was at the median 8.90h. 
Once the groups were split by high or low light intensity, or early or late first exposure to 
more than 10 lux, the groups were further split by DLMO. This split was conducted on 
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the group as a whole at the median DLMO of 20.07h. This resulted in different sample 
sizes of ‘early’ and ‘late’ clock types, sample sizes are stated in the relevant figure legends. 
Detailed description of obtained light values and intra-individual distributions of light 
measurements in this study were described by Woelders and colleagues51. All DLMO split 
accumulation results are presented in the text.

Light data. Light data from the MotionWatch were cut to end at sleep onset of the 
sleep/rest period of interest (e.g. beginning of sleep according to PSG recording). The 
light data was cut to begin at the sleep onset preceding the night of interest. Therefore 
light data included light exposure throughout the night and day (approximately 24 
hours) preceding the sleep of interest. Because circadian responses to light follow a log-
linear relationship52,53, all light data (measured in lux) were log10 transformed after values 
below device sensitivity threshold were set to 1 lux. To estimate the time of maximal 
light exposure, a linear harmonic regression analysis with a single sine wave, fitted per 
24h due to the entrained nature of the participants’ rhythms (CircWave54, version 1.4, 
University of Groningen, The Netherlands), was fitted through the log-transformed lux 
values for each day separately. We smoothed the data by a local polynomial regression 
procedure (LOESS55; span of 72 minutes).  We then calculated the first and last times 
at which the smoothed (LOESS) data crossed the 1 log10(lux) threshold on each day, to 
determine the times of first and last exposure to more than 10 lux. The threshold of 10 lux 
was chosen based on previous evidence of sleep alterations56 and/or phase shifts57 with 
lux values above this threshold. Maximal light intensity was calculated per day from the 
smoothed (LOESS) log10-transformed data. Raw average light intensity was calculated 
from the non-smoothed log-transformed data. 

Statistical analysis
Light and sleep comparisons always were confined to a period of light exposure and 
the directly subsequent rest or sleep period (in rest-activity and PSG measurement 
periods, respectively). All reliable daily light-rest or light-sleep comparisons were 
included in statistical analyses, whilst controlling for subject. Linear model fitting was 
performed in R (R Core Team, 2015; version: 3.2.3), using the most recent shell of 
Rstudio (version: 0.99.491) and the ‘lme4’ R-package for mixed-effects modelling58. In 
all models, participant ID was included as a random effect. A critical p-value of 0.05 was 
maintained for all analyses. As a goodness-of-fit parameter for these mixed models, the 
marginal R2 was reported, using the ‘MuMIn’ R-package.  This parameter represents the 
variance explained by the fixed factors in the model59. Sleep parameters were included 
in the model as dependent variables, whereas light parameters were included as fixed 
effects (see Suppl. Tables 1 & 2). Daylength and DLMO (covariates) were included as 
additional fixed effects. Daylength was included as the timing and intensity of light 
exposure might be season-modulated. Daylength was calculated as dusk clock time – 
dawn clock time on the day of observation. DLMO was included in the analysis to observe 
the contribution of clock phase to these relationships. When fitting the models, Akaike 
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Information Criteria (AIC) (‘drop1’ function, ‘lme4’ package) were compared to perform 
backward selection on the most complex model, dropping the least significant term at 
each iteration. Insignificant covariates were considered before independent variables of 
primary interest were dropped from the model. Only in the models where maximal light 
intensity was significant, timing of maximal light intensity was tested for significance to 
investigate whether light intensity, independent of timing, could affect sleep. Timing of 
maximum light intensity was discarded when the model did not improve significantly. 
For all analyses a quadratic term of the independent variable was added to the model and 
discarded when not significant. All sleep and light parameters were regressed against 
DLMO and its quadratic term to assess the influence of clock phase on these parameters. 
For the analysis of the sleep stage accumulation over the sleep period, mixed-effects linear 
models were fitted using the ‘lme4’ library in R60. The dependent variable was either 
REM-sleep, slow-wave sleep, or wake accumulation since sleep onset (as a percentage 
of total sleep duration). Participant ID was included in these models as random factor. 
The first fixed factor was either the light intensity group, light timing group or the DLMO 
group, depending on how the data was split. Time since sleep onset (as a percentage of 
total sleep duration, rounded to the nearest integer) was included as the second fixed 
factor. To allow for testing of the difference between two groups (first fixed factor) for 
each time value since sleep onset (second fixed factor) separately, the latter factor was 
converted from a numerical factor into a categorical factor (101 categories, range: 0% - 
100%) before fitting the models. The interaction term was included as the third and final 
fixed factor. After fitting these models to the data, each model contained 101 interaction 
coefficients (i.e. the difference between the two groups for each time after sleep onset). For 
each model, post-hoc analysis was then performed on these 101 interaction coefficients 
(H0: coefficient ≠ 0), via a general linear hypothesis testing procedure (the ‘glht’ function 
in the ‘multcomp’ R-library). The resulting p-values were corrected for multiplicity using 
the single-step method61.   

Throughout the results section all results are written as: +quadratic term if the 
quadratic of the independent variable (either light parameter or DLMO) significantly 
contributed to the model; +daylength if daylength significantly contributed to the model; 
+DLMO if DLMO timing significantly contributed to the model, in these cases details 
of the sign of the coefficient are provided to explain its interaction with the dependent 
variable (sleep parameter). If, on testing, only the linear term of the independent variable 
significantly contributed to explain the variance of the dependent variable no covariate 
is stated. Additionally, the R2, chi-square statistic (χ2), associated degrees of freedom 
and p-value for the final model are provided. Any models where the linear term of the 
independent variable did not significantly explain dependent variable variance, were 
deemed insignificant regardless of covariate significance. For results of models containing 
only the linear term or the linear terms and the quadratic term of the independent 
variable graphs are shown as raw data with model fit indicated (for PSG graphs average 
datapoints ±SE are provided). 



Chapter 5

102

5

Figure 2. Example of original activity and light data trace. Data were obtained from an 
intermediate chronotype participant with a dim-light melatonin onset (DLMO) of 19.5h. Top panel: Log 
transformed light intensity data (black lines indicate intensity per min bin) with harmonic regression sine 
function (dashed line) plotted for the first week. Bottom panel: black lines indicate activity counts per 
minute, divided by 1000.

Figure 3. Relationships between dim-light melatonin onset, light exposure and sleep 
timing. A: Higher maximal fitted light intensity exposure was related to earlier DLMO timing. B: In 
a curvi-linear fashion later DLMO was generally related to later time of first exposure to > 10 lux when 
accounting for differences in daylength (model prediction: black line, standard error of mixed model: grey 
range). C: Later DLMO timing was related to later sleep onset.

For results of models containing any additional covariates (i.e. DLMO timing and/or 
daylength), data are shown as the model prediction ±model SE and raw data are omitted, 
to facilitate graphical representation.
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Results

Light exposure
The large range of DLMO timing in this dataset (see Table 1) enabled an assessment of 
the relationship between DLMO timing (considered to represent clock phase) and light 
exposure. An example of the original data is provided (Fig. 2). In general, earlier light 
exposure was observed to be coupled to exposure to higher intensity light (Table 1). Later 
DLMO was related to lower maximal light exposure for both the rest-activity (+quadratic 
term, R2=0.23, χ2(2)=10.01, p <0.01), and the PSG assessment periods (no covariate, 
R2=0.34, χ2(1)=7.19, p <0.01; Fig. 3A; see Suppl. Table S2 for coefficient information). 
As well as a lower intensity of light exposure, later DLMO timing was also related to 
later light exposure. A later DLMO was observed to be associated with later first light 
exposure (+quadratic term, R2=0.14, χ2(2)=9.82, p <0.01; Fig. 3B), and a later last light 
exposure to more than 10 lux during both the rest-activity assessment (no covariate, 
R2=0.07, χ2(1)=4.24, p <0.05) and the PSG period (+quadratic term +daylength, R2=0.56, 
χ2(3)=13.03, p <0.005, and +quadratic term, R2=0.32, χ2(2)=6.23, p <0.05, respectively). 
Later DLMO was also associated with later time of maximal light exposure (+quadratic 
term, +daylength, R2=0.47, χ2(3)=32.38, p <0.0001) for rest-activity assessment  days 
(see Fig. 2 for an example) and PSG days (+quadratic, R2=0.58, χ2(2)=19.39,p <0.0001). 

Rest-activity and Sleep timing
As expected, clock phase (DLMO) correlated positively with behavioral measures of 
activity and PSG based measures of sleep. Later DLMO timing was related to a later 
activity offset (no covariate, R2=0.27, χ2(1)=12.76, p<0.001; see Supp. Table S1 for 
coefficient information), and in agreement, a later sleep onset (no covariate, R2=0.71, 
χ2(1)=20.39, p<0.0001; Fig. 3C). Later DLMO timing was related to a later activity onset 
(+quadratic term, R2=0.50, χ2(2)=37.02, p<0.0001) and likewise to a later sleep offset 
(no covariate, R2=0.53, χ2(1)=12.37, p<0.001). A later DLMO timing was observed to be 
associated with a longer rest duration (+quadratic term, R2=0.08, χ2(2)=8.19, p<0.05), in 
contradiction to the lack of relationship observed for sleep duration (p>0.05). Although 
it might be expected that a similar relationship for rest and sleep would appear from the 
data, the rest duration actually consists of a consolidated period of inactivity, whereas 
sleep duration is the period between sleep onset and offset possibly accounting for this 
mismatch. In line with these findings, when splitting the study sample by DLMO timing, 
DLMO group was observed to be related to sleep onset timing and the phase angle 
between DLMO and sleep onset (see Table 1). This completes an overall picture of a later 
clock phase (DLMO timing) being related to later sleep timing and a shorter interval 
between DLMO and sleep onset. Interestingly, individuals classified as having low light 
exposure also a shorter phase angle between their DLMO and sleep onsets (Table 1).
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Table 1. Demographic and average light exposure for all participant groups.

Demographic

Assessment period 
comparison (Mean ±SD)

DLMO (hh:mm) group comparison
(Mean ±SD; PSG)

F-test
(Sig.)

First exposure to >10 lux 
group comparison
 (Mean ±SD; PSG) t-test

(Sig.)

Maximal light intensity 
group comparison 
(Mean ±SD; PSG) t-test

(Sig.)
Rest-activity
Assessment

PSG Sleep
Assessment

Early
(<19:00)

Intermediate
(19:00-21:00)

Late
(>21:00)

Earlier
(<08:58)

Later
(>08:58)

Low intensity 
exposure

(<2.9 log lux)

High intensity 
exposure 

(>2.9 log lux)

Gender (m/f) 8/12 8/6 1/2 4/4 3/0 n.s. 4/3 4/3 n.s. 4/3 4/3 n.s.

Age (yrs.) 23.4 ±2.2 22.7 ±1.7 23.0 ±1.7 22.6 ±2.1 22.7 ±0.6 n.s. 22.0 ±1.5 23.4 ±1.6 n.s. 22.1 ±1.2 23.3 ±2.0 n.s.

Dim-light Melatonin Onset 
(DLMO; hh:mm)

20:18 ±02:00 20:12 ±02:18 17:32 ±00:29 20:02 ±00:30 23:25 ±02:31
23.6

(0.0001)
19:33 ±00:37 20:53 ±02:46 n.s. 21:27 ±02:23 20:07 ±01:50 n.s.

Average light intensity 
(log(lux))

0.9 ±0.3 0.9 ± 0.2 1.0 ±0.2 0.8 ±0.2 0.8 ±0.2 n.s. 1.0 ±0.1 0.6 ±0.1
6.2

(0.0001)
0.8 ±0.2 0.9 ±0.3 n.s.

Maximal intensity of light 
exposure from fit (log(lux))

3.0 ±0.8 2.9 ± 0.5 3.5 ±0.3 2.9 ±0.5 2.6 ±0.5 n.s. 3.0 ±0.4 2.8 ±0.6 n.s. 2.5 ±0.3 3.4 ±0.3
-6.6

(0.0001)

Time of maximal light 
exposure from fit (hh:mm)

14:30 ±01:42 15:12 ±01:54 15:19 ±01:21 15:11 ±01:13 17:19 ±02:27 n.s. 15:10 ±00:47 16:14 ±02:12 n.s. 16:02 ±01:55 15:13 ±01:26 n.s.

Time of first exposure 
to >10lux (hh:mm)

08:00 ±02:54 09:06 ±02:06 08:26 ±02:02 08:40 ±01:30 10:59 ±03:01 n.s. 07:41 ±00:54 10:43 ±01:58
-4.2

(0.0014)
09:47 ±02:19 08:17 ±01:37 n.s.

Time of last exposure 
to >10lux (hh:mm)

21:54 ±02:00 22:24 ±02:00 21:57 ±00:39 22:18 ±01:35 23:11 ±03:30 n.s. 22:28 ±00:51 22:22 ±02:48 n.s. 22:39 ±02:20 22:08 ±01:28 n.s.

Sleep onset (hh:mm) 23:57 ±01:33 00:24 ±01:20 23:11 ±00:27 00:09 ±00:50 02:03 ±01:30
8.0

(0.0071)
00:04 ±00:59 00:45 ±01:36 n.s. 00:34 ±01:30 00:11 ±01:07 n.s.

Sleep offset (hh:mm) 07:58 ±01:37 07:59 ±01:15 07:04 ±00:16 07:49 ±00:47 09:12 ±01:57 n.s. 07:33 ±00:39 08:28 ±01:35 n.s. 08:13 ±01:32 07:41 ±00:43 n.s.

Sleep duration (hrs) 8.0 ±1.3 7.6 ±0.7 7.9 ±0.6 7.7 ±0.8 7.1 ±0.5 n.s. 7.5 ±0.8 7.7 ±0.6 n.s. 7.7 ±0.8 7.5 ±0.7 n.s.

Time from last >10lux 
to sleep onset (hrs)

2.0 ±2.0 2.0 ±1.7 1.2 ±0.7 1.9 ±1.5 2.9 ±2.5 n.s. 1.6 ±1.0 2.4 ±2.3 n.s. 1.9 ±1.6 2.1 ±1.9 n.s.

Time from sleep offset 
to first >10 lux (hrs)

-0.1 ±3.2 1.4 ±1.7 1.4 ±2.1 0.9 ±1.7 1.8 ±1.2 n.s. 0.1 ±1.1 2.2 ±1.5
-3.3

(0.0069)
1.6 ±1.7 0.6 ±1.6 n.s.

Phase angle of Sleep 
onset-DLMO (hrs)

3.7 ±1.7 4.1 ±1.4 5.8 ±0.7 4.2 ±0.9 2.4 ±1.0
9.2

(0.0045)
4.7 ±1.2 3.6 ±1.7 n.s. 3.3 ±1.2 5.0 ±1.0

-2.6
(0.02)

PSQI score 3.5 ±1.6 3.8 ±1.9 3.0 ±1.7 4.0 ±1.9 4.0 ±2.7 n.s. 2.7 ±1.1 4.9 ±2.0
-2.5

(0.0267)
4.4 ±2.4 3.1 ±1.1 n.s.

BDI score 1.8 ±1.9 1.7 ±1.4 1.0 ±1.0 1.9 ±1.7 2.0 ±1.0 n.s. 1.6 ±1.9 1.9 ±0.9 n.s. 2.0 ±1.2 1.4 ±1.7 n.s.

PSQI: Pittsburgh sleep quality index; BDI: Beck’s depression inventory.
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Table 1. Demographic and average light exposure for all participant groups.

Demographic

Assessment period 
comparison (Mean ±SD)

DLMO (hh:mm) group comparison
(Mean ±SD; PSG)

F-test
(Sig.)

First exposure to >10 lux 
group comparison
 (Mean ±SD; PSG) t-test

(Sig.)

Maximal light intensity 
group comparison 
(Mean ±SD; PSG) t-test

(Sig.)
Rest-activity
Assessment

PSG Sleep
Assessment

Early
(<19:00)

Intermediate
(19:00-21:00)

Late
(>21:00)

Earlier
(<08:58)

Later
(>08:58)

Low intensity 
exposure

(<2.9 log lux)

High intensity 
exposure 

(>2.9 log lux)

Gender (m/f) 8/12 8/6 1/2 4/4 3/0 n.s. 4/3 4/3 n.s. 4/3 4/3 n.s.

Age (yrs.) 23.4 ±2.2 22.7 ±1.7 23.0 ±1.7 22.6 ±2.1 22.7 ±0.6 n.s. 22.0 ±1.5 23.4 ±1.6 n.s. 22.1 ±1.2 23.3 ±2.0 n.s.

Dim-light Melatonin Onset 
(DLMO; hh:mm)

20:18 ±02:00 20:12 ±02:18 17:32 ±00:29 20:02 ±00:30 23:25 ±02:31
23.6

(0.0001)
19:33 ±00:37 20:53 ±02:46 n.s. 21:27 ±02:23 20:07 ±01:50 n.s.

Average light intensity 
(log(lux))

0.9 ±0.3 0.9 ± 0.2 1.0 ±0.2 0.8 ±0.2 0.8 ±0.2 n.s. 1.0 ±0.1 0.6 ±0.1
6.2

(0.0001)
0.8 ±0.2 0.9 ±0.3 n.s.

Maximal intensity of light 
exposure from fit (log(lux))

3.0 ±0.8 2.9 ± 0.5 3.5 ±0.3 2.9 ±0.5 2.6 ±0.5 n.s. 3.0 ±0.4 2.8 ±0.6 n.s. 2.5 ±0.3 3.4 ±0.3
-6.6

(0.0001)

Time of maximal light 
exposure from fit (hh:mm)

14:30 ±01:42 15:12 ±01:54 15:19 ±01:21 15:11 ±01:13 17:19 ±02:27 n.s. 15:10 ±00:47 16:14 ±02:12 n.s. 16:02 ±01:55 15:13 ±01:26 n.s.

Time of first exposure 
to >10lux (hh:mm)

08:00 ±02:54 09:06 ±02:06 08:26 ±02:02 08:40 ±01:30 10:59 ±03:01 n.s. 07:41 ±00:54 10:43 ±01:58
-4.2

(0.0014)
09:47 ±02:19 08:17 ±01:37 n.s.

Time of last exposure 
to >10lux (hh:mm)

21:54 ±02:00 22:24 ±02:00 21:57 ±00:39 22:18 ±01:35 23:11 ±03:30 n.s. 22:28 ±00:51 22:22 ±02:48 n.s. 22:39 ±02:20 22:08 ±01:28 n.s.

Sleep onset (hh:mm) 23:57 ±01:33 00:24 ±01:20 23:11 ±00:27 00:09 ±00:50 02:03 ±01:30
8.0

(0.0071)
00:04 ±00:59 00:45 ±01:36 n.s. 00:34 ±01:30 00:11 ±01:07 n.s.

Sleep offset (hh:mm) 07:58 ±01:37 07:59 ±01:15 07:04 ±00:16 07:49 ±00:47 09:12 ±01:57 n.s. 07:33 ±00:39 08:28 ±01:35 n.s. 08:13 ±01:32 07:41 ±00:43 n.s.

Sleep duration (hrs) 8.0 ±1.3 7.6 ±0.7 7.9 ±0.6 7.7 ±0.8 7.1 ±0.5 n.s. 7.5 ±0.8 7.7 ±0.6 n.s. 7.7 ±0.8 7.5 ±0.7 n.s.

Time from last >10lux 
to sleep onset (hrs)

2.0 ±2.0 2.0 ±1.7 1.2 ±0.7 1.9 ±1.5 2.9 ±2.5 n.s. 1.6 ±1.0 2.4 ±2.3 n.s. 1.9 ±1.6 2.1 ±1.9 n.s.

Time from sleep offset 
to first >10 lux (hrs)

-0.1 ±3.2 1.4 ±1.7 1.4 ±2.1 0.9 ±1.7 1.8 ±1.2 n.s. 0.1 ±1.1 2.2 ±1.5
-3.3

(0.0069)
1.6 ±1.7 0.6 ±1.6 n.s.

Phase angle of Sleep 
onset-DLMO (hrs)

3.7 ±1.7 4.1 ±1.4 5.8 ±0.7 4.2 ±0.9 2.4 ±1.0
9.2

(0.0045)
4.7 ±1.2 3.6 ±1.7 n.s. 3.3 ±1.2 5.0 ±1.0

-2.6
(0.02)

PSQI score 3.5 ±1.6 3.8 ±1.9 3.0 ±1.7 4.0 ±1.9 4.0 ±2.7 n.s. 2.7 ±1.1 4.9 ±2.0
-2.5

(0.0267)
4.4 ±2.4 3.1 ±1.1 n.s.

BDI score 1.8 ±1.9 1.7 ±1.4 1.0 ±1.0 1.9 ±1.7 2.0 ±1.0 n.s. 1.6 ±1.9 1.9 ±0.9 n.s. 2.0 ±1.2 1.4 ±1.7 n.s.

PSQI: Pittsburgh sleep quality index; BDI: Beck’s depression inventory.
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As DLMO timing was observed to be related to both light exposure and sleep timing, 
regression analysis was utilized to assess the relationship between light exposure, 
and activity and sleep timing on the same day. Activity timing was observed to have a 
quadratic relationship to the time of last exposure to more than 10 lux. A later activity 
offset was related to both very early and very late last exposure to more than 10 lux, 
when accounting for the positive relationship DLMO has with activity timing (+quadratic 
term, +DLMO, R2=0.45, χ2(3)=44.75, p<0.0001). This same relationship was observed 
for activity onset (+quadratic and +DLMO, R2=0.44, χ2(3)=30.93, p<0.0001). A similar 
relationship was observed for sleep onset and offset with last exposure to more than 10 lux, 
although DLMO timing was not observed to significantly be involved in the relationship 
(Sleep onset: +quadratic term, R2=0.68, χ2(2)=22.09, p<0.0001; Sleep offset: +quadratic 
term, R2=0.68, χ2(2)=20.39, p<0.0001). Activity onset was also positively associated with 
first exposure to more than 10 lux and time of maximal light exposure, when controlling 
for the positive relationship between DLMO timing and activity onset (First exposure: 
+DLMO, R2=0.43, χ2(2)=28.32,  p<0.0001), and time of maximal light exposure: +DLMO, 
R2=0.49, χ2(2)=37.92, p<0.0001). Interestingly, longer rest duration was associated with 
lower maximal light intensity on the preceding day (no covariate, R2=0.05, χ2(1)=4.83, 
p<0.05), and a later timing of maximal light exposure (no covariate, R2=0.05, χ2(1)=4.82, 
p<0.05). In general, individuals who had more time between waking and being exposed to 
10 lux for the first time were likely to have that first exposure later in the day (Table 1).  

Phase angle between sleep onset and DLMO
The phase angle between sleep onset and DLMO was also assessed as covariate, but did 
not contribute significantly to any of the models tested (p>0.05).

Light exposure and subsequent sleep disturbance
Subjects with a late DLMO also showed less sleep stage transitions, except for one 
included subject, who had a very late DLMO while experiencing more sleep transitions 
than those with moderate late DLMO timing (+quadratic term, R2=0.32, χ2(2)=6.81, 
p<0.05, Table S2). In general, individuals who were first exposed to 10 lux later had 
significantly more subjectively reported sleep disturbances (Table 1). Objectively 
recorded sleep disturbances were found to depend on previous light exposure, but time 
of maximal light exposure did not significantly contribute to this effect. Later time of first 
exposure to 10 lux was also related to more awakenings, when controlling for daylength 
(+daylength, R2=0.36, χ2(2)=8.66, p<0.05, Fig. 4A). Lower maximal light exposure 
resulted in fewer awakenings, when accounting for variance explained by DLMO timing 
(+DLMO, R2=0.26, χ2(2)=6.98, p<0.05, Fig. 4B). Timing of DLMO was found to additively 
contribute (coefficient: 1.01, p<0.05) such that that later DLMO timing was related to 
an increased number of awakenings (Figure 4B & Table 2). Additionally, later time of 
first exposure to more than 10 lux seemed related to more wake after sleep onset (trend: 
p=0.053). This seems in line with the finding that later first light exposure correlate with 
more awakenings (Figure 4A), but contrasts with the correlation showing less sleep stage 
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transitions in people with late DLMO (Table S2). Sleep characteristics are summarized in 
Table 2. No differences were found between the two PSG nights (weekday and weekend 
recordings) in terms of sleep disturbances, architecture, timing or stage accumulation; 
or their relationships with preceding light exposure (p>0.05; data not shown). No effect 
of randomization order of starting PSG night was observed (p>0.05; data not shown).

Figure 4. Light exposure and its relationship to subsequent sleep disturbances. A: Later first 
exposure to more than 10lux was related to increased sleep disturbance (number of awakenings per hour), 
when controlling for daylength (model prediction: black line, standard error of mixed model: grey range). 
B: Higher maximal light intensities during the day were followed by more sleep disturbances (number of 
awakenings per hour TST) within DLMO timing groups (DLMO) timing (red: DLMO >21h, orange: 19h ≤ 
DLMO ≤21h, green: DLMO <19h).
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Table 2. Sleep characteristics for PSG assessment

Demographic

Group 
average 

(Mean ±SD)

DLMO (hh:mm) group comparison
(Mean ±SD; PSG)

F-test
(Sig.)

First exposure to >10 lux 
group comparison
 (Mean ±SD; PSG) t-test

(Sig.)

Maximal light intensity group 
comparison

(Mean ±SD; PSG) t-test
(Sig.)

Early
(<19:00)

Inter
(19:00-21:00)

Late
(>21:00)

Early
(<08:58)

Late
(>08:58)

Low intensity 
exposure

(<2.9 log lux)

High intensity 
exposure 

(>2.9 log lux)

Sleep duration (hrs) 7.6 ±0.7 7.9 ±0.6 7.7 ±0.6 7.2 ±0.5 n.s. 7.6 ±0.8 7.7 ±0.4 n.s. 7.7 ±0.7 7.6 ±0.6 n.s.

Time in bed (hrs) 8.0 ±1.1 7.4 ±1.5 7.9 ±0.6 8.7 ±1.2 n.s. 7.8 ±0.6 8.1 ±1.3 n.s. 8.1 ±0.4 7.8 ±1.4 n.s.

Sleep onset latency (mins) 24.2 ±35.5 12.0 ±2.3 25.9 ±25.4 26.0 ±14.8 n.s. 15.0 ±7.4 30.9 ±26.4 n.s. 30.9 ±26.9 15.0 ±5.3 n.s.

WASO (mins) 27.1 ±16.7 24.3 ±6.5 21.6 ±13.7 44.7 ±22.8 n.s. 22.1 ±8.0 32.1 ±22.0 n.s. 25.1 ±15.3 29.2 ±19.0 n.s.

% N1 sleep 4.1 ±1.7 2.7 ±1.7 4.1 ±1.1 4.8 ±0.7 n.s. 3.8 ±1.4 4.2 ±1.3 n.s. 4.7 ±0.3 3.3 ±1.5 2.41 (0.033)

% N2 sleep 43.6 ±5.5 45.6 ±11.1 44.6 ±2.0 41.1 ±4.9 n.s. 44.4 ±5.7 43.7 ±5.2 n.s. 43.9 ±3.2 44.2 ±7.0 n.s.

% N3 sleep 25.0 ±4.9 25.5 ±9.2 24.6 ±3.7 25.0 ±2.9 n.s. 25.6 ±6.3 24.1 ±2.4 n.s. 23.5 ±2.9 26.2 ±5.9 n.s.

% REM sleep 23.0 ±3.8 22.0 ±3.4 23.0 ±3.4 22.0 ±2.0 n.s. 22.3 ±2.6 22.8 ±3.4 n.s. 23.9 ±2.9 21.2 ±2.5 n.s.

REM latency (hrs) 1.6 ±0.5 1.5 ±0.6 1.8 ±0.5 1.2 ±0.2 n.s. 1.9 ±0.3 1.4 ±0.6 n.s. 1.5 ±0.4 1.7 ±0.6 n.s.

N3 latency (mins) 13.1 ±5.7 11.2 ±4.3 14.1 ±6.9 12.7 ±4.0 n.s. 11.8 ±4.2 14.5 ±7.0 n.s. 15.2 ±6.0 11.1 ±5.0 n.s.

Mean awakenings per hour 0.9 ±0.5 0.9 ±0.2 0.7 ±0.3 1.5 ±0.6
5.91 

(0.018)
0.7 ±0.3 1.1 ±0.6 n.s. 0.8 ±0.5 1.0 ±0.5 n.s.

No. of transitions 142.2 ±32.3 158.7 ±43.5 135.3 ±30.5 144.2 ±31.9 n.s. 144.4 ±34.4 140.1 ±32.7 n.s. 140.2 ±31.9 144.2 ±35.1 n.s.

WASO: Wake after sleep onset; REM: Rapid-eye movement sleep
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Table 2. Sleep characteristics for PSG assessment

Demographic

Group 
average 

(Mean ±SD)

DLMO (hh:mm) group comparison
(Mean ±SD; PSG)

F-test
(Sig.)

First exposure to >10 lux 
group comparison
 (Mean ±SD; PSG) t-test

(Sig.)

Maximal light intensity group 
comparison

(Mean ±SD; PSG) t-test
(Sig.)

Early
(<19:00)

Inter
(19:00-21:00)

Late
(>21:00)

Early
(<08:58)

Late
(>08:58)

Low intensity 
exposure

(<2.9 log lux)

High intensity 
exposure 

(>2.9 log lux)

Sleep duration (hrs) 7.6 ±0.7 7.9 ±0.6 7.7 ±0.6 7.2 ±0.5 n.s. 7.6 ±0.8 7.7 ±0.4 n.s. 7.7 ±0.7 7.6 ±0.6 n.s.

Time in bed (hrs) 8.0 ±1.1 7.4 ±1.5 7.9 ±0.6 8.7 ±1.2 n.s. 7.8 ±0.6 8.1 ±1.3 n.s. 8.1 ±0.4 7.8 ±1.4 n.s.

Sleep onset latency (mins) 24.2 ±35.5 12.0 ±2.3 25.9 ±25.4 26.0 ±14.8 n.s. 15.0 ±7.4 30.9 ±26.4 n.s. 30.9 ±26.9 15.0 ±5.3 n.s.

WASO (mins) 27.1 ±16.7 24.3 ±6.5 21.6 ±13.7 44.7 ±22.8 n.s. 22.1 ±8.0 32.1 ±22.0 n.s. 25.1 ±15.3 29.2 ±19.0 n.s.

% N1 sleep 4.1 ±1.7 2.7 ±1.7 4.1 ±1.1 4.8 ±0.7 n.s. 3.8 ±1.4 4.2 ±1.3 n.s. 4.7 ±0.3 3.3 ±1.5 2.41 (0.033)

% N2 sleep 43.6 ±5.5 45.6 ±11.1 44.6 ±2.0 41.1 ±4.9 n.s. 44.4 ±5.7 43.7 ±5.2 n.s. 43.9 ±3.2 44.2 ±7.0 n.s.

% N3 sleep 25.0 ±4.9 25.5 ±9.2 24.6 ±3.7 25.0 ±2.9 n.s. 25.6 ±6.3 24.1 ±2.4 n.s. 23.5 ±2.9 26.2 ±5.9 n.s.

% REM sleep 23.0 ±3.8 22.0 ±3.4 23.0 ±3.4 22.0 ±2.0 n.s. 22.3 ±2.6 22.8 ±3.4 n.s. 23.9 ±2.9 21.2 ±2.5 n.s.

REM latency (hrs) 1.6 ±0.5 1.5 ±0.6 1.8 ±0.5 1.2 ±0.2 n.s. 1.9 ±0.3 1.4 ±0.6 n.s. 1.5 ±0.4 1.7 ±0.6 n.s.

N3 latency (mins) 13.1 ±5.7 11.2 ±4.3 14.1 ±6.9 12.7 ±4.0 n.s. 11.8 ±4.2 14.5 ±7.0 n.s. 15.2 ±6.0 11.1 ±5.0 n.s.

Mean awakenings per hour 0.9 ±0.5 0.9 ±0.2 0.7 ±0.3 1.5 ±0.6
5.91 

(0.018)
0.7 ±0.3 1.1 ±0.6 n.s. 0.8 ±0.5 1.0 ±0.5 n.s.

No. of transitions 142.2 ±32.3 158.7 ±43.5 135.3 ±30.5 144.2 ±31.9 n.s. 144.4 ±34.4 140.1 ±32.7 n.s. 140.2 ±31.9 144.2 ±35.1 n.s.

WASO: Wake after sleep onset; REM: Rapid-eye movement sleep
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Sleep architecture
The timing of the DLMO was not related, on its own, to any aspect of subsequent sleep 
architecture (p>0.05). Light exposure variables on their own or combined with DLMO 
did explain variation in sleep architecture. A later time of first exposure to >10lux (no 
covariate, R2=0.21, χ2(1)=5.77, p<0.05, Fig. 5A) and a later timing of maximal light 
exposure (+quadratic, +DLMO, R2=0.36, χ2(2)=11.17, p<0.01, Fig. 5B) were associated 
with a subsequent shorter latency to first rapid-eye movement (REM) episode. The 
findings might seem paradoxical since REM sleep propensity is thought to be directly  
influenced by the circadian clock. Hence, at first sight, later DLMO was expected to 
correlate with the later occurrence of REM sleep. However, the first (or even second) 
REM sleep bout can be suppressed if non-REM propensity is high. Therefore, we 
investigated the effects of light intensity on subsequent non-REM and REM sleep. Higher 
maximal intensity of light on the day before sleeping with PSG was followed by lower 
percentages of REM sleep, when accounting for variance explained by DLMO timing 
(+DLMO, R2=0.43, χ2(2)=13.90, p<0.001, Fig. 5C). The negative coefficient for DLMO 
timing as a covariate, indicate that later DLMO timing was related to a subsequent lower 
percentage of REM sleep (see Supp. Table S2 for coefficient information). Which may 
indicate that higher sleep deficit in late sleepers may reduce or eliminate the first REM 
sleep bout. In the same lines, the percentage of stage 1 sleep was observed to be lower 
in those individuals who were classified as being exposed to higher light intensity light 
(Table 2). This could indicate that shorter latencies to non-REM sleep occurring when 
individuals are exposed to higher maximal light a pressure for slow wave sleep (SWS) 
overrides the balance of other sleep stages. This can also be observed with the dominating 
increase in percentage of subsequent SWS at higher average light intensities over the day 
(+quadratic, no covariate, R2=0.25, χ2(2)=8.86, p<0.05). 
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Figure 5. Light exposure and subsequent sleep 
architecture. A: Shorter latencies to first raid-eye 
movement (REM) sleep episode were associated with 
preceding later timing to first exposure to more than 10lux 
(black circles indicate average values of 2 PSG recordings 
and of the same 2 days of light recordings, dashed line 
indicates model fit) and B: later preceding timing of maximal 
light exposure. C: A lower percentage of REM sleep was 
associated with higher preceding maximal light intensities 
(model prediction: black line, standard error of mixed model: 
grey range). This relationship was modulated by dim-light 
melatonin onset (DLMO) timing, though all DLMO timing 
categories showed the same relationship (red: DLMO >21h, 
orange: 19h≤ DLMO ≤21h, green: DLMO <19h).

Sleep stage accumulation
In order to see how light timing and the intensity of light exposure interact with the 
subsequent accumulation rate of SWS, REM sleep and Wake, the sample was split 
into low and high maximal intensity exposure, and into early and late first exposure 
to > 10 lux. Those individuals exposed to higher maximal light intensities experienced 
larger subsequent SWS accumulation (p<0.05; Fig. 6A), lower subsequent REM sleep 
accumulation throughout the night (p<0.05; Fig. 6B), and lower subsequent wake 
accumulation at the beginning of the night (p<0.05; Fig. 6C). Those individuals who 
had their first exposure to > 10 lux earlier had significantly higher subsequent SWS 
accumulation (Fig. 7A) seemingly at the expense of the accumulation of REM sleep in the 
middle of the sleep period (Fig. 7B), and wake throughout the night (Fig. 7C; p<0.05).
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Figure 6. Sleep stage accumulation related to 
preceding maximal light exposure intensity. 
A: Slow wave (SWS) sleep accumulation was higher 
throughout the sleep period in individuals previously 
exposed to higher maximal light intensities (p<0.05). 
B: Rapid-eye movement (REM) sleep accumulation was 
lower in individuals previously exposed to higher maximal 
light intensities (p<0.05). C: Wake accumulation was 
significantly lower at the beginning of the sleep period in 
individuals previously exposed to higher maximal light 
intensities (p<0.05). In all graphs, line at top indicates 
a significant difference between groups at that time 
percentage of total sleep, p<0.05.

Discussion

Our data show that sleep timing, duration, structure and the number of sleep 
disturbances observed in the field objectively, for the first time, depended on aspects of 
preceding light exposure. In a sample of healthy 20 to 30 year olds, selected for a wide 
range of sleep timing (MSF), we observed large variation in clock phases (DLMO), which 
optimized the probability to find relationships with preceding light parameters within 
DLMO timing groups. DLMO was added to our models to assess the impact of clock 
phase and explain the variance in sleep architecture dependent on the circadian clock 
to allow for a better analysis of the effect of previous light on subsequent sleep62. We 
found that later endogenous clock timing was related to later timing and lower levels of 
light exposure. Later exposure to light has been observed experimentally to result in a 
later clock phase3,10,39. This finding confirms light interventions in the field12,14,15 and the 
finding that manipulated reduction of blue light in the morning was associated with later 
clock phases13. Spectral light composition information would help to further elucidate 
this relationship. 
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Figure 7. Subsequent sleep stage accumulation 
related to timing of first exposure to more than 10 
lux. A: Slow wave (SWS) sleep accumulation was higher 
in individuals that previously had earlier first exposure to 
> 10 lux (p<0.05). B: Rapid-eye movement (REM) sleep 
accumulation was lower in individuals that previously 
had earlier first exposure to > 10 lux (p<0.05). C: Wake 
accumulation was significantly lower throughout the 
sleep period in individuals that previously had earlier first 
exposure to > 10 lux (p<0.05). In all graphs, line at top 
indicates a significant difference between groups at that 
time percentage of total sleep, p<0.05.

Despite the lack of intervention studies, field data indicate that later chronotypes are 
generally exposed to later light33 and less time outdoors32. This likely results in lower 
light exposure27,33, and probably a reduction in exposure to ~460-490 nm photons, which 
are important for entraining the circadian system63. In both our dataset and in previous 
studies, later sleep timing has been shown to be related later clock phase54,55 and later 
preceding light exposure33,34. These relationships are most likely due to the influence of 
light on the entrainment of the circadian clock, which drives process C in sleep regulation, 
which in turn will shift the timing of sleep6,7. Because humans have on average an 
intrinsic circadian period longer than 24h (24.2h64), they need advancing (morning) light 
to entrain to the 24-h day. Exposure to lower light intensities indicate reduced zeitgeber 
strength and oscillatory theory predicts that this will result in a later (lagging) phase 
angle of entrainment65,66 when intrinsic period is great than 24 hours. This later phase 
angle of entrainment may then be further amplified by artificial light in the evening. In 
addition, entrainment models would predict a bigger role for parametric entrainment in 
diurnal animals67,68.  Moreover, according to Aschoff’s rule, diurnal animals will lengthen 
intrinsic period with lower light intensity69,70.
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Although we only found that lower maximal light intensities were associated with 
subsequent longer rest durations, studies with high intensity light interventions have 
previously focused on the timing of the light8,15, rather than the intensity itself. Despite 
that, shorter subsequent sleep duration has been related to brighter morning light8 and 
exposure to artificial electric lighting35. In the current study, however, no relationship 
between light exposure and sleep duration was found. This is in line with the analysis 
of sleep behavior of three pre-industrial societies that indicated that there were no 
differences in sleep duration in societies without electric lighting as compared to our 
industrialized sleep habits71 (but see also72). Because sleep onset and offset appear gated 
by the circadian system in a similar way, the reduction in the strength of light as the 
primary entrainment signal may only play a minimal role in the alteration of sleep 
duration. 

Preceding light exposure, possibly through altering the balance of circadian and 
homeostatic regulation of sleep, appears to be associated with the amount of subsequent 
sleep disturbance. Later light was associated with more awakenings, in line with 
laboratory studies observing evening light being related to more arousals39,73. It is 
unclear why late DLMO correlates with less sleep transitions (Table S2), but the complex 
quadratic relationship of this correlation suggests that more data need to be collected to 
fully understand this. A clearer relationship was found between light parameters, DLMO 
and number of awakenings. Late first light exposure and late clock phase correlates with 
more awakenings (Figure 4A & B). We have described before, that people with a late 
clock phase sleep early relative to DLMO51. This may indicate that their sleep partially 
overlaps with the circadian drive for wakefulness, resulting in more awakenings7. 

The influence of the circadian drive for wake promotion on sleep offset timing has 
been reported to result in a reduction of REM sleep, with non-REM sleep appearing 
unaffected8,25. Sleep structure appears to be related to preceding light exposure in our 
dataset. Exposure to higher levels of maximal light was related to less REM in subsequent 
sleep. In the laboratory, higher levels of blue photons in evening light have been 
associated with a reduction in REM sleep duration24,26. Whereas light during sleep was 
associated with an increased prevalence of REM sleep41. Therefore, influence of light on 
REM sleep could be due to the circadian regulation of REM sleep. The timing of light 
during the daytime exposure in our subjects appears to be related also to the timing of the 
first REM episode. The finding that later light exposure was related to earlier first REM 
episodes indicates that the timing of light could modulate not only clock phase but in turn 
also the circadian regulated sleep architecture. There are two alternative explanations, 
either light is influencing sleep architecture through altering the rate of sleep pressure 
increase or through the shift of the sleep structure by a shift in the circadian-related 
drive for wakefulness (and REM sleep). What is known is that the alerting signal of 
the circadian system decreases throughout the night, rising just before sleep offset7. 
Based on forced desynchrony findings that REM sleep appears clock modulated74, it can 
be hypothesized that the influence of later light extending the window for REM sleep 
episodes could be due to the altered phase of the circadian system and a reduced sleep 
load build up. Through the sleep stage accumulation analysis, it can be observed that 
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slow wave sleep (SWS) has a direct relationship with the timing and intensity of light. 
As REM sleep and wake accumulation show the opposite pattern to SWS it appears that 
light is influencing the homeostatic pressure shifting other sleep stages in accordance. 
Therefore, it appears that light, although known to affect the circadian system and in 
turn REM sleep, additionally increases the build-up of the homeostatic sleep pressure. 
To further assess the relationship of light exposure with subsequent sleep intensity, an 
analysis of delta power decay is required. This is beyond the scope of this current article 
due to the already complex nature of the included analyses. We hypothesize that the 
underlying biological mechanism for this is the direct light input observed from the 
retina to the ventrolateral preoptic nucleus, the sleep ‘switch’ alternating sleep stages75. 
Upon confirmation of interventional studies, this hypothesis could change the current 
understanding of the regulation of sleep.

Although there appears in our pilot analysis (in supplementary information) to be 
some influence of DLMO timing on the relationship between light and sleep structure, 
this influence needs to be further investigated, due to small sample size once participants 
were grouped by DLMO. In the main analyses of this study, despite the large amount of 
data obtained per participant, it is possible that this sample is not representative of the 
broader population. In addition, the majority of participants were university students, 
and therefore may have different lifestyles than the general working population. 
Although this might be a limitation, it must also be noted that the large variation present 
in our data (through participant selection based upon chronotype) provides the ability 
to assess the relationships in a statistically powerful way. Another possible limitation 
is the assumption that the subsequent sleep is related to the preceding light exposure 
rather than the sleep having an influence on future light exposure. Through correlational 
analysis, these relationships cannot be further elucidated here.

In general, our findings corroborate those observed in laboratory settings. Our 
observations support that despite lacking the many factors that influence sleep in real 
life, laboratory findings are transferable to how people sleep in naturalistic settings. 
Although light can be well controlled in the laboratory, it can be difficult to generalize 
laboratory findings to observations in the field where light quality and quantity shows 
large variation over the day. Our study is the first to assess sleep architecture in the 
field using ambulatory PSG in the context of chronobiological applications, showing its 
reliability with the new technological advances utilized here. This study provides further 
evidence for the link between light exposure and the timing, duration, structure and 
quality of subsequent sleep. Not only does this influence have implications for further 
strategies in the care for patients and those with sleep disturbances, but this study 
shows that light exposure shapes everyday life. Light technologies and those developing 
working schedules and living environments could greatly influence the sleep individuals 
have in real life and its subsequent effects on quality of life, health, productivity, mental 
performance, and safety. With confirmation from spectral analysis and interventional 
studies, this study could alter the current understanding of sleep regulation and the role 
of light history.
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Supplementary Information

Table S1. Coefficient information for significant regressions performed for rest-activity period.

Dependent 
Variable

Independent 
variable

Model Statistics
[R2 (df); 

Chi-square value 
(p-value)]

Independent Variable Coefficient Information [coefficient ±SE (p-value)]

Linear term Quadratic term

Covariates

Daylength (Hr; 
GMT+1)

DLMO
(Hr; GMT+1)

Time of 
maximal light 

Exposure 
(Hr; GMT+1)

Raw average light intensity (log(lux))
DLMO 

(Hr; GMT+1)
n.s. 

(p>0.05)
n.s. (0.1895) n.s. (0.1019)

n.s. 
(0.8772)

- -

Maximal light intensity (log(lux))
DLMO 

(Hr; GMT+1)
0.23 (2); 10.01 

(0.0067)
1.26 ±0.63 
(0.0565)

-0.03 ±0.01 
(0.0341)

n.s. 
(0.4835)

- -

Maximal light intensity (log(lux))
Rest duration 

(Hrs)
0.05 (1); 4.83

(0.0279)
-0.37 ±0.15

(0.0279)
n.s.

 (0.6759)
n.s. 

(0.6030)
n.s. 

(0.3746)
n.s. 

(0.178)

Time of first exposure to >10lux (Hr; GMT+1)
DLMO 

(Hr; GMT+1)
0.14 (2); 9.82  

(0.0074)
-3.80 ±1.76 

(0.0408)
0.10 ±0.04 
(0.0243)

n.s. 
(0.1308)

- -

Time of first exposure to >10lux (Hr; GMT+1)
Activity onset 
(Hr; GMT+1)

0.43 (2); 28.32
(<0.0001)

0.09 ±0.04
(0.0293)

n.s. 
(0.5560)

n.s.
(0.7263)

0.49 ±0.08
(<0.001)

-

Time of last exposure to >10lux (Hr; GMT+1)
DLMO 

(Hr; GMT+1)
0.07 (1); 4.24 

(0.0394)
0.28 ±0.13 
(0.0394)

n.s. 
(0.6472)

n.s. 
(0.3784)

- -

Time of last exposure to >10lux (Hr; GMT+1)
Activity offset
(Hr; GMT+1)

0.45 (3); 44.75
(<0.0001)

-3.29 ±0.71 
(<0.0001)

0.08 ±0.02
(<0.0001)

n.s. 
(0.6058)

0.34 ±0.08
(0.0003)

-

Time of last exposure to >10lux (Hr; GMT+1)
Activity onset
(Hr; GMT+1)

0.44 (3); 30.93
(<0.0001)

-1.72 ±0.85
(0.0470)

0.04 ±0.02
(0.0350)

n.s. 
(0.7308)

0.48 ±0.08
(<0.001)

-

Time of maximal light exposure (Hr; GMT+1)
DLMO 

(Hr; GMT+1)
0.47 (3); 32.38

(<0.0001)
-3.64 ±0.79 

(0.0001)
0.10 ±0.02 
(<0.0001)

-0.09 ±0.04 
(0.0366)

- -

Time of maximal light exposure (Hr; GMT+1)
Activity onset 
(Hr; GMT+1)

0.49 (2); 37.92
(<0.0001)

0.33 ±0.08
(0.0002)

n.s. 
(0.8783)

n.s.
(0.9205)

0.37 ±0.07
(<0.001)

-

Time of maximal light exposure (Hr; GMT+1)
Rest duration 

(Hrs)
0.05 (1); 4.82

(0.0281)
0.16 ±0.07
(0.0281)

n.s. 
(0.9922)

n.s.
(0.5568)

n.s. 
(0.6117)

-

Activity offset (Hr; GMT+1)
DLMO 

(Hr; GMT+1)
0.27 (1); 12.76

(0.0004)
0.41 ±0.10 
(0.0004)

n.s.
 (0.3049)

- - -

Activity onset (Hr; GMT+1)
DLMO 

(Hr; GMT+1)
0.50 (2); 37.02

(<0.0001)
-2.38 ±0.67 

(0.0019)
0.07 ±0.02 
(0.0003)

- - -

Rest duration (Hrs)
DLMO 

(Hr; GMT+1)
0.08 (2); 8.19 

(0.0166)
-1.59 ±0.69 

(0.0322)
0.04 ±0.02 

(0.0220)
- - -

Possible dependent variables: raw average light intensity; maximal light intensity; time of first exposure 
to >10 lux; time of last exposure to >10 lux; time of maximal light exposure; activity offset; activity onset; 
rest duration. Possible independent variables: DLMO; activity offset; activity onset; rest duration. If not 
in table, regressions were not significant.
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Supplementary Information

Table S1. Coefficient information for significant regressions performed for rest-activity period.

Dependent 
Variable

Independent 
variable

Model Statistics
[R2 (df); 

Chi-square value 
(p-value)]

Independent Variable Coefficient Information [coefficient ±SE (p-value)]

Linear term Quadratic term

Covariates

Daylength (Hr; 
GMT+1)

DLMO
(Hr; GMT+1)

Time of 
maximal light 

Exposure 
(Hr; GMT+1)

Raw average light intensity (log(lux))
DLMO 

(Hr; GMT+1)
n.s. 

(p>0.05)
n.s. (0.1895) n.s. (0.1019)

n.s. 
(0.8772)

- -

Maximal light intensity (log(lux))
DLMO 

(Hr; GMT+1)
0.23 (2); 10.01 

(0.0067)
1.26 ±0.63 
(0.0565)

-0.03 ±0.01 
(0.0341)

n.s. 
(0.4835)

- -

Maximal light intensity (log(lux))
Rest duration 

(Hrs)
0.05 (1); 4.83

(0.0279)
-0.37 ±0.15

(0.0279)
n.s.

 (0.6759)
n.s. 

(0.6030)
n.s. 

(0.3746)
n.s. 

(0.178)

Time of first exposure to >10lux (Hr; GMT+1)
DLMO 

(Hr; GMT+1)
0.14 (2); 9.82  

(0.0074)
-3.80 ±1.76 

(0.0408)
0.10 ±0.04 
(0.0243)

n.s. 
(0.1308)

- -

Time of first exposure to >10lux (Hr; GMT+1)
Activity onset 
(Hr; GMT+1)

0.43 (2); 28.32
(<0.0001)

0.09 ±0.04
(0.0293)

n.s. 
(0.5560)

n.s.
(0.7263)

0.49 ±0.08
(<0.001)

-

Time of last exposure to >10lux (Hr; GMT+1)
DLMO 

(Hr; GMT+1)
0.07 (1); 4.24 

(0.0394)
0.28 ±0.13 
(0.0394)

n.s. 
(0.6472)

n.s. 
(0.3784)

- -

Time of last exposure to >10lux (Hr; GMT+1)
Activity offset
(Hr; GMT+1)

0.45 (3); 44.75
(<0.0001)

-3.29 ±0.71 
(<0.0001)

0.08 ±0.02
(<0.0001)

n.s. 
(0.6058)

0.34 ±0.08
(0.0003)

-

Time of last exposure to >10lux (Hr; GMT+1)
Activity onset
(Hr; GMT+1)

0.44 (3); 30.93
(<0.0001)

-1.72 ±0.85
(0.0470)

0.04 ±0.02
(0.0350)

n.s. 
(0.7308)

0.48 ±0.08
(<0.001)

-

Time of maximal light exposure (Hr; GMT+1)
DLMO 

(Hr; GMT+1)
0.47 (3); 32.38

(<0.0001)
-3.64 ±0.79 

(0.0001)
0.10 ±0.02 
(<0.0001)

-0.09 ±0.04 
(0.0366)

- -

Time of maximal light exposure (Hr; GMT+1)
Activity onset 
(Hr; GMT+1)

0.49 (2); 37.92
(<0.0001)

0.33 ±0.08
(0.0002)

n.s. 
(0.8783)

n.s.
(0.9205)

0.37 ±0.07
(<0.001)

-

Time of maximal light exposure (Hr; GMT+1)
Rest duration 

(Hrs)
0.05 (1); 4.82

(0.0281)
0.16 ±0.07
(0.0281)

n.s. 
(0.9922)

n.s.
(0.5568)

n.s. 
(0.6117)

-

Activity offset (Hr; GMT+1)
DLMO 

(Hr; GMT+1)
0.27 (1); 12.76

(0.0004)
0.41 ±0.10 
(0.0004)

n.s.
 (0.3049)

- - -

Activity onset (Hr; GMT+1)
DLMO 

(Hr; GMT+1)
0.50 (2); 37.02

(<0.0001)
-2.38 ±0.67 

(0.0019)
0.07 ±0.02 
(0.0003)

- - -

Rest duration (Hrs)
DLMO 

(Hr; GMT+1)
0.08 (2); 8.19 

(0.0166)
-1.59 ±0.69 

(0.0322)
0.04 ±0.02 

(0.0220)
- - -

Possible dependent variables: raw average light intensity; maximal light intensity; time of first exposure 
to >10 lux; time of last exposure to >10 lux; time of maximal light exposure; activity offset; activity onset; 
rest duration. Possible independent variables: DLMO; activity offset; activity onset; rest duration. If not 
in table, regressions were not significant.
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Table S2. Coefficient information for significant regressions performed for PSG period.

Dependent 
Variable

Independent 
variable

Model Statistics
[R2 (df); 

Chi-square value 
(p-value)]

Independent Variable Coefficient Information [coefficient ±SE (p-value)]

Linear term Quadratic term

Covariates

Daylength (Hr; 
GMT+1)

DLMO
(Hr; GMT+1)

Time of 
maximal light 

exposure 
(Hr; GMT+1)

Raw average light intensity (log(lux))
% Slow-wave sleep
(SWS; % of TST)

0.25 (2); 8.86
(0.0119)

-72.54 ±26.34
(0.0072)

43.06 ± 14.72
(0.004)

n.s. 
(0.8418)

n.s. 
(0.7892)

n.s. 
(0.33)

Maximal light intensity (log(lux))
DLMO 

(Hr; GMT+1)
0.34 (1); 7.19

(0.0073)
-0.14 ±0.05 

(0.0073)
n.s.

(0.6180)
n.s. 

(0.4950)
- -

Maximal light intensity (log(lux)) No. of awakenings
0.26 (2); 6.98

(0.0306)
2.83 ±1.38
(0.0368)

n.s. 
(0.3648)

n.s. 
(0.2363)

1.01 ±0.41
(0.0152)

n.s. 
(0.4393)

Maximal light intensity (log(lux))
% Rapid-Eye Movement 
(REM) sleep (% of TST)

0.43 (2); 13.90
(0.0010)

-5.90 ±1.45
(0.0002)

n.s. 
(0.4041)

n.s. 
(0.5752)

-0.74 ±0.33
(0.0220)

n.s. 
(0.9891)

Time of first exposure to >10lux (Hr; GMT+1)
DLMO 

(Hr; GMT+1)
0.56 (3); 13.03

(0.0046)
-4.22 ±2.36 

(0.0473)
0.11 ±0.05 
(0.0313)

-0.23 ±0.13 
(0.0421)

- -

Time of first exposure to >10lux (Hr; GMT+1) No. of awakenings
0.36 (2); 8.66

(0.0132)
1.16 ±0.37
(0.0038)

n.s.
(0.8473)

0.52 ±0.22
(0.0183)

n.s. 
(0.3902)

-

Time of first exposure to >10lux (Hr; GMT+1)
Latency to first REM 

episode (Hrs)
0.21 (1); 5.77

(0.0163)
-0.15 ±0.06

(0.0163)
n.s.

(0.4363)
n.s. 

(0.1374)
n.s. 

(0.8413)
-

Time of last exposure to >10lux (Hr; GMT+1)
DLMO 

(Hr; GMT+1)
0.32 (2); 6.23

(0.0443)
-4.53 ±2.51 

(0.0558)
0.11 ±0.06 
(0.0422)

n.s. 
(0.6725)

- -

Time of last exposure to >10lux (Hr; GMT+1)
Sleep onset 

(Hr; GMT+1)
0.68 (2); 22.09

(<0.0001)
-6.80 ±1.42
(<0.0001)

0.16 ±0.03
(<0.0001)

n.s. 
(0.1363)

n.s. 
(0.0618)

-

Time of last exposure to >10lux (Hr; GMT+1)
Sleep offset 

(Hr; GMT+1)
0.68 (2); 20.39

(<0.0001)
-5.03 ±1.16
(0.0002)

0.12 ±0.03
(<0.0001)

n.s. 
(0.7869)

n.s. 
(0.3641)

-

Time of maximal light exposure (Hr; GMT+1)
DLMO 

(Hr; GMT+1)
0.58 (2); 19.39

(<0.0001)
-3.73 ±1.34 

(0.0061)
0.10 ±0.03
 (0.0024)

n.s. 
(0.8589)

- -

Time of maximal light exposure (Hr; GMT+1)
Latency to first REM 

episode (Hrs)
0.36 (2); 11.17

(0.0038)
-1.89 ±0.88

(0.0291)
0.05 ±0.03

(0.0490)
n.s. 

(0.6795)
n.s. 

(0.6130)
-

Sleep onset (Hr; GMT+1)
DLMO 

(Hr; GMT+1)
0.71 (1); 20.39

(<0.0001)
0.49 ±0.08
(<0.0001)

n.s. 
(0.2034)

- - -

Sleep offset (Hr; GMT+1)
DLMO 

(Hr; GMT+1)
0.53 (1); 12.37

(0.0004)
0.40 ±0.10
(0.0004)

n.s. 
(0.0625)

- - -

No. of stage transitions
DLMO 

(Hr; GMT+1)
0.32 (2); 6.81

(0.0332)
-110.33 ±41.33

(0.0092)
2.55 ±0.95
(0.0091)

- - -

Possible dependent variables: raw average light intensity; maximal light intensity; time of first exposure to >10 
lux; time of last exposure to >10 lux; time of maximal light exposure; sleep onset; sleep offset; sleep duration; 
no. of awakenings; wake after sleep onset; % rapid-eye movement sleep; % slow-wave sleep; latency to first 
REM episode; latency to first SWS episode. Possible independent variables: DLMO; sleep onset; sleep offset; 
sleep duration; no. of awakenings; wake after sleep onset; % rapid-eye movement sleep; % slow-wave sleep; 
latency to first REM episode; latency to first SWS episode. If not in table, regressions were not significant.
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Table S2. Coefficient information for significant regressions performed for PSG period.

Dependent 
Variable

Independent 
variable

Model Statistics
[R2 (df); 

Chi-square value 
(p-value)]

Independent Variable Coefficient Information [coefficient ±SE (p-value)]

Linear term Quadratic term

Covariates

Daylength (Hr; 
GMT+1)

DLMO
(Hr; GMT+1)

Time of 
maximal light 

exposure 
(Hr; GMT+1)

Raw average light intensity (log(lux))
% Slow-wave sleep
(SWS; % of TST)

0.25 (2); 8.86
(0.0119)

-72.54 ±26.34
(0.0072)

43.06 ± 14.72
(0.004)

n.s. 
(0.8418)

n.s. 
(0.7892)

n.s. 
(0.33)

Maximal light intensity (log(lux))
DLMO 

(Hr; GMT+1)
0.34 (1); 7.19

(0.0073)
-0.14 ±0.05 

(0.0073)
n.s.

(0.6180)
n.s. 

(0.4950)
- -

Maximal light intensity (log(lux)) No. of awakenings
0.26 (2); 6.98

(0.0306)
2.83 ±1.38
(0.0368)

n.s. 
(0.3648)

n.s. 
(0.2363)

1.01 ±0.41
(0.0152)

n.s. 
(0.4393)

Maximal light intensity (log(lux))
% Rapid-Eye Movement 
(REM) sleep (% of TST)

0.43 (2); 13.90
(0.0010)

-5.90 ±1.45
(0.0002)

n.s. 
(0.4041)

n.s. 
(0.5752)

-0.74 ±0.33
(0.0220)

n.s. 
(0.9891)

Time of first exposure to >10lux (Hr; GMT+1)
DLMO 

(Hr; GMT+1)
0.56 (3); 13.03

(0.0046)
-4.22 ±2.36 

(0.0473)
0.11 ±0.05 
(0.0313)

-0.23 ±0.13 
(0.0421)

- -

Time of first exposure to >10lux (Hr; GMT+1) No. of awakenings
0.36 (2); 8.66

(0.0132)
1.16 ±0.37
(0.0038)

n.s.
(0.8473)

0.52 ±0.22
(0.0183)

n.s. 
(0.3902)

-

Time of first exposure to >10lux (Hr; GMT+1)
Latency to first REM 

episode (Hrs)
0.21 (1); 5.77

(0.0163)
-0.15 ±0.06

(0.0163)
n.s.

(0.4363)
n.s. 

(0.1374)
n.s. 

(0.8413)
-

Time of last exposure to >10lux (Hr; GMT+1)
DLMO 

(Hr; GMT+1)
0.32 (2); 6.23

(0.0443)
-4.53 ±2.51 

(0.0558)
0.11 ±0.06 
(0.0422)

n.s. 
(0.6725)

- -

Time of last exposure to >10lux (Hr; GMT+1)
Sleep onset 

(Hr; GMT+1)
0.68 (2); 22.09

(<0.0001)
-6.80 ±1.42
(<0.0001)

0.16 ±0.03
(<0.0001)

n.s. 
(0.1363)

n.s. 
(0.0618)

-

Time of last exposure to >10lux (Hr; GMT+1)
Sleep offset 

(Hr; GMT+1)
0.68 (2); 20.39

(<0.0001)
-5.03 ±1.16
(0.0002)

0.12 ±0.03
(<0.0001)

n.s. 
(0.7869)

n.s. 
(0.3641)

-

Time of maximal light exposure (Hr; GMT+1)
DLMO 

(Hr; GMT+1)
0.58 (2); 19.39

(<0.0001)
-3.73 ±1.34 

(0.0061)
0.10 ±0.03
 (0.0024)

n.s. 
(0.8589)

- -

Time of maximal light exposure (Hr; GMT+1)
Latency to first REM 

episode (Hrs)
0.36 (2); 11.17

(0.0038)
-1.89 ±0.88

(0.0291)
0.05 ±0.03

(0.0490)
n.s. 

(0.6795)
n.s. 

(0.6130)
-

Sleep onset (Hr; GMT+1)
DLMO 

(Hr; GMT+1)
0.71 (1); 20.39

(<0.0001)
0.49 ±0.08
(<0.0001)

n.s. 
(0.2034)

- - -

Sleep offset (Hr; GMT+1)
DLMO 

(Hr; GMT+1)
0.53 (1); 12.37

(0.0004)
0.40 ±0.10
(0.0004)

n.s. 
(0.0625)

- - -

No. of stage transitions
DLMO 

(Hr; GMT+1)
0.32 (2); 6.81

(0.0332)
-110.33 ±41.33

(0.0092)
2.55 ±0.95
(0.0091)

- - -

Possible dependent variables: raw average light intensity; maximal light intensity; time of first exposure to >10 
lux; time of last exposure to >10 lux; time of maximal light exposure; sleep onset; sleep offset; sleep duration; 
no. of awakenings; wake after sleep onset; % rapid-eye movement sleep; % slow-wave sleep; latency to first 
REM episode; latency to first SWS episode. Possible independent variables: DLMO; sleep onset; sleep offset; 
sleep duration; no. of awakenings; wake after sleep onset; % rapid-eye movement sleep; % slow-wave sleep; 
latency to first REM episode; latency to first SWS episode. If not in table, regressions were not significant.
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The work presented in this thesis aimed to explore the fundamental relationship between 
light, our biological clocks and sleep. The availability of light in the evening hours allows 
us to undertake activities that were otherwise not possible in darkness, and has led 
many companies to switch to a 24-hour working policy. Indeed, an efficient use of time 
is important in our society, but so is our health. We are still biological organisms that 
have evolved biological time keepers in our body and physiology that are influenced by 
light. There is a lot to be gained if we can understand how light impacts our physiology, 
and if we could use the power of light to synchronise and optimise social time with our 
biological time. Such advances will eventually prove useful in designing mathematical 
models that can predict how an individual’s clock or sleep will be affected by different 
intensities, durations and colours of light. 

SLEEPipRGC

Pretectum (OPN)

SCN

VLPO?

Thalamus?

τ

ipRGC

ipRGC
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Figure 1. Graphical overview of the main results. IpRGCs relay light information to brain areas 
involved in nonvisual responses to light. Light exposure, via ipRGCs, causes pupil constriction (via the 
pretectum), indirectly modulates sleep timing (via the SCN) and might affect brain areas that are involved 
in sleep architecture and homeostasis (VLPO/thalamus). The coloured triangles correspond to the three 
cone-subtypes in the human retina.  Numbers 2 to 5 indicate the main results from each chapter: 2) A 
method is presented that might be used to estimate the intrinsic period of the human pacemaker, using 
ambulatory collected light data and one clock-phase assessment. 3) IpRGCs that mediate the pupillary 
light response encode colour in a yellow-ON/blue-OFF and red-ON/green-OFF manner. 4) The SCN might 
benefit from an integration of intensity and colour information to maximize day-to-day stability in the 
Zeitgeber signal, irrespective of cloud cover. 5) Daytime light exposure may modulate sleep architecture, 
with higher daytime light exposure levels associated with more NREM sleep. A possible mechanism by 
which this effect may occur is by ipRGC projections to the VLPO and thalamus.  

Such models may be of importance in 1) the treatment and diagnosis of sleep problems 
that are the consequence of misaligned circadian clocks, 2) predicting the effects of shift-
work schedules or intercontinental traveling on the circadian system and sleep and 3) 
designing indoor lighting solutions tuned to obtain an ideal phase of entrainment and 
sufficient sleep, tailored to the needs of the individual, to name but a few examples. A 
quick overview of the main results presented in this thesis is presented in Figure 1. 
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As demonstrated in chapter 2, our current knowledge on the workings of the 
human circadian system may be sufficient in obtaining rough estimations of the intrinsic 
period of an individual, solely by measuring dim-light melatonin onset following a 
week of ambulatory collected light-exposure data. Although this method is yet to be 
validated in controlled laboratory conditions, the results so far are promising. As the 
intrinsic period of the circadian system is so difficult to measure, it is not surprising that 
research involving the intrinsic period of an individual’s clock, especially in humans, 
is underrepresented in our scientific field. I hope that with the work presented in this 
chapter, we have introduced a novel technique in estimating the intrinsic period of an 
individual, to be used by scientists, clinicians or companies. Being able to estimate an 
individual’s intrinsic period may open up an array of possible scientific and practical 
questions to be tackled. Can we alter the intrinsic period of an individual’s circadian 
clock? If so, how flexible is the human clock period? What are possible factors that affect 
this period? Is the intrinsic period sensitive to certain changes in an individual’s lifestyle? 
Can clinicians possibly treat sleep problems and reduce the delaying effects of evening 
light by shortening the intrinsic period of an individual? Does intrinsic period predict 
how well certain individuals will perform under a variety of shift-work schedules? Is our 
intrinsic period related to the severity of a jet lag after intercontinental flights? These 
are all valid questions that can be more easily studied when accessible tools to estimate 
circadian period become available. Finally, and perhaps most importantly, I want to 
stress the necessity of understanding how the human intrinsic period is altered by the 
light we expose ourselves to. From animal experiments, it is known that a short light 
pulse can result in long-lasting after-effects on circadian period, which has led researchers 
to construct τ-response curves in addition to phase-response curves for a number of 
species1. In fact, the human circadian pacemaker has also been shown to display such 
after-effects2. Humans, as well as many other species, may thus incorporate two very 
different (but perhaps ultimately linked) light-responses of the circadian clock that allow 
for entrainment to the light-dark cycle, where one is of phasic nature (as demonstrated 
by phase-response curves), and the other more tonic (as demonstrated by τ-response 
curves)3,4. In fact, both phasic and tonic effects may actually be the same process (light 
changing the velocity of the circadian pacemaker), but at different time scales. This is 
important, as Kronauer’s model does not incorporate such tonic effects via modulations 
of its parameter describing intrinsic period, but only on the cycling rate of the clock 
during exposure to light. Perhaps incorporating human τ-responses in Kronauer’s limit 
cycle oscillator model increases the accuracy by which this model describes how the 
human clock entrains to any light exposure pattern. Demonstrating long-lasting effects 
of any light-regime in the lab may prove difficult and costly, but until we stop ignoring 
this important feature of circadian pacemakers, we will never reach the point where our 
models reflect the true workings of any circadian system that incorporates both phasic 
and tonic responses to light. Hopefully such advances are more easy to achieve when 
tools of estimating intrinsic period become widely available, and are optimized in the 
process. Our proposed method may prove to provide at least a snapshot of an individual’s 
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circadian period at one point in their lives. I hope that this method is an inspiration to 
the field, and that it provides our scientific field with the starting point necessary to start 
filling the substantial gap in our knowledge on arguably one of the most fundamental 
properties of how our clocks entrain to light. 

Our proposed method to estimate intrinsic circadian period relies on the integrity 
of the mathematical model that is at the heart of this procedure: Kronauer’s limit 
cycle oscillator model of the human circadian system5,6. Unfortunately, the majority 
of empirical data that was used to tune and optimise the model parameters, stems 
from a time when melanopsin was not yet discovered, and the presence of ipRGCs in 
the mammalian retina was unknown. The model was thus developed without specific 
knowledge on human retinal organisation involved in nonvisual responses to light. 
One of the main shortcomings of this model is therefore that light input is expressed 
in photopic lux. Photopic lux is based on psychophysiological experiments that rely on 
conscious perception of light stimuli, and is roughly speaking calculated by correcting a 
given light spectrum for the spectral sensitivity of our three-cone system. Light input in 
this model is thus tuned to the sensitivity of our visual system, but not to the sensitivity 
of the nonvisual function that the model aims to describe. A measure of light intensity 
for nonvisual functions has recently been proposed in which a given light spectrum is 
corrected for the spectral sensitivity of melanopsin (i.e. melanopic lux)7. The model may 
thus improve when light intensity is expressed in melanopic lux instead of photopic 
lux. However, as noted before, ipRGCs also receive input from cones. The most realistic 
metric of light intensity for nonvisual functions may therefore require an appreciation 
of both factors, and devices aimed to characterize light exposure for nonvisual functions 
should ideally incorporate at least four sensors showing the same spectral sensitivity as 
our three cone and melanopsin photopigments.

Before we can start thinking of modelling the effects of colour on our circadian 
system, the question should be answered as to whether signals from the outer retina 
(cones) indeed affect the output of ipRGC cells, and how. The results presented in 
chapter 3 suggest they do. At least at the intensities and colours tested, it appears that 
increments in S-cone or M-cone signalling inhibit ipRGC output, while L-cones display 
an excitatory functionality. However, colour is not encoded at the level of the receptors 
themselves, and it is therefore necessary to evaluate these findings in the context of the 
bipolar and ganglion cells that relay information from the outer retina to the brain (see 
general introduction). There are strong indications that primate (also human) ipRGCs 
respond to colour in a blue-OFF/yellow-ON manner. This has been shown using the 
silent substitution paradigm, where S-cone or (L+M)-cone illumination was modulated 
selectively8,9. In these studies, S-cone increments dilate the pupil in humans and inhibit 
the ipRGC response in macacques, whereas (L+M) increments constrict the pupil in 
humans and increase the electrical output of the macacque ipRGC. IpRGCs in the primate 
retina have been shown to receive input from DB6 diffuse bipolar cells10, which in turn 
receive the vast majority of their input from M- and L-cones11. Interestingly, S-cone OFF/
(L+M)-cone ON ipRGCs show no center-surround organisation. One possible explanation 
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that unites all these findings is that ipRGCs receive input from blue-OFF bipolar cells 
(with a yellow-ON surround) and diffuse (DB6; L+M) yellow-ON bipolar cells (with a 
yellow-OFF surround). The yellow- OFF and yellow-ON surrounds would then cancel 
out, leaving only the blue-OFF and yellow-ON centers to mediate the spectrally opponent 
response of these ipRGC cells. If ipRGC responses would exclusively be modulated via a 
blue-OFF/yellow-ON circuit, M- and L-cone input would have to be relayed to ipRGCs 
via diffuse bipolar cells. Diffuse bipolar cells are insensitive to colour, as both center 
and surround are mediated by a mixture of M- and L-cones (see general introduction). 
Therefore, these cells should show responses of the same direction to increments in L- 
or M-cone activity, as both will lead to increments in the (L+M) channel. What we see, 
however, is a spectral opponency between L- and M-cone-mediated responses, strongly 
suggesting that ipRGCs receive input from red/green midget bipolar cells. Thus, these 
results combined with previous findings suggest that colour-coding in primate/human 
ipRGCs is mediated by yellow-ON/blue-OFF and red-ON/green-OFF channels, where 
the ON directions increase ipRGC output (Figure 2). The yellow-ON/blue-OFF channel 
may be mediated by S-cone OFF midget bipolar cells and (L+M)-ON diffuse bipolar cells, 
whereas the red-ON/green-OFF channel may be mediated by L-cone ON/M-cone OFF 
midget bipolar cells. 

Figure 2. Hypothetical retinal wiring for colour-coding 
in human ipRGCs. Increasing the red:green ratio, either by 
decreasing M-cone or increasing L-cone stimulation, increases 
ipRGC output and constricts the pupil. Increasing the yellow:blue 
ratio by removing S-cone stimulation constricts the pupil. Adding 
L-cone stimulation increases ipRGC output via both pathways, 
which may explain the large-amplitude pupil constriction to 
L-cone increments. The presence of opposite-sign M-cone 
contributions in both pathways might explain the small pupil 
response to M-cone onsets, although the red-green mediated 
constriction to M-cone offset resulted in the largest constriction 
amplitude. Although presented as two separate pathways 
mediated by two distinct ipRGC subtypes, both pathways may in 
fact be integrated by assuming all bipolar cells project to the same 
ipRGC, as indicated by the grey shaded area.

Such interpretation of the results presented in this chapter needs to be taken with 
caution however, as we cannot be entirely sure that it is indeed solely the ipRGCs that 
mediate the pupillary light response in humans, or that other ganglion cells mediating 
visual colour-coding are involved as well. Certainly, literature showing a complete lack 
of pupillary light responses in mice after genetic ablation of ipRGCs does suggest that 
in the mammalian retina, ipRGCs indeed play a vital role in mediating this nonvisual 
response to light12. Of course, many more combinations of intensities and colours 
should be tested to understand the consistency of this type of color-coding in a variety of 
settings. Nevertheless, it is tempting to speculate on the functionality of this particular 
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colour-coding configuration from a circadian perspective. Our results suggest that 
switching from a long-wavelength-dominated light spectrum (L-cones) towards a 
short-wavelength-dominated spectrum (S- and M-cones) is encoded by our ipRGCs as 
a change from a bright to a relatively dark environment, as such a switch resulted in 
pupil dilation. From photographs of our planet taken from space, it can be appreciated 
that the materials present in the atmosphere let through mainly the long-wavelength 
photons, whereas the shorter wavelength photons are mostly scattered and reflected. 
Direct sunlight is thus not only brighter than sunlight that indirectly reaches our eyes, 
its spectrum contains relatively more power in the long-wavelength range of the visible 
spectrum. It could therefore be that a short-wavelength enriched spectrum is encoded as 
light that has already interacted with the atmosphere, as a consequence having lost much 
of its overall spectral power along the way. In addition, a human walking from an open 
field into a green forest experiences a long- to short-wavelength spectral change, which 
can serve as a signal to the circadian system that the decrease in light-intensity that was 
just experienced is the result of his or her own behaviour. The Zeitgeber signal driving our 
clocks should be minimally sensitive to such behaviour-induced noise, as any noise in the 
Zeitgeber signal is expected to consequentially result in day-to-day noise in our phase-
angle of entrainment. The colour of the spectrum may thus provide our circadian system 
with an indication of whether or not (and to what degree) the light it was exposed to 
was unobstructed daylight. With this information, our circadian system may be buffered 
against any abrupt decrease in Zeitgeber strength that is accompanied by a relative 
increase in short-wavelength photons, for example by increasing its sensitivity to light 
when the spectrum deviates from that of unobstructed daylight. Practically, our retinas 
would then consistently be sending a signal of intensity to our circadian clocks that is as 
close as possible to the intensity of unobstructed daylight. Such noise-filtering properties 
are beneficial for any circadian clock, as intensity of unobstructed daylight is intimately 
related to the position of the sun, therefore being the most reliable Zeitgeber thinkable 
for life on earth. This hypothesis would suggest that short-wavelength light potentiates 
the sensitivity of ipRGC cells and increases their firing rate, which is not in line with our 
results concerning the pupillary light response where increments in the short-wavelength 
part of the spectrum appear to cause a decrease in ipRGC firing rate. When ipRGCs 
decrease their firing rate when we enter a forest, the behaviour-induced effect on our 
Zeitgeber signal would not be compensated, but instead exaggerated. Although, given 
its main functionality of controlling the light that enters our eyes, it makes sense for the 
pupil to dilate when we enter a forest, the effect should be opposite for a Zeitgeber signal 
that should be buffered against such behaviour-induced decrements in light intensity. 
Indeed, the spiking rate of the majority of mouse SCN cells is increased with increments 
in short-wavelength (UV) cone activity13. Similarly, human melatonin suppression is 
biased towards the short-wavelength part of the spectrum14,15 indicating an excitatory 
role for S-cones in clock-related nonvisual responses. It is therefore unclear whether the 
blue/green-OFF red-ON colour-coding ipRGCs we suggest to be present in the retina 
project also to the SCN, or whether these cells are exclusively involved in the pupillary 
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light response pathway. It may be possible that ipRGC cells projecting to the SCN are 
of a different class that exhibit the exact opposite color-coding, namely blue/green-on 
and red-off, although such ipRGC cells have thus far not been located in the primate 
retina. In the mouse retina, a subset of M1 cells expresses the Brn3b transcription factor, 
which allows for a functional distinction between M1 cells that project to the SCN (which 
are Brn3b-negative) and M1 cells projecting to the OPN (which are Brn3b-positive)16. 
It will be interesting to see whether these subtypes of M1 cells are also present in the 
human retina, and whether colour-coding is different in these M1 subtypes. Alternatively, 
a higher-level form of colour processing may occur at the level of the hypothalamus (or 
even the SCN), where signals originating from a subset of ipRGCs are inverted (possibly 
cells that are mainly sensitive to colour and express little melanopsin). This alternative 
hypothesis would suggest that the hypothalamus, just like our visual cortex, comprises a 
network of higher-order processing of low-level input signals originating from the retina. 
It will be important to work out at what point in the nonvisual phototransduction cascade 
the clock- and pupillary light response-pathways diverge in terms of colour-coding. 

Yet another mechanism by which colour-coding may affect photoentrainment is that 
effects of colour modulations on the pupil itself gate the amount of light entering the eye, 
which may indirectly affect circadian photoentrainment. However, the pupil responses 
we show are very small (<1 mm) compared to the range of diameters an average human 
pupil can achieve (~1.5 – 8 mm)17. A maximal constriction from 8 mm to 1.5 mm in 
diameter would allow for a ~30-fold decrease in pupil surface area, resulting in a 1.5 log-
unit change in retinal irradiance that is maximally achievable. The small pupil responses 
to colour modulations can therefore in theory modulate retinal irradiance only to a minor 
extent. In fact, the pupil serves many more functions than solely gating retinal irradiance, 
such as refraction, optical aberrations and depth of focus, all affecting image quality17. 
The small pupil dilations and constrictions to short- and long-wavelength spectral 
changes respectively may thus be more important in retaining an optimal visual acuity 
under such conditions than allowing more light to enter the eye. Thus, although the pupil 
reponses we show here reveal retinal circuitry for colour-coding by ipRGCs that may 
be important for vision, these responses by themselves may not be biologically relevant 
for circadian photoentrainment. This makes direct spectral modulation of ipRGC cells 
projecting to the SCN a more parsimonious candidate for colour-effects on circadian 
photoentrainment than indirect effects mediated by the pupil.

What we have thus learned so far is that it is very likely that ipRGCs in the human retina 
exhibit a means of color-coding, and whether or not these ipRGC cells are involved in 
mediating the pupillary light response, melatonin suppression effects, effects on the clock, 
or perhaps a subset of these responses remains to be studied. To obtain more knowledge 
on how our circadian system incorporates irradiance and colour information, it would 
be interesting to construct dose-response curves, and perhaps phase-response curves, 
using different combinations of irradiance (melanopic lux) and colour (as encoded by our 
three-cone system), thus employing a similar strategy as we have chosen for revealing 
the nature of cone-input to the pupillary light response. What would for example two 
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dose response curves look like when two light sources are employed exhibiting identical 
melanopic lux but different relative cone excitations? Based on the hypotheses discussed 
in this paragraph we may expect that visually-perceived blue spectra display a half-
maximal response dose at lower intensities than red spectra with an identical melanopic 
lux. Additionally, phase-response curves constructed using such spectra would provide 
us with information necessary to conclude whether effects of colour on the circadian 
pacemaker are modulated by circadian phase.

So far, I have speculated that colour-coding by ipRGCs may be a feature that has 
evolved to allow our circadian systems for buffering the Zeitgeber signal strength against 
behaviour-induced changes. There can be other functions for this colour-coding. It has 
been proposed that recurrent changes in the spectrum of daylight are perhaps more 
reliable predictors of time of day than irradiance (i.e. melanopsin-signalling) itself 8,13,18–

20. Especially at twilight transitions, the gradual shift from short- to long-wavelength 
dominated skies (i.e. low to high solar angles relative to the horizon respectively) is 
often proposed to be a more reliable Zeitgeber at these times of day than the intensity 
of daylight. Congruently, it has been proposed that cloud cover elicits a relatively large 
impact on the perceived irradiance of daylight, but little on the colour of daylight20. Our 
data in chapter 4 suggest otherwise; especially at lower solar angles, it appears that 
not irradiance, but the colour of the sky is largely affected by different degrees of cloud 
cover. What we were able to show, however, is that an integration of colour and intensity 
information provides the most reliable indication of time of day over intensity alone. This 
means that even though colour in itself may not be a more stable Zeitgeber signal than 
light intensity, not even during twilight transitions, colour does contain enough unique 
information on solar time for our circadian system to potentially correct for the effects 
of cloud cover on our intensity-dependent Zeitgeber signal. The functional explanations 
of chapters 3 and 4 that I propose therefore display a substantial amount of overlap. 
Both hypotheses suggest that circadian colour-coding may have evolved to provide our 
circadian system with a means of filtering noise in the Zeitgeber signal. This noise may 
be induced by our own behaviour as a diurnal species, but also by environmental factors 
we have no control over such as weather conditions. It has already been established that 
our circadian system possesses many more noise-filtering properties, as discussed in 
the discussion of chapter 4, a list which I propose may be extended by adding colour-
processing as an additional noise-filtering property. When we know exactly how the 
shape of the light spectrum influences our nonvisual responses to light, we may be able to 
more efficiently counter jet lag, delayed sleep phase syndrome, or a delayed sleep phase 
in general. This work has added to our knowledge regarding the fundamental properties 
of nonvisual processing of light, which may be of use in ultimately reaching such goals. 

Although much of this discussion thus far concerns effects of light on our biological 
clocks, direct effects of light on our sleep should not be ignored as both processes are 
intimately linked. A recent model developed by Phillips and colleagues21,22 effectively 
captures the intimate relationship between our circadian pacemaker and our sleep-
wake cycle. It describes how the timing of our sleep is influenced by the light we choose 
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to expose ourselves to, by incorporating both homeostatic (i.e. time since waking up) 
and circadian (24-hour rhythmicity in wake-promoting signals, the timing of which is 
affected by light) influences on sleepiness, and hence the likelihood or ease with which 
we will (or can) fall asleep at a certain time. Our novel ambulatory polysomnography 
findings presented in chapter 5 are the first to demonstrate the direct relationship 
between light and subsequent sleep in an ambulatory setting, combining knowledge of 
homeostatic and circadian regulation by light. Interestingly, our data suggest that effects 
of light on sleep need not be solely clock-regulated, but may be mediated by altering the 
homeostatic regulation of sleep. What the results in chapter 5 suggest, is that more light 
exposure during wakefulness increases the time spent in slow-wave sleep at the expense 
of time spent in REM sleep. We hypothesize this may be due to effects of light on the 
VLPO, which contains neurons that are essential for promoting NREM sleep23. It is also 
possible that direct effects of light on the thalamus can explain these findings, as there are 
strong indications that intact thalamocortical connections are required for the generation 
of slow waves during sleep24. Light may impact this circuit, with ipRGC projections to the 
thalamus25. Whatever the exact pathway, such knowledge on the impact of light on slow-
wave sleep may in the future be incorporated into existing models of sleep regulation. 
Such advances may open up the possibility to predict not only the timing of sleep, but 
also more qualitative aspects of sleep such as time spent in slow-wave and REM sleep.

I see a bright future for mathematical models describing the intimate relationship 
between light, our circadian system and sleep, not only because I am convinced that 
such models will be of great importance in the treatment of sleep disorders related to 
a disturbed circadian rhythm, but also because such models provide a comprehensive 
framework that incorporates all knowledge on the human circadian system we have 
gathered over the course of the past century. It has been an honour to share my obtained 
knowledge with this scientific community, and I hope it will bring us closer to our goal of 
obtaining a complete understanding on how light affects our subconscious brains.  
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Het onderzoek dat is gepresenteerd in dit proefschrift heeft geleid tot een aantal 
nieuwe bevindingen, welke nu kort zullen worden samengevat. 

In hoofdstuk 2 wordt een nieuwe methode beschreven om de intrinsieke periode van 
de menselijke biologische klok te kunnen voorspellen aan de hand van lichtblootstelling-
data verzameld gedurende een week, onder ambulante omstandigheden, gevolgd door 
een klokfase-meting in het lab. Dit soort methodes zijn cruciaal voor ons begrip met 
betrekking tot circadiane ritmiek op individueel niveau. Dit soort ontwikkelingen zouden 
belangrijk kunnen zijn bij individuele chronotherapie en zouden bijvoorbeeld gebruikt 
kunnen worden om te voorspellen hoe het circadiane ritme van een individu reageert op 
verschillende dagelijkse lichtblootstellingspatronen. 

De analyses in hoofdstuk 3 suggereren dat menselijk ipRGCs die de pupilrespons 
regelen (en waarschijnlijk de circadiane klok) kleurgevoelig zijn. Deze ipRGCs lijken 
te reageren op kleurveranderingen op zowel een rood-groen en geel-blauw as, op een 
rood-AAN/groen-UIT en geel-AAN/blauw-UIT manier. Afhankelijk van de toepassing, 
is het n zeker mate van belang om controle te kunnen uitoefenen over de grootte van 
klokverschuivingen veroorzaakt door een gegeven lichtspectrum. Wanneer we de effecten 
van jetlag willen verkleinen, is het wenselijk om de klok snel te kunnen verschuiven om 
ons gewenste gedrag snel overeen te kunnen laten komen met de nieuwe dag/nacht 
cyclus na een intercontinentale vlucht. Voor dagelijks gebruik van led schermen en 
andere soorten kunstlicht, is het daarentegen juist van belang dat onze biologische klok 
minimaal wordt beïnvloed om het dagelijks heen en weer schuiven van de biologische 
klok te voorkomen. Onze data suggereren dat naast het veranderen van de lichtintensiteit, 
kleurveranderingen een extra vrijheidsgraad toe kunnen voegen om dit soort doelen 
efficiënt te kunnen bewerkstelligen. 

Nu het duidelijk begint te worden dat menselijke ipRGCs gevoelig zijn voor kleur, 
wordt het steeds belangrijker om te weten te komen waarom onze biologische klok 
gevoelig is voor kleur, en waarom dit evolutionair gezien voordelig is voor de mens. 
Hier zijn allereerst testbare hypotheses voor nodig, waarvan wij er een voorstellen in 
hoofdstuk 4. Dit werk laat zien dat lichtintensiteit en kleur samen meer informatie 
bevatten over de tijd van de dag dan intensiteit of kleur alleen. Een combinatie van beide 
factoren is dan ook de meest stabiele tijdsindicatie die onze biologische klok uit zonlicht 
kan halen. Dit zou de reden kunnen zijn dat ook de menselijke biologische klok beide 
daglicht componenten integreert. 

In hoofdstuk 5 laten we zien dat de intensiteit van daglicht blootstelling niet alleen 
de timing van slaap beïnvloedt, maar ook de opbouw en kwaliteit van slaap. Dit soort 
bevindingen zijn belangrijk, en zouden uiteindelijk geïntegreerd kunnen worden in 
bestaande slaapmodellen, om niet alleen de timing maar ook meer kwalitatieve aspecten 
van slaap te kunnen voorspellen.   
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“Dag Tom,

Ik sprak net Johan en ik vertelde dat je was aangenomen in Groningen en dat je nog 
twijfelt over Manchester. Ja zei hij toen, anders kan hij toch hier beginnen en als hij het 
niet leuk vindt over een half jaar gewoon weggaan? Ik vertelde hem dat dat niet slim is 
bij een Phd, dat moet je afmaken anders is je CV bijzonder slecht geworden(toch?) Nou 
zei hij toen, als die professor in Manchester een beroemdheid is en je CV wordt subliem 
als je daar promoveert, tja, dat is wel mooi natuurlijk. Nou zei ik, een beroemdheid is het 
niet, alleen Tom vindt het onderzoek wat ze daar doen erg leuk en een buitenlandervaring 
moet hij toch een keer opdoen. Toen vertelde ik hem over de situatie in Groningen. De twee 
begeleiders hebben jou een 9 gegeven voor je afstudeeropdracht. Je stond unaniem met 
stip bovenaan in de sollicitatieprocedure. Je mag van het pad afwijken eventueel omdat 
ze je ideeën zo creatief vinden. Ze zien je helemaal zitten en wat niet geheel onbelangrijk 
is, jij kunt goed met hen overweg en twijfelt er niet aan dat je onderzoek daar zal gaan 
lukken. Bovendien mag je vandaag nog beginnen als je wilt en in Manchester moet je 
wachten tot oktober. Daarop volgde Johan zijn befaamde schaterende vette lach en hij 
zei dat het dan wel duidelijk is wat je moet doen. Daar dacht ik niet meer over na zei hij, 
meteen beginnen. Nou zit Johan natuurlijk niet in de wetenschappelijke wereld, maar 
een nuchtere kijk heeft hij wel. Ik vind dat hij gelijk heeft. Natuurlijk snap ik dat jij je ook 
nog wel vereerd voelt dat wildvreemde professoren jouw onderzoeksvoorstel heel goed 
vinden en je misschien een Phd aanbieden, maar je kunt het ook zo zien Tom. Jij bent vet 
goed, dat hebben ze je in Groningen ook al verteld. Je komt er wel. Zorg dat je een prima 
promotie doet hier en ga dan weer de markt op. Tegen die tijd weet Roos misschien ook 
beter welke kant ze op wil en gaan jullie echt weg samen. Ik wilde je niet meteen een 
advies geven vorige week, omdat ik echt niet weet wat beter is. Maar nu ik langer heb 
nagedacht, is dit wat ik ervan denk.
 
Kus mama” 

M.G. Woelders-Eman (18-01-2012)
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team of supervisors. Domien, you are the reason I loved chronobiology from the start 
(finally having a scientific excuse for being late all the time had nothing to do with it, I 
promise). There I was, starting with the “Timing of Behaviour” course you organised, 
ignorant about even the existence of something like a biological clock. Your teaching 
has played a major part in motivating me to pursue a PhD in chronobiology, and it 
has been of invaluable use during that PhD. You were also the perfect mentor for me; 
I very much admired the patient and respectful way in which you let your students be 
absolutely free to discover their own interests and strengths. Thank you for being such 
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a scientist. I cannot thank you enough for not only that, but also for the high level of 
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