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especially to my oldest aunt Aiša who often prayed for me to succeed.

For my Balkan friends in Groningen: Ena, Ivan, Edin, Adisa, Majo, Mirko,
Igor, Maja and Marko, thank you for all the pleasurable moments when we re-
minded ourselves of our culture, customs, food and drinks. Special thanks go to
Ivan for being my true mate, and a person who made my life in Groningen much
more fun. I really enjoyed all our philosophical talks about life, love, sports, mu-
sic, dance and many more.

Also, thanks to my Dutch friends from Groningen: Mirjam, Stephany, John,
Rosanne, Erik, Petra, Gerard, and Maurits for sharing numerous happy moments
and helping me relax when it was needed so I could get back and continue my
intellectual work. And thanks to everyone else I have not managed to mention
here and who shared nice moments with me.

Finally, biggest thanks goes to my dear Femke Smit for giving me all the
warmth, care, and love that made this journey easier and much more enjoyable.
From the first day, you made me feel at home and I will always be grateful for
that. Your wonderful personality and great energy made my days colourful and
filled them with lots of joy and happiness. I am also very grateful to your family
for being so kind to me and for including me in Sinterklaas and other Dutch
festivities.

Faris Nizamić
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Chapter 1

Introduction

I t is the first work day after a long vacation for Harvey, a user of our smart
energy building. As Harvey approaches the building with his bicycle, a sen-

sor at the entrance detects his arrival from his office key card and triggers the
heating system to warm up his office to his preferred room temperature. After
a few minutes, while Harvey uses the stairs to reach his office, his PC is also
bootstrapping.

At the moment he approaches his office door a sensor detects his presence,
unlocks the door and turns on the lights. From a room speaker Harvey hears the
pleasant welcoming voice of his virtual secretary, Donna1: ”Good morning, Har-
vey! It is 9AM and the room is ready for you. Room temperature is 20 degrees
and your PC is on”. While Harvey is hanging his jacket and taking items out of
his bag, he hears more information about his schedule, missed phone calls and
important emails to be answered. He is also being informed about total energy
saving while on vacation and about the new energy saving goals of his depart-
ment. As he wants to start with his work, he interrupts his virtual secretary by
saying: ”Thank you, Donna! That would be all for now”.

At 11AM Harvey’s colleague knocks on his door and enters to give Harvey
an update about project developments while he was away. Harvey starts speak-
ing with his colleague and after 3 minutes of PC inactivity his PC goes into sleep
mode. As he was about to show some vacation photos to his colleague, he gets
slightly annoyed by his PC going into sleep mode and wakes up the PC by touch-
ing the keyboard right away. That directly changes his PC sleep timeout from 3
to 5 minutes.

Now it is 1PM and Harvey leaves his office for lunch. The room sensors
detect his absence and turn off the heating and put his PC in sleep mode. For
one hour Harvey’s office will not consume any energy. As Harvey arrives at the
restaurant in the same building, lights are turned on only in the area where he
sits, while other lights in neighbouring areas are dimmed. While he is enjoying

1The characters Donna and Harvey are borrowed from an American legal drama television series
”Suits” (Korsh 2011).



2 1. Introduction

lunch with his colleagues, he notices that lights above them also dim as the nat-
ural light level increases. As soon as he is finished with his lunch he passes the
occupancy detection sensor at the staircase and the room preparation actions are
triggered again. Only this time after he enters his office the lights do not turn
on; a light sensor has detected enough sunlight coming from the outside. Fur-
thermore, heating did not start 10 minutes but only 3 minutes before he entered
the office; both outside and inside temperature sensors have detected a signifi-
cant increase in temperature. This results in energy saving, about which Harvey
is informed by his virtual secretary. Wanting to contribute further to the saving
goal of his department, Harvey decides to cool himself down and asks his vir-
tual secretary: ”Donna, please notify Facility Management that my heating can
be reduced by 20%. Thanks”.

At 5.45PM Harvey finishes his work and leaves his office in a rush to get to
his dining place on time. Sensors detect his absence and immediately turn off all
energy consuming devices. Harvey’s office again becomes energy neutral until
the next working day.

This dissertation describes work contributing to the realization of such smart
and sustainable office buildings. Most of the work in this dissertation was done
as a part of the Green Mind Award 2012 project - Sustainable Bernoulliborg, which
allowed for research ideas to be realized in an actual operating environment. The
goal of the previous example is to present a vision of the future through a user-
based story, as well as to illustrate a desired smart energy system that is not yet
fully available on the market.

Different technologies contributing to the creation of such a system are ap-
pearing on the market. However, most solutions are expensive, difficult to in-
stall, and have to be operated by highly-skilled professionals. Furthermore, they
are only partial solutions, such as a building management system covers only a
few of the energy-consuming subsystems in a building (e.g., heating, cooling and
ventilation). Moreover, a great amount of effort is needed to expand the solution
from one to more locations.

In this thesis we therefore strive to produce solutions that can easily be
adapted to different types of buildings, are easily extensible to cover more as-
pects of sustainability when they appear, and require minimum effort to be in-
stalled, configured and maintained in a new location. Moreover, we address
economic affordability and user-friendliness, along with energy efficiency, as the
main factors for both technical and business adoption.
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1.1 Sustainability and ICT Systems
As defined by the U.S. Environmental Protection Agency: “Sustainability is

based on a simple principle: Everything that we need for our survival and well-
being depends, either directly or indirectly, on our natural environment. Sus-
tainability creates and maintains the conditions under which humans and nature
can exist in productive harmony, that permit fulfilling the social, economic and
other requirements of present and future generations. Sustainability is impor-
tant to making sure that we have and will continue to have, the water, materials,
and resources to protect human health and our environment.”

Figure 1.1: Venn diagram of sustainable development: at the confluence of three
constituent parts

The 2005 World Summit on Social Development identified sustainable devel-
opment goals, such as economic development, social development and environmental
protection2. This view has been expressed visually using three overlapping el-
lipses, indicating that the three pillars of sustainability are not mutually exclu-
sive and can be mutually reinforcing3 (see Figure 1.1) (Cato 2009)4.

To achieve true sustainability we need to balance economic, social and en-
vironmental sustainability factors in equal harmony5. These factors may be de-
fined as: (1) Environmental Sustainability, (2) Economic Sustainability and (3)
Social Sustainability. Environmental sustainability means that we are living within

2http://data.unaids.org/Topics/UniversalAccess/worldsummitoutcome resolution 24oct2005 -
en.pdf

3http://www.forestry.gov.uk/forestry/edik-59fmzf
4http://cmsdata.iucn.org/downloads/iucn future of sustanability.pdf
5http://www.circularecology.com/sustainability-and-sustainable-development.html



4 1. Introduction

the means of our natural resources. Economic sustainability requires that a busi-
ness or country use its resources efficiently and responsibly so that it can operate
in a sustainable manner to consistently produce an operational profit. Without
operational profit a business cannot sustain its activities. Without acting respon-
sibly and using its resources efficiently, a company will not be able to sustain
its activities in the long term. Social sustainability is the ability of society, or any
social system, to persistently achieve good social well-being. Taking these three
pillars of sustainability further: if we achieve only two of the three pillars we end
up with: Equitable, Bearable or Viable solutions.

Nowadays, the word sustainability is widely misused for political, commer-
cial or other purposes. People are advised to undertake different environmental
interventions so as to reduce their consumption. These manipulations are based
on adjectives rather than numbers (MacKay 2008), and on estimations instead of
real measurements.

Moreover, large numbers are chosen to impress, rather than to inform. As
David J.C. MacKay explains in his book, “if everyone does a little [for sustain-
ability], we’ll achieve only a little”. In other words, we as society as well as
individuals have to focus on energy plans that add up.

Information systems can play an important role in raising awareness of and
controlling energy efficiency in a variety of areas, such as smart cities and smart
buildings, traffic control, and utility management (Pernici et al. 2012). In this
work, we propose an information system whose main goal is to support opti-
mization of use of resources within non-residential buildings, be they electricity,
gas, water, or something else. Moreover, we strive to include more aspects of
sustainability, such as an increase in waste recycling within buildings. This can
have an impact on the environment and lead to less greenhouse gases emitted,
less water or gas unnecessarily used and finally more waste recycled.

To implement such a system and make it in itself sustainable we have to take
into account all three domains: economic, environmental, and social. A system
has to be affordable and potentially generate economic savings, as well as to be
socially acceptable in order to be implemented within an organization. On the
one hand, if a system is too expensive, organizations will not be able to invest in
it. Moreover, if a system does not break-even within an acceptable payback pe-
riod, organizations will tend to postpone or reject the adoption of such a system
and wait for solutions which bring more certainty or have shorter payback pe-
riods. On the other hand, if a system is not socially acceptable by its end-users,
an organization will again not implement it or force its end-users to use it. In
other words, to have a system that positively affects environmental aspects of an
organization, the system must be both economically and socially sustainable.
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Figure 1.2: Sustainable system triangle

In line with the overlapping ellipses indicating the three pillars of sustain-
ability, we define a sustainable system triangle (see Figure 1.2), which underlines
three domains to be considered when providing a sustainable system. This tri-
angle illustrates how in order to be adopted a proposed system should be within
the acceptable limits of an organization (i.e., within triangle).

1.2 Non-residential Buildings
A building is regarded as a non-residential building when a minor part of the

building is used for dwelling purposes6. Non-residential buildings include those
with industrial, commercial, educational and health purposes, and any other
buildings with non-residential purposes. Non-residential buildings also include
buildings other than dwellings, involving fixtures, facilities and equipment that
are integral parts of the structures and costs of site clearance and preparation.
Historic monuments identified primarily as non-residential buildings are also
included7. Examples of these are warehouses and industrial buildings, commer-
cial buildings, buildings for public entertainment, hotels, restaurants, schools,
universities, hospitals, elderly care institutions, etc.

Existing buildings are responsible for more than 40% of the world’s to-
tal primary energy consumption (Howe 2010). It is estimated that at present
such buildings contribute as much as one third of total global greenhouse gas
emissions, primarily through the use of fossil fuels during their operational
phase (UNEP 2009). Studies also show that on average 30% of the energy used in

6Source: OECD Glossary of statistical terms
7Source: Eurostat, ”European System of Accounts - ESA 1995”, Office for Official Publications of

the European Communities, Luxembourg, 1996



6 1. Introduction

non-residential buildings is wasted8. To tackle this issue, institutions such as the
European Commission proposed several measures to increase efficiency at all
stages of the energy chain, from generation to consumption. The EU’s measures
focus on those building sectors with the greatest potential for savings. However,
on 28 June 2013, the European Commission published a report on the progress
of member States towards Nearly Zero-Energy Buildings (NZEB), which are to
become the norm for all new buildings in the EU by the end of 2020. The conclu-
sion of the report is that too little progress has been made by the member states
in their preparations, and that they will have to significantly step up their efforts
to implement the requirements for NZEBs.

Today, many buildings are controlled using Building Management Systems
(BMS). A building controlled by a BMS is often referred to as an intelligent build-
ing or smart building (Dragoicea et al. 2013). BMS are computer-based control
systems installed in buildings to control and monitor the building’s mechanical
and electrical equipment. Current BMSs fail to reduce unnecessary energy con-
sumption while preserving user comfort because, among other things, they are
unable to cope with the dynamic changes caused by users’ interactions with the
environment (Nguyen and Aiello 2013).

Systems linked to a BMS typically represent 40% of a building’s energy us-
age; if lighting is included, this number comes close to 70%. BMS systems are
thus a critical component for managing energy demand. Improperly configured
BMS systems are believed to account for 20% of building energy usage (Bram-
bley 2005, Roth et al. 2002). Heating, ventilation, and air conditioning (HVAC),
lighting, hot water, and electricity control are commonly seen as required func-
tions of a BMS.

In addition, heating/cooling and lighting subsystems are usually controlled
separately by isolated local feedback loops, thus valuable sensed information,
e.g., occupancy patterns, temperature, light level, etc., are not shared and ex-
ploited by subsystems. Even more interestingly, computers in commercial build-
ings are not even considered as subsystems of BMSs.

1.3 Sustainability Initiatives in Built Environment
Let us consider three case studies of initiatives in building sustainability from

The Netherlands. First, we present a sustainable state of the art office build-
ing. Here we highlight the costs of implementing such a building. Secondly,
we present an example of an interesting data visualization ICT project and its
challenges while trying to scale up to multiple buildings. Thirdly, we present a

8http://energy.gov/eere/buildings/about-commercial-buildings-integration-program
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Figure 1.3: The Edge building, Amsterdam (NL) (Photo: Ronald Tilleman)

pioneering project aimed at solving a building energy consumption problem as
an optimization problem, and we explain its advancements and drawbacks.

1.3.1 The Edge

At this point in time The Edge, as claimed by its creators, is regarded as the
most sustainable building in the world. The Edge was awarded the highest score
ever recorded by the Building Research Establishment (BRE). BRE is a world
leading multi-disciplinary science centre with a mission to improve the built en-
vironment through research and knowledge generation. The Edge, located in
Amsterdam (The Netherlands), achieved a BREEAM new construction certifi-
cation of ”Outstanding”. BREEAM stands for BRE Environmental Assessment
Method. BREEAM is the leading and most widely used environmental assess-
ment method for buildings and communities9. By employing innovative smart
technology the 40.000 square meter Grade A office building achieved a score of
98.36%.

According to The Edge website10, by applying climate ceilings, LED lighting

9https://www.bre.co.uk
10http://www.the-edge.nl
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and light over Ethernet, The Edge offers its users unprecedented user comfort.
The climate ceilings provide radiant heat, comparable to floor heating. Light
over Ethernet allows employees to use an application on their smart phones
to regulate the climate and light preferences per workspace. An employee can
adjust the light and temperature levels of his or her workplace. Light can be
adjusted to a value between 0 and 500 lux and temperature in increments of 2
degrees Celsius from the default temperature of 21 degrees Celsius.

Moreover, on the façade and roof of the building rainwater is collected and
reused. The ventilation system of the building recovers and reuses heat. A bore-
hole underneath the building generates thermal energy through heat and cold
storage underground. The building is shaped and oriented in such a way that the
façades and atrium generate maximum daylight provision for the office floors
and keep out the warmth of the sun at the same time. The south façade has solar
panels on all parts that have no windows. The combination of all these sustain-
ability measures in the building lead to a significant reduction in energy use and
service costs. It is claimed that the development of The Edge will prevent about
42.000.000 kg CO2 emission over next 10 years11. These estimations are based on
the calculated energy performance of the building in comparison to the average
Dutch office.

The building is also considered to be energy neutral. To achieve energy neu-
trality, the building owners partnered with the University of Amsterdam (UvA)
and the Amsterdam University of Applied Sciences (HvA) to fit an area of their
rooftops (4,100 square metres) with solar panels. Furthermore, an aquifer ther-
mal energy storage (approximately 130 m. below the ground) generates all en-
ergy required for heating and cooling of the building.

According to the project manager12, the success of this building lies in bring-
ing together people responsible for offices, facility management and the ICT de-
partment. That enabled them to form a project team which could reuse all the
benefits of concepts such as Smart Buildings, Internet of Things, Big Data and
Data Analytics.

The proper infrastructure is crucial. In The Edge, the infrastructure is orga-
nized in such a way that energy consuming devices can be controlled on a level
of a workplace or an office. This gives great opportunities for the optimization
of office energy use. However, even though the building is considered to be en-
ergy neutral, the project manager mentioned that the calculations do not include

11http://www.stedenbouw.nl/amsterdam-the-edge
12On 30 June 2015, we visited The Edge to get closer look at the implementation. The guided tour

was given by Mr Tim Sluiter from the Deloitte company, responsible for implementation of The Edge
project.
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plug load and devices used by the end-users. Therefore, there still may be some
energy costs for the building.

All these advancements come at a price. According to information from the
project manager, the cost of building The Edge from scratch amounted to about
210 million euros. This represents a significant investment. It is assumed that
the payback period for this building will be longer than 10 years. Referring back
to the pillars of sustainability, one may conclude that this project achieves only
two out of three pillars, those of social and environmental sustainability, but not
economic. According to this classification, The Edge project may be considered
a bearable solution. However, for building owners, initiatives like this may also
bring intangible returns of investment, such as improved public image, etc.

1.3.2 SMOG

The Smart Metering Oldenburg Groningen, in the following SMOG, was a
project implemented within The North Sea Region Programme - Build with Care.
The aim of the Build with Care project was to mainstream energy-efficient build-
ing design by raising the awareness and increasing the knowledge of the poten-
tial of energy savings13. The project ran between August 2008 and March 2012.

The aim of the SMOG project was to introduce energy consumption metering
in the municipality of Groningen, The Netherlands. An application was devel-
oped for collecting and presenting energy usage data. By the end of the project
10 buildings, including office buildings, schools, a waste management site and
a pump station, were connected to the energy data monitoring and displaying
system.

The project was successful in several aspects. First, the prototype hardware
and the software solutions were developed (see Figure 1.4) to enable collection
of central energy consumption data14. The developed hardware solution, the data
collection box, could be installed at locations with Internet access. Additionally, a
knowledge base was created as a resource for further consultancy. During this
project, algorithms were developed for automated pattern recognition within
households. As one of the side effects, techniques to measure efficiency of heat
pumps were developed and tested.

However, some aspects of this project were not successful. Even though an
attempt was made to spread the results of the project, that initiative did not suc-
ceed to scale. It stayed at the level of a project; a product was never made and
therefore it never reached the market. One of the reasons was that neither in-

13http://archive.northsearegion.eu/ivb/projects/details/&tid=74
14http://www.bits-chips.nl/artikel/geen-apparaat-blijft-verborgen-voor-slimme-meterkast.html



10 1. Introduction

Figure 1.4: SMOG software front-end

vestors nor launching customers could be found to fund the next phase of de-
velopment (Veenstra et al. 2008). That may also be due to several issues that
affected the initial business model. At that time, the hardware (data collection
box) was relatively expensive (750 Euro/piece). Moreover, electricity was cheap
and potential savings were not sufficient to have a business case. The electric-
ity price for non-household consumers in The Netherlands varies per quarter
and per used consumption bandwidth (e.g., for quarter 1 in 2013, for consumers
who have consumption from 500 to 2 000 MWh, the electricity price including
transaction, delivery and network costs was 0.234 Eur/kWh)15. Furthermore, the
venture had limited control over updates of both hardware and software, as it
was initially outsourced to third parties. That led to very high costs for each new
feature request. In addition, there were a lot of competing companies, which
made entering the market even more difficult.

There were also some technical factors that affected the success of this initia-
tive. The hardware was over-engineered and configuration of the data collection

15http://statline.cbs.nl/StatWeb/publication/?VW=T&DM=SLNL&PA=81309NED&LA=NL
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box was complex. Furthermore, a relational database was used (i.e., MySQL)
and that led to serious performance issues when scaling. The performance is-
sues were due to sub-optimal database design and a bug in MySQL. Because of
this bug a request to a page involving counting all of the data rows took more
than 12 seconds to complete (Yumatov 2010). Rendering of graphs in the front-
end was therefore unsatisfactory.

During an interview16, one of the project leaders, Dr Rix Groenboom, stressed
some of the lessons learned. First, it is important to understand what business
problem is solved by using the developed technology. From that point, it is cru-
cial to find a target market where these solutions can generate significant ben-
efits. Next, it is important to understand from the beginning of a project that
the solution will scale from tens to hundreds of buildings and to adjust soft-
ware architecture accordingly so that the software can support the scaling pro-
cess. Finally, the core business, in this case software and hardware development,
should remain within the ownership of a venture so that solutions can be cost-
effectively adjusted and improved during time. In the end, it should be relatively
easy to maintain both the devices in the field as well as the software deployed on
servers. These requirements can easily be translated to scalability, controllability,
and maintainability requirements.

To conclude, this initiative failed to scale for the above-mentioned reasons.
Moreover, the issue with this initiative, as with similar initiatives, is that they
are implemented in the form of a project with a beginning and an end. Once the
project is completed, the effort to bring the findings to the market is relatively
high and requires a significant investment or a number of customers to finance
it. Moreover, the technology has to be designed and implemented in such a way
that it supports scalability.

1.3.3 GreenerBuildings

“GreenerBuildings17 was a European FP7 project, which created a smart auto-
mated environment that combines automation for user satisfaction with energy-
efficient environmental adaptation. As a part of the project, an intelligent office
was constructed on the premises of the Eindhoven University of Technology, The
Netherlands. The project allowed its users (i.e. people within a building) to es-
tablish and modify the rules of the building’s behavior so that the system would
automatically adapt to their needs by using the context information. The project
featured advancements in many research areas, including wireless sensor net-

16First interview with Rix Groenboom, a business owner and the project leader of SMOG project
took place in Groningen, The Netherlands, in May 2012

17http://www.greenerbuildings.eu
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Figure 1.5: Living Lab PT313, Eindhoven University of Technology, The Nether-
lands

works, smart grids, activity recognition, thermo-fluid dynamics, etc.” (Degeler
2014).

In the GreenerBuildings project, a full solution was implemented and we list
the main contributions and strong parts of the solution as follows; first, a service-
oriented software architecture was designed and implemented, and by the end of
the project a fully functional system was demonstrated. Secondly, a service reg-
istry and dynamic service discovery were designed and implemented. Thirdly,
the building energy consumption optimization problem was translated to and
solved as an AI optimization problem. Finally, throughout the project it was
concluded that an appropriate application domain for supporting scalability are
non-residential (office) buildings.

After the project ended, support of the smart office in the Eindhoven Univer-
sity of Technology was discontinued. It seems that managing of the hardware
infrastructure was not easy, requiring additional investment of time and effort to
maintain the system. Furthermore, historical data although collected was largely
ignored, e.g., the reasoning algorithms were based solely on streaming data, in-
stead of combining the latter with historical data. To access streamline and his-
torical data two different components were used.

Moreover, the scalability was main issue. Adding new locations, sensors, ac-
tuators, etc. was extremely difficult, from the points of both configuration and
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installation. The easiest way of scaling was to duplicate an existing working so-
lution and to re-configure everything. However, that would eventually result in
even larger efforts for maintenance. Next, there was inadequate communication
with facility managers; in most cases the facility managers were not willing to
cooperate. They did not see the benefits provided by the system but perceived it
instead as an additional complexity. Finally, the project stayed at the level of one
living lab due to the combination of the above-mentioned factors.

Looking back, one could conclude that the timing for this project was too
early. Some of the technology at that time was not mature enough or not even
available. Selected technology and hardware protocols did not provide added
value or satisfactory quality. However, the architecture was well designed, al-
though there were a couple of points to improve; for example, more emphasis
should be given to how the infrastructure is managed and analytics should uti-
lize available historical data. Moreover, more emphasis should be placed on the
business perspective and economic benefits offered by the system. This would
help to keep facility managers in the loop and include them in the project as well,
resulting in better understanding of the system requirements.

1.4 Research Questions and Methodology
We define our research questions using the inspiration from the three pre-

viously described case studies. The first case study (The Edge) illustrated the
important role of economic acceptability for organizations considering how to
make their building(s) sustainable. The second case study (The SMOG) showed
that lack of detailed requirement analysis can lead to inability for the system to
scale, both technically and business-wise. The third case study (GreenerBuild-
ings), along with the technical lessons learned, indicated that lack of good com-
munication with facility managers and end-users may lead to lack of social ac-
ceptance of the system, resulting in low adoption. Finally, by analyzing all three
case studies, one may observe that in the third case study energy saving is only
partially tackled, and in the first case study it does not represent the main goal
or is not advanced enough.

Therefore, to address all the identified issues and to develop a sustainable
building, we have to look at the aspects of realizability, system efficiency, eco-
nomic and social acceptability. These considerations are the basis of our research
questions, to be discussed using Design Science Research Methodology (Hevner
et al. 2004, Ken Peffers 2007). The research questions are as follows:

RQ1: Assuming that a smart energy system is realizable in an actual operating en-
vironment, how can real-time consumption data be feasibly obtained and what energy
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Figure 1.6: Design Science Research Methodology (DSRM) Process Model (Peffers
et al., 2007)

consuming devices can be controlled using an ICT system? What should be the charac-
teristics of an ICT system that supports sustainability measures in buildings?

RQ2: Can an ICT system increase the efficiency of resource use in a building, and if
so, which techniques contribute to increase of efficiency while maintaining user comfort?

RQ3: Assuming that a smart energy system generates economic savings in a build-
ing, which factors influence the economic acceptability of such a system? Moreover,
which values of those influencing factors are acceptable and realistic?

RQ4: Is such a smart energy system acceptable for end-users of a building? If so,
how important is social acceptability for such a system and which factors influence it?

To answer these research questions, the software and the hardware of a smart
energy system should be fully implemented and deployed in a real building.
Thereafter, measurement data needs to be collected and surveys conducted to
evaluate all necessary aspects: efficiency, economic, social and other.

As previously stated, for our research we use the Design Science Research
Methodology (DSRM). Design science creates and evaluates IT artefacts devel-
oped to solve identified organizational problems. It involves a rigorous process
to design artefacts to solve observed problems, to make research contributions,
to evaluate the designs, and to communicate the results to appropriate audi-
ences (Hevner et al. 2004).

“The Design Science process includes six steps: problem identification and
motivation, definition of the objectives for a solution, design and development,
demonstration, evaluation, and communication, as shown in Figure 1.6. The first
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step is problem identification and motivation. In this step, a specific research
problem is defined and the value of the solution is justified. The second step is
definition of the objectives for a solution. The objectives of a solution are inferred
from the problem definition and knowledge of what is possible and feasible. The
objectives can be quantitative, e.g., terms by which a desirable solution would be
better than current ones, or qualitative, e.g., description of how a new artefact is
expected to support solutions to problems not hitherto addressed. The objectives
should be inferred rationally from the problem specification. The third step is de-
sign and development, or in other words, creation of the artefact. Conceptually,
a design research artefact can be any designed object in which a research contri-
bution is embedded in the design. This activity includes determining the desired
functionality of the artefact and its architecture and then creating the actual arte-
fact. The fourth step is demonstration. In this step, the use of the artefact to solve
one or more instances of the problem is demonstrated. This could involve its
use in experimentation, simulation, case study, proof, or any other appropriate
activity. Resources required for the demonstration include effective knowledge
of how to use the artefact to solve the problem. The fifth step is evaluation. In this
step it is observed and measured how well the artefact supports a solution to the
problem. This involves comparing the objectives of a solution to actual observed
results from use of the artefact in the demonstration. Depending on the nature
of the problem venue and the artefact, evaluation can take many forms. It could
include such items as a comparison of the functionality of the artefact with the
solution objectives from activity two above; objective quantitative performance
measures such as budgets or items produced; and the results of satisfaction sur-
veys, client feedback, or simulations. It could include quantifiable measures of
system performance, such as response time or availability. Conceptually, such
evaluation could include any appropriate empirical evidence or logical proof. At
the end of this activity the researchers can decide whether to return to step three
to try to improve the effectiveness of the artefact, or to continue on to communi-
cation and leave further improvement to subsequent projects. The sixth and last
step is communication, in which the researchers communicate the problem and
its importance, the artefact, its utility and novelty, the rigour of its design, and
its effectiveness to researchers and other relevant audiences, such as practising
professionals, when appropriate” (Ken Peffers 2007).

As our research is initiated by the observation of the problem (i.e., inefficient
use of energy consuming devices in non-residential buildings), the research pre-
sented in this thesis is categorized as problem initiated design science. Therefore,
we first propose a solution and define the objectives for a solution. Moreover, by
gathering inputs from various stakeholders, we define the desired characteristics
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of the system. The next three parts of the thesis comprise the design, implemen-
tation and deployment process of the proposed system. Research contribution is
embedded in the design as later described in the technological contributions sec-
tion. The subsequent part of the thesis focuses on prototypes that lead to efficient
use of resources by the developed system itself. It is important to acknowledge
that the problem investigated in this thesis is not a new problem, but has been
investigated by many researchers in the past decade. Therefore to explain how
our proposed solution builds on and goes beyond the related work, in Chapter 8
we present the related work.

1.5 Our Case Study: The Bernoulliborg

The Bernoulli Building in a building of Faculty of Mathematics and Natural
Science of the University in Groningen18. It is located at the Zernike complex in
Groningen, The Netherlands.

Figure 1.7: The Bernoulliborg building, Groningen, The Netherlands

The building has a surface of 10.500 square meters accommodating 180 of-
fices, 16 lecture rooms, 8 meeting rooms and 6 social corners for 350 staff mem-
bers, and capacity for more than 500 students. The annual electricity consump-
tion of the Bernoulliborg is between 1.350.000 kWh and 1.400.000 kWh. This is

18http://nl.wikipedia.org/wiki/Bernoulliborg

http://nl.wikipedia.org/wiki/Bernoulliborg
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equivalent to the electricity consumption of approximately 420 average Dutch
households.19

This building was chosen to be our case study for several reasons. First and
foremost, the building is a workplace used by our research group, a well-known
place to which our team members have everyday access. Secondly, universities
and their buildings represent organizations that leave significant carbon foot-
prints (between 100 tons to 1 million tons) (Berners-Lee 2010). Knowing this, the
improvements made within this university could be replicated at more universi-
ties, thereby increasing the impact of this project. Furthermore, it is a relatively
new (2008) and modern building with a building management system installed.
Achieving optimizations in this building may prove that the same system could
bring even higher savings in older buildings both with and without a building
management system. Finally, by choosing this building we were able to partici-
pate in the Groningen University’s competition - the Green Mind Award.

Figure 1.8: The Green Mind Award competition, University of Groningen

The main conditions of the Green Mind Award competition are that: (1)
The project idea should be a possible improvement in the field of sustainability
within our buildings or our business operations; (2) The plan must be feasible
in technical, practical, economic, legal and ethical terms; (3) The payback period
must be no more than 10 years from the date of completion.

To carry out this research, in 2012 we were awarded the Green Mind Award
(GMA) 20 for the project Sustainable Bernoulli building (1 of 62 submitted project
proposals). The grant was awarded by the University of Groningen. The project
had a limited budget of 100,000.00 Euros.

19According to statistics from https://www.wec-indicators.enerdata.eu/household-electricity-
use.html, average annual electricity consumption per Dutch household for the period 2010-2013 is
calculated to be 3265 kWh.

20http://www.rug.nl/about-us/who-are-we/sustainability/green-mind-award
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The goal of the Sustainable Bernoulliborg project is to improve sustainability
aspects at the University of Groningen, focusing specifically on the Bernoulli-
borg. During this project, several prototype solutions comprising a smart energy
system were developed. We define a smart energy system as an ICT system that
supports energy consumption reduction as well as integration of other sustain-
ability interventions or systems.

The project included cooperation of a multidisciplinary team made up of re-
searchers, project managers, facility managers, software developers, manufac-
turers and maintenance workers. In this project, among other things individual
and common electricity consumption within the building was measured and the
information presented to the building occupants by means of consumption dis-
plays. Moreover, lights in the restaurant and workstations in certain offices were
automatically controlled. Finally, lighting use in the offices was optimized, and
water consumption and the amount of general waste were reduced.

Figure 1.9: University of Groningen total electricity consumption per subsystem
for 2011

Figure 1.9, shows the division of energy consumption for the whole univer-
sity for 2011. Figures presented were provided by the Energy Manager of the
University of Groningen. Figure 1.9 shows the following percentages. Lighting
accounts for 12.8%, ICT equipment for 15%, appliances for 34% and heating tap
water 0.1%. Most of these consumers are not included as a part of the existing



1.6. Thesis Contribution 19

building management system. However, the ventilators (9.8%), pumps (19.7%)
and cooling (8.6%) are in most cases included as a part of the current building
management system.

However, it is important to understand that the total carbon footprint does
not consist only of electricity consumption. To calculate the total environmental
impact of an organization like a university, one should also include gas con-
sumption, commuting, business travel, food, and everything that the university
buys, right down to the smallest details (Berners-Lee 2010).

1.6 Thesis Contribution
In this thesis, we: (1) Conducted three case studies and explored related

work, mainly with the purpose of understanding reasons for failure; (2) Gath-
ered system requirements for designing and improvement of such systems; (3)
Built on previous conclusions, improved architecture design and implementa-
tion of a smart energy system to support its function in an operating environ-
ment, as well as its scalability; (4) Demonstrated how such a smart energy system
can be implemented in an actual operating environment; (5) Demonstrated how
the utilization of computing resources can be optimized using AI techniques for
scheduling and planning; (6) Evaluated savings from each implemented saving
intervention; (7) Evaluated the economic and social acceptability of the system;
and finally (8) Discussed factors that could increase acceptability of the system
and therefore large scale roll-out. The technical contributions are explicitly men-
tioned and explained in more detail in the later sections.

1.7 Thesis Scope and Organization
The main goal of this dissertation is to illustrate the design, development

and deployment of a smart energy system in a building, and to show how such
a system is both realizable and also sustainable in its environmental, economic
and social aspects.

The thesis starts by describing the context of sustainability, its three main pil-
lars, and how it can be supported by an ICT system. Then the thesis describes
non-residential buildings as significant contributors to resource inefficient us-
age as well as environmental pollution, representing the problem tackled in this
thesis. Subsequently, the thesis demonstrates three initiatives attempting to in-
crease sustainability aspects within a built environment, the first one by doing
a heavy investment in design and development, the second one by introducing
an ICT system for energy monitoring and management, and the third one by
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implementing an ICT system to support energy reductions through better user
presence and activity recognition. These case studies show that for the success
of a project all three main aspects of sustainability must be taken into account.
Further, the thesis introduces the main case study of this thesis ”The Sustain-
able Bernoulliborg” project. Finally, it introduces the research questions, research
methodology and thesis contribution.

Chapter 2 proposes a design to solve the defined problem and presents the
objectives of the solution. Then it proceeds with stakeholders and system re-
quirements analysis. We collect inputs from the stakeholders, analyse them and
present the full list of functional, non-functional and business requirements. We
go on to present the technological contributions of this thesis. Then the chap-
ter proceeds to discuss the design of the system, stating the design principles
and presenting an overview of the architecture. This overview is followed by a
presentation of the roles and dependencies of each system component. Finally,
the chapter describes system communication and system operation. The work
presented in this chapter was initially published in (Nizamic et al. 2014).

Chapter 3 presents a prototype implementation of a smart energy system
called GreenMind system. We describe the implementation methodology. The
main contribution of the chapter is the presentation of the implementation itself
as well as the motivation behind the chosen technologies, as similarly described
in (Nizamic et al. 2014). Moreover, we present the ways in which the system
communicates, as well as the implemented data model and process of system
integration. Chapter 3 also illustrates prototypes for regarding water and gas
consumption reduction, waste management, and building inventory manage-
ment.

In Chapter 4, we discuss how the implemented architecture is integrated and
deployed in the Bernoulliborg. We describe living labs where the integrated so-
lutions are deployed, as well as the users who are affected and who evaluated
the deployed solutions. The logical units tackling separate building subsystems
are grouped and presented with the deployed solutions.

In Chapter 5, we explain why it is important to optimize utilization of the
underlying computing and storage infrastructure. Moreover, the chapter intro-
duces two scenarios of cloud infrastructure optimization and goes into detail
regarding two AI techniques: scheduling and planning. As will be seen in this
chapter, these techniques are implemented and evaluated in the GreenMind sys-
tem examples. With the examples presented, we show the feasibility of the ap-
proaches and how these reference implementations optimize resource usage in
a cloud. The evaluation part of the chapter describes the performance of each
technique used and compares the techniques with each other. We show that
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both techniques scale well for a typical size of the resource allocation problems
considered in the thesis. More detail on material presented in this chapter can be
found in (Nizamic et al. 2012).

In Chapter 6, we evaluate and discuss the results of the GreenMind prototype
solutions, from environmental and economic perspectives, while in Chapter 7
we present social acceptance considerations and results of related user accep-
tance surveys.

Chapter 8 presents scientific research related to energy efficient buildings,
from computer science, psychological and economic perspectives. Furthermore,
we provide details on related software architectures, as well as the application of
related artificial intelligence algorithms. Finally, we present both already imple-
mented and ongoing research projects, as well as several commercial products
and services providing partial solutions to the problem of energy efficiency in
buildings.

Finally, in Chapter 9 we evaluate the overall system and show how the re-
quirements are satisfied by the system. Furthermore, we give answers to the re-
search questions, provide a summary of the chapters and reflection, and present
general conclusions and suggestions for future directions.

Other work influencing this thesis was presented in (Nizamic 2013, Harrer
et al. 2014, Nizamic et al. 2011). In (Nizamic 2013), we present the research ideas
and concepts as to how service-oriented systems could be tested using simula-
tion techniques. This knowledge was helpful during the software development
process of our proposed system, as some delays were avoided by using the de-
scribed technique. This work is enriched with a case study (Nizamic et al. 2011)
including a simulation environment of a real business process. Finally, in (Harrer
et al. 2014), we show how robustness of software (in our case BPEL engines) can
be evaluated using different criteria.





Chapter 2

Designing a Smart Energy System

Just a few decades ago, our buildings were very simple. Electricity consuming
devices were directly connected to the power grid and their usage mostly de-

pended on needs and behaviour of users, turning devices on or off. Perhaps with
an exception of a few relay timers installed here and there to turn off consumer
devices when not used for a period of time, but not more than that. Unfortu-
nately, a large portion of buildings are still like that.

A good candidate for building automation are non-residential buildings,
more specifically, office buildings. Usually, they are not constantly occupied,
as organizations, companies or institutions using those buildings operate based
on their working hours. Moreover, during their working hours occupants spend
some time outside their offices, for example having meetings or lunch brakes.
This periodic absence of occupants gives an opportunity for energy savings.
Moreover, non-residential buildings are often occupied by organizations that
usually pay for their energy use, and therefore are interested and motivated to
reduce their energy costs.

This potential is realized by large multi-national companies 123 which
brought building automation systems to the market. Today, in many non-
residential buildings automation systems can be found. Those systems mostly
control heating, cooling and ventilation, and sometimes lighting and plug loads
(Nguyen and Aiello 2013). Other consuming devices, such as computers and
other office appliances are usually not included in those building automation
systems.

With the latest technological improvements, computing and storage capaci-
ties, as well as sensing and actuating technology became more affordable. That
represents a technology trigger that enabled better understanding of user be-
haviour and better control of consuming devices within buildings.

It is evident that there is a vital need to evaluate the building energy and
comfort management systems in real-world situations (Nguyen and Aiello 2013).

1http://www.buildingtechnologies.siemens.com/
2http://buildingcontrols.honeywell.com/
3http://www.johnsoncontrols.com/
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Therefore, we decided to take into account common state-of-the-art architectural
patterns and best practices (Degeler 2014), as well as specific requirements of
a system that has to be fully operational in real-world settings, and design the
GreenMind architecture, an architecture for sustainable buildings. The key design
goals of this architecture are performance, reliability, scalability and security.

One may wonder why an architecture of a smart energy system may help
us to answer the research questions regarding energy efficiency, economic and
social acceptability. A smart energy system is an information system which pro-
cesses information on building usage, both from perspective of users and from
perspective of energy consuming devices. This information system collects data,
reasons about it and uses it for the control with a goal of optimization. By trans-
lating building management problem to optimization problem, we can use in our
favor a range of already available optimization techniques (such as, AI planning
and scheduling). This way, we can process previously unprocessed building in-
formation and that way provide answers to our research questions.

Using such an architecture, we are able to reduce energy consumption within
buildings, provide and preserve occupant’s satisfaction with their environment
and ease the tasks of persons responsible for facility management. The architec-
ture consists of components that are responsible for environment sensing, infor-
mation gathering, decision making, and finally executing energy saving actions.

In this chapter, we propose a solution and state its objectives, collect system
requirements, propose an architecture for smart energy system, define its com-
ponents, their functionalities, and the way of communication between them. Fi-
nally, we describe how the system operates.

2.1 Proposed Solution and Objectives
As prescribed when following the Design Science Research Methodology

(Section 1.4), we first propose a solution and define the objectives for that so-
lution. To tackle the issue of inefficient use of resources (e.g., energy, water) in
non-residential buildings, we propose a software architecture and implementa-
tion to support more efficient usage of resources within buildings.

The objectives of this system are to: (1) optimize resource consumption in
non-residential buildings, (2) ease the tasks of building (facility) managers, so
they can manage building(s) more efficiently, and (3) make occupants’ environ-
ment more comfortable, so they accept and use the system.

The system should provide additional optimizations (e.g., energy savings) in
comparison to current building management systems. It should be able to cope
with the dynamic changes caused by users’ interaction with building’s environ-



2.2. System Requirements Analysis 25

ment. Moreover, it should include users input in the control loop, as they are im-
portant part of the system and one of the main contributors to resource consump-
tion (as previously pointed in Chapter 1.2). Moreover, the system should provide
user-friendly interfaces to enable interaction between a building, its managers,
and its occupants. The system be easy to install and configure, to make it scal-
able from one room to a whole building, and then from one to more buildings.
Finally, the system should be secure, without compromising privacy or physical
security of the users.

2.2 System Requirements Analysis
To design a system that will contribute solving the defined problem and at

the same time be acceptable by the stakeholders of the system, it is very im-
portant to collect the requirements. The process of collecting requirements is as
follows. It starts with identification of the stakeholders. Once the stakeholders
are known, data is collected from them. This data collection process is usually
done using technique of interview. After interviews are performed, collected
data is analyzed, categorized and presented in a form of system requirements.

The stakeholders of the system is anyone with a valid interest in the system.
In other words, a stakeholder can be anyone who needs the system, benefits from
the system, invests in the system, purchases the system, opposes the system,
operates the system or uses the system.

In our case, there are three main types of stakeholders: energy managers,
building or facility managers (further, facility managers) and the managing di-
rectors, mostly being building owners or business owners. The end-users of the
system of the system are not included as the stakeholders they were initially
not interested to contribute to gathering of requirements or were not technically
sophisticated to do so. However, as we find them to be very important factor
affecting a life of a building, we evaluate how they perceive the system and ask
for their inputs for improvement.

The main stakeholders have different interests in the system. The energy
managers have interest in the system as they have interest in optimizing energy
consumption within their organizations and the system may support them to
achieve their goals. The facility managers have interest in the system as they
have duties of providing comfortable environment stimulating productivity of
building occupants. Moreover, they are usually involved in energy saving inter-
ventions as those relate to environment they are managing and that way affect
their clients, end-users of buildings. Finally, the third group are the managing
directors, mostly being building owners or business owners who have direct
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interest in reducing energy costs. Building owners have interest in providing
energy-optimal building, that will reduce energy costs for their tenants and that
way make their facilities more attractive to their renters. Business owners may
have multi-fold interest in the system. Firstly, they may want to decrease ex-
penses of their operating costs. Secondly, they may want or need to reduce their
CO2 emissions as a part of governmental agreements (e.g., MJA34). And finally,
they may use the system to promote their commitment to sustainability and raise
awareness of their employees, partners and visitors, building occupants. Besides
these three defined groups, there may be more stakeholders involved. However,
their influence to adoption of the system is quite limited and we do not include
them in the following analysis.

To collect the requirements of such a system, we performed a cross-case anal-
ysis. Cross-case analysis is a research method that can mobilize knowledge from
individual case studies (Khan and VanWynsberghe 2008). Our cross-case analy-
sis consisted of an interview and/or a survey, involving all three most influential
groups of the stakeholders: energy managers, facility managers and managing
directors. This study was enriched with the literature review as well as our per-
sonal experiences and experiences of our research group of working almost a
decade in this field.

Even though we discussed and collected the requirements with numerous
managing directors being part of different organizations and companies, in this
work we cannot address them by name. They range from university managers,
hospital managers, energy coordinators, to owner of hotels, TV station energy
providers and building construction companies.

In the following, we present the requirements that were most recurring and
that showed to be important to interviewed energy and facility managers. Sub-
sequently, we present the findings from our literature review. Finally, we add
several requirements from our experience, experience of our partners, and per-
spective as the system provider.

2.2.1 A Cross-case Analysis

To gather requirements from facility managers and energy managers in a
form of semi-structured interviews. We interviewed six facility managers and
one energy manager of the University of Groningen. The facility managers are
together responsible for 45 buildings, while the energy manager is responsible
for 80 buildings in total. They are responsible for building operations as well
as persons who are familiar both with the requirements of end-users (building

4http://www.rvo.nl/subsidies-regelingen/meerjarenafspraken-energie-efficiency
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occupants) and organization management staff.
The requirements are gathered in a form of a semi-structured interviews, in-

cluding both an interview and a survey (more in Appendix 2 - A Survey for
Facility and Energy Managers). The interview consisted of five minutes for in-
troduction to the system, ten minutes for three open questions, the rest of time
for forty multiple choice questions, being at the same time a part of a survey. For
further analysis, the audio recording of the interviews is performed. Each inter-
view lasted for one hour. Most of the discussed features are graded by facility
and energy managers with a grade on scale from 1 to 7. Average grade for each
feature determined if a feature stays in the final set of requirements. The features
which have average grade 80% from maximal (5.6) or higher are included in the
final set. This excluded five identified features.

An Existing Literature Review

We additionally present findings from a literature review. We identified a
similar study done in Germany5. The study reported on a requirements analysis
for cost-effective energy metering system in commercial buildings. The study
was conducted among managing directors, energy and facility managers form
Germany. The objective of the study was to understand respective needs and
demands, learn about challenges in commercial buildings and obtain use cases
to derive functional and general system requirements. The study consisted of the
following steps. First structured and in-depth interviews with 20 experts were
conducted. These interviews led to documentation of use cases. Lastly, an online
survey was used to prioritise use cases. The result of this study was that more
than 50 use cases were collected. All of them relate to at least one of the following
categories: energy, maintenance, automation, safety and compliance. As a result
of this study, nine key system requirements are defined, namely: transparency,
automatic provision of data and ubiquitous availability of reports and trends,
analysis support, flexibility, real-time data, reliable data, accuracy, compliance,
ease of use, and motivation.

A Business Owner Interview

We also include the findings from the interview of the project leader of SMOG
project, as mentioned in Chapter 1.

First, the solution needs to be portable from one to tens, and later hundreds
of buildings, to support scalability requirement. Therefore, the software needs

5http://2014.ict4s.org/files/2014/08/1-Understanding-Energy-A-Requirements-Analysis-for-
Cost-Effective-Energy-Metering-System-in-Commercial-Buildings.pdf
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to be designed that way to support the business scaling process. Second, as the
solution needs to be adjusted frequently to support customer additional require-
ments, it should be controllable by our internal team that can provide agile and
cost effective software and hardware updates. Finally, it should be easy to main-
tain devices in the field as well as software deployed on servers.

These requirements can easily be translated into the following requirements:
portability, scalability, controllability, maintainability.

2.2.2 System Requirements

Taking into account all the inputs from cross-case analysis, literature review
and business owner interview, we define the complete set of the requirements
for design of the system. In the following, the complete list of the requirements
is presented. The requirements are divided to functional (FR), non-functional
(NFR) and business requirements (BR).

Requirement FR1 - Environment condition data collection (derived)

Type Functional
Description In a building, the following factors should be measured:

Light levels (for lighting control), Temperature (for heat-
ing and cooling control), Movement (for presence/ab-
sence detection), CO2 levels (for the air conditioning
control)

Goal Understanding factual conditions of an environment as
well as understanding how the environment is being
used (occupancy).

Requirement FR2 - Consumption data collection and storage (de-
rived)

Type Functional
Description The system should be able to collect and store consump-

tion data.
Goal In order to support consumption monitoring, reporting

and notification services, data about consumption has to
be collected and stored.
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Requirement FR3 - Historic data collection (average grade: 6.43 out
of 7)

Type Functional
Description Historic data about the activities and conditions in a

building should be stored and reused for building op-
eration optimization purposes.

Goal Storing historic data for better understanding how envi-
ronment is used over time, to understand trends, create
profiles and predictions.

Requirement FR4 - Monitoring WEB application for Managers (av-
erage grade: 6.71 out of 7)

Type Functional
Description A WEB application for facility and energy managers to

MONITOR consumption within a building.
Goal Managers should have quick access to monitoring sys-

tem showing consumption of a building, so they can re-
act fast to any noticed irregularities or unexpected con-
sumption

Requirement FR5 - Notification system for Managers (average grade:
6.29 out of 7)

Type Functional
Description A notifications system for facility and energy managers

that informs if consumption exceeds certain planned or
expected limits.

Goal Facility and Energy managers should receive notifica-
tions or warnings when consumption of a building is
more than expected, so they can react in time to bring
consumption to normal or expected state, if possible.
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Requirement FR6 - Report generation for Managers (average grade:
6.57 out of 7)

Type Functional
Description Automated REPORT generation for facility and energy

managers.
Goal Managers should be able to generate reports from col-

lected historical data, so they can understand the trends,
relations between consumption and other influencing
factors (e.g., weather, occupancy), so they can make
more informed managerial decisions.

Requirement FR7 - Monitoring personal consumption for building
users (average grade: 5.71 out of 7)

Type Functional
Description User applications (e.g., mobile apps) for building users

to MONITOR their PERSONAL energy consumption.
Goal Building users should be able to monitor their personal

consumption for the purpose of raising their awareness
on energy consumption as well as to stimulate their en-
ergy conserving actions.

Requirement FR8 - Monitoring overall consumption for building
users (average grade: 5.71 out of 7)

Type Functional
Description User applications for building users to MONITOR

OVERALL energy consumption of a building.
Goal Building users should be able to monitor overall build-

ing consumption for the purpose of raising their aware-
ness on energy consumption as well as to stimulate their
energy conserving actions.
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Requirement FR9 - Control interface to Managers (average grade:
6.57 out of 7)

Type Functional
Description From the operational point of view, facility and energy

managers must have ability to adjust how a building is
being controlled.

Goal As the Facility and Energy managers have a main role to
manage buildings, for purpose of providing comfortable
environment for its users, as well as to reduce energy
consumption within their buildings, they should have
(partial) ability and interface to control how energy con-
suming systems are being used within buildings.

Requirement FR10 - Automated control of HVAC system (average
grade: 6.57 out of 7)

Type Functional
Description The system should have ability to adjust HVAC system

according to presence and/or activity of occupants in-
side of a building.

Goal Reducing HVAC-related energy consumption by opti-
mizing HVAC use.

Requirement FR11 - Automated control of Lighting system (average
grade: 6.71 out of 7)

Type Functional
Description The system should have ability to adjust LIGHTING ac-

cording to light levels, presence and/or activity of peo-
ple inside of a building, and other relevant parameters.

Goal Reducing Lighting-related energy consumption by opti-
mizing lighting use.

Requirement FR12 - Automated control of Appliances (average
grade: 6.00 out of 7)

Type Functional
Description The system should have ability to adjust APPLIANCES

(PCs, printers, projectors, boilers) according to usage,
presence and/or activity of people inside of a building.

Goal Reducing Appliance-related energy consumption by op-
timizing use of appliances.
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Requirement NFR1 - Simplicity (average grade: 6.71 out of 7)

Type Non-functional
Description The system should have simple interfaces for users.
Goal The system interface should be simple so users can com-

prehend graphics and get quick feedback on consump-
tion.

Requirement NFR2 - Installability (derived from business require-
ments)

Type Non-functional
Description The system should be easy to install.
Goal The system should work on ”plug and play” basis.

Requirement NFR3 - Configurability (derived from business re-
quirements)

Type Non-functional
Description The system should be easy to configure.
Goal The system should be easily configurable by people with

basic technical knowledge.

Requirement NFR4 - Maintainability (average grade: 6.71 out of 7)

Type Non-functional
Description The system should be easy to maintain.
Goal The system should be easy to maintain to support

cost effectiveness requirement. The system should be
maintainable from remote location through the Internet.
Moreover, hardware faults or unexpected functioning of
the system and/or parts of the system should be auto-
matically detected and reported.

Requirement NFR5 - Fault tolerance (average grade: 6.71 out of 7)

Type Non-functional
Description In case of unpredictable failures (e.g., power blackouts)

the system should return to its normal working mode.
Goal Ensure proper functionality of the system even after a

non-graceful shut down.
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Requirement NFR6 - High performance (average grade: 6.71 out of
7)

Type Non-functional
Description The system should be able to react in the real time.
Goal The system should react to users’ commands and re-

quest in real time.

Requirement NFR7 - Performance (timeouts) (average grade: 6.29 out
of 7)

Type Non-functional
Description The system should use delays/timeouts to avoid too

quick reactions to changes in environment.
Goal The system should contain some delays before putting

consuming devices into energy saving mode to mini-
mize annoyance of users.

Requirement NFR8 - Privacy (average grade: 6.57 out of 7)

Type Non-functional
Description Privacy of users should not be compromised within this

system.
Goal Privacy of users should be guarded, so users feel safe

and unthreatened while using the system.

Requirement NFR9 - Scalability - a building (average grade: 6.29 out
of 7)

Type Non-functional
Description The system should be able to scale from the level of one

room to the level a whole building.
Goal System should be able to support operations in a whole

building.

Requirement NFR10 - Scalability - more buildings (derived from
business requirements)

Type Non-functional
Description The system should be able to scale from one to hundreds

of buildings.
Goal Increasing scalability ensures sustainable business oper-

ations.
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Requirement NFR11 - Portability (derived from scalability require-
ments)

Type Non-functional
Description The solution needs to be portable from one to more

buildings, to support scalability requirement.
Goal System should be able to support portability from one to

another location.

Requirement NFR12 - Security (average grade: 6.29 out of 7)

Type Non-functional
Description The data collected by sensors (e.g., presence sensor)

should not be accessible by unwanted third-party sys-
tems.

Goal Reduce chances for eventual system misuse.

Requirement BR1 - Cost effectiveness (derived from business re-
quirements)

Type Business
Description The system should be cost effective. Payback time of the

system should be within 5-7 years, in some cases 10-15
years.

Goal System should pay itself back within time limits accept-
able by potential clients.

Requirement BR2 - Controllability (derived from business require-
ments)

Type Business
Description The system should be controllable by internal team that

can provide quick and cost effective software and hard-
ware updates/upgrades.

Goal Support agile and cost effective software and hardware
updates as the system needs to be frequently adjusted to
support additional customer requirements.
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2.3 Technological and Non-technological Contribu-
tions

As previously motivated in the case studies (Chapter 1.3), there are three
main technological aspects that should be addressed, namely: managing of in-
frastructure, utilization of historical data, and scalability (i.e., configuration, in-
stallation). Non-technical aspects that should be addresses are also derived, es-
pecially lack of understanding of system requirements due to lack of commu-
nication with the main stakeholders (i.e. facility managers), as well as lack of
inclusion of business perspective in design and development process. In the fol-
lowing, we explicitly state our technological and non-technological contribution
in regard to our referent case studies.

First, in the present work more importance is given to the way infrastructure is
managed. Now, it is easier to build and rebuild environment, making it more
manageable. This is enabled by using micro-services as a software architecture
style. The micro-services approach is a relatively new term in software archi-
tecture patterns. The micro-service architecture is an approach of developing an
application as a set of small independent services. Each of the services is running
in its own independent process. We use micro-services to support scalability and
ease building, shipping and running of distributed applications. Moreover, we
use cloud environments to deploy micro-services. This supports scalability goals
as it enables single installation to be used by multiple parties (e.g., having single
system to control hundreds of buildings). Even though in some cases this may
be a single point of failure that affects availability of the service, it is still easier
to maintain it than having to maintain multiple local installations.

Next, analytics are done using historical data. Whole architecture became more
streamlined as historical data was promoted to play more important role. Stored
sensor data is represented in time series. Time series are used to store dynamic
data, that is being stored frequently, as often as one or more times per second
and in large quantities. A time series is a sequence of data points, representing
measurements made over a time interval. An example of this type of data are
power consumption measurements. Using time series, scaling becomes easier
as the constant and automated improvement of models using statistical analysis
of time series and auto-regression becomes possible. Moreover, meta modeling
is used for storage of static data. For instance, relation between structure of a
building with devices (e.g., sensors and actuators) installed in a building and
users of those devices.

Additional technical contribution that is motivated by the SMOG case study
is more intensive use of Graphical User Interfaces (GUIs). We give GUIs higher
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importance as the main advantages of the proposed system come from human-
machine interaction. GUIs are used to bring important information about con-
sumption to the end-users, to raise their environmental awareness, as well as
to help them actively and/or passively participate in environmental reductions.
More importantly, we use GUIs to collect valuable feedback from the users. That
feedback is used as input for control algorithms to improve the way energy con-
suming devices are controlled and that way increase effectiveness. This way,
we bring users in the loop and take their reactions into account to create more
comfortable environment.

Some technological contributions did not come as a direct motivation from
previous projects and case studies, and represent new ideas. For instance, to as-
sess and adjust reasoning algorithms we use negative user feedback. An example of
negative feedback would be the case when the system triggers a PC to go to
sleep mode, and after that action is executed, a user of the PC reacts right away
by turning the PC back on again. This indicates that the user was not satisfied
with the control action and it is useful to correct the control algorithm. Negative
user feedback is used more than positive feedback to measure success of reason-
ing. Negative user feedback also helps with learning from reasoning mistakes
and further fine tuning of reasoning algorithms. Reasoning algorithms contain
events which may include this feedback. Moreover, user feedback became a mea-
sure of success of reasoning algorithms.

Two non-technical contributions are the following. First, facility managers are
a part of the development team. This fact made them aware that ICT can support
them in being more productive. That resulted in willingness and improved co-
operation with facility managers, what made gathering of the requirements and
fine tuning the whole system easier. And second, the business perspective of
the project gained on importance and business requirements are seriously considered
during the design and development process.

2.4 The GreenMind Architecture
Towards the satisfaction of the identified system requirements, we propose

an architecture of a smart energy system that is capable of integrating more
building consumer subsystems and devices, and can provide a continuous near
optimal energy control.

This architecture takes as its inputs: (a) user activities, such as working with
PC, being present or absent, (b) appliance statuses, e.g., PCs are idle for a certain
amount of time, and (c) environment information (natural light intensity, out-
door temperature, etc.). The system adjusts the environment to preserve user
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comfort and to save energy. The proposed architecture goes from the physical
level of consumption measurement, live environment sensing, up to reasoning
and controlling. Furthermore, the system also provides user interfaces that bring
consumption information at the building level, but also at the personal level.

2.4.1 Design Principles

As described in (Tanenbaum and Steen 2006), type of the system described
by the requirements is categorized as a distributed pervasive system. Perva-
sive computing (also called ubiquitous computing) is defined6 as is the grow-
ing trend towards embedding microprocessors in everyday objects so they can
communicate information. The words pervasive and ubiquitous mean ”existing
everywhere.” Pervasive computing devices are completely connected and con-
stantly available. A distributed pervasive system can become a part of our sur-
roundings by utilizing services provided by sensor networks. As the identified
requirements (especially, non-functional ones) comply with the main characteris-
tics of distributed systems and service-oriented architecture (i.e., fault tolerance,
scalability, openness, transparency), we decided to follow the founding princi-
ples (Tanenbaum and Steen 2006) of these paradigms in design of the proposed
architecture.

The organization of the system consists of multiple subcomponents. The
components work together over a network to reach a common energy saving
goal, sharing useful information with the other components so that both the raw
sensor data and other processed information is accessible to each component.
Moreover, the components should be abstract, in other words they should hide
inner logic from the outside world.

To make the management of these components easier, the system must be
modular and ready for future extensions, the components must be loosely coupled
and the communication must be asynchronous. For all mentioned reasons, we
decided to design the system using the architectural pattern of Service-Oriented
Architecture (SOA) as it encompasses all necessary principles (e.g., loose cou-
pling, abstraction, encapsulation, etc.). SOA is an architectural style that sup-
ports service-orientation. Service-orientation is a way of thinking in terms of
services and service-based development and the outcomes of services7.

It is envisioned that over time new sensors and actuators can be added to
the system, as well as new components that provide better or completely new
functionality, so that the system keeps improving. Through the loose coupling

6http://searchnetworking.techtarget.com/definition/pervasive-computing
7http://www.opengroup.org/soa/source-book/soa/soa.htm#soa definition
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of the individual components the system scales better, it adapts more easily to
new components, and it is easier to manage than a conventional building man-
agement system. By using a dynamic combination of hardware, that integrates
with the existing building design, and dedicated software, the system has the
potential to save energy at a relatively low cost without the loss of comfort and
even with the potential to increase comfort.

2.4.2 Architecture Overview

The architecture of the GreenMind system is shown in Figure 2.1. The archi-
tecture consists of four layers: Physical, Utility, Reasoning and User layer. Each
layer consists of more components and is responsible to serve and to provide
functionality for a neighboring (upper or lower) layer. In the following, we de-
scribe characteristics of each component in short as well as their dependencies
on other components. Moreover, we map the functional requirements to specific
components, where appropriate. Non-functional components are addressed in
the Implementation Chapter, where more details on each component are also
given.

At the bottom lays the Physical layer that contains all devices connected to the
Gateway. The Physical layer also contains Hardware Interfaces (HIs) and Soft-
ware Interfaces (SIs). Hardware Interfaces (HIs) interface with real devices for
the purpose of monitoring and controlling (FR1, FR2, FR3). Software Interfaces
(SIs), such as a software agent that runs on clients machines (i.e., PCs), works
both as a sensor for monitoring and as an actuator for controlling workstations.

The Utility layer consists of five components: Context (FR1), Consumption
Measurement (FR2), Databases (FR2, FR3), Orchestrator, and Sleep Management
component. The data previously processed by the Gateway is very important for
the Context component to reason and provide a complete and consistent view of
the environment. This essential view is stored in the Databases together with
consumption data from the Consumption Measurement component. Also, the
crucial view about the environment is provided to the upper – Reasoning layer
component, the Decision Making. The Decision Making makes decisions on how
to control the devices (FR10, FR11, FR12). The control decisions made by the
Decision Making are sent again to the lower – Utility layer, to the Orchestrator.
The Orchestrator translates them into proper commands distributed to either the
Gateway that takes care of actuation or the Sleep Management (SM) component
that takes care of control of workstations through interaction with the Software
Interface (e.g., Sleep Management software agent). The uppermost layer of the
architecture, the User Layer, contains the components that are responsible for
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Figure 2.1: GreenMind system architecture

delivering the consumption information to occupants of a building as well as for
monitoring, configuration and control of the system by the user (FR4, FR5, FR6,
FR7, FR8, FR9).

Let us now describe each layer and component in detail.
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2.4.3 Physical Layer

The Physical Layer represents the connection with the operation environment
and actual building energy consuming devices. In office buildings, consuming
devices are usually lights, heating, ventilation, and air conditioning, worksta-
tions and plug appliances. Other devices we consider to be on physical layer
are sensors and actuators. They form sensor networks and provide the basic in-
frastructure for gathering raw contextual data. To gather data from the physical
environment and to control the consuming devices, we connect them to Hard-
ware Interfaces (HIs) and/or Software Interfaces (SIs). HIs and SIs communicate
further with the Gateway responsible for protocols translation and data unifica-
tion.

Hardware Interfaces (HIs) and Software Interfaces (SIs)

The Hardware Interfaces (HIs) represent hardware devices that enable data
collection and interaction with consuming devices, sensors and actuators. The
HIs use different protocols to communicate with sensor networks. Through HIs,
we collect raw contextual data. For example, from light and temperature sen-
sors we collect information about the ambient context, from passive-infrared
(PIR) and pressure sensors we collect information on users’ presence and activ-
ity, while from electricity measuring plugs we gather information about device
use and device electricity consumption.

The Software Interfaces (SIs) offer a facility for controlling physical devices
using software implementation. The SIs come in the form of client software im-
plemented on end-user devices that can be controlled programmatically. For
example, a client application can be installed on a workstation to monitor power
management events and workstation activity while listening to and executing
commands to control the state of a workstation (on, off, sleep mode).

Gateway

The Gateway represents a node that is responsible for interfacing with sensor
networks that use different protocols. It serves as a protocol translator as well
as fault isolator. The gateway provides system interoperability among differ-
ent sensor networks. The environment is being interpreted through information
gathered by sensors. The more sensors are deployed, the more precise informa-
tion can be deduced.

The diversity of sensors implies that the system should be able to address
the heterogeneity of sensor networks. Thus, the Gateway is capable of reading
information from different networks and join data read from them into only one
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standardized message with a specific format, realizing the first step of data pro-
cessing. It also provides an interface for upper layer components. In addition,
the Gateway encapsulates the complexity of sensor networks and makes compo-
nents independent from each other.

2.4.4 Utility Layer

The Utility Layer is responsible for facilitating the main functionalities of the
system, such as environment sensing, data storage and processing, and environ-
ment actuation. It consists of five components: Context, Consumption Measure-
ments, Database, Sleep Management and Orchestrator.

Context Component

The Context takes as its input the sensor data processed by the Gateway. The
Context component has two subcomponents: (1) ambient context and (2) activ-
ity recognition. The ambient context takes care of ambient information, such as
natural light intensity, temperature, humidity, etc.

For user activity recognition, we apply an activity recognition approach to
derive high-level activities from simple sensor data. We adopt the activity recog-
nition solution presented in (Nguyen, Raspitzu and Aiello 2013). For more
detail about the implementation of our context component, we should refer
to (Nguyen, Degeler, Contarino, Lazovik, Bucur and Aiello 2013).

Consumption Measurement

The Consumption Measurement component is responsible for measuring
consumption at the room or even device level, for instance, electricity consump-
tion by an occupant. Besides occupants’ devices (e.g., PC, fixed line phone, mo-
bile phone charger, water cooker), this component may be used to measure office
light consumption. That way, it is possible to determine total consumption per
room or per user. This enables keeping of a room or a user consumption history,
for provision of feedback on the energy consumption.

This component enables fine-grained sub-metering, at the occupant level,
which gives additional possibilities for data analysis and data presentation to
the end-users (i.e., occupants). Knowing consumption on this level gives an op-
portunity to understand usage patterns which may in future support with usage
prediction as well as organization of some motivating energy conservation com-
petitions among occupants (Jilings and Heitmeijer 2013, Dekker and Brandsma
2015).
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Figure 2.2: Graphical design of the Consumption Display 2.0 - Energy Dashboard
(Design by: Eldin Herenda, NewBusinessDepartment.com)

Databases

The database is necessary to store and retrieve the data (e.g., the sensor mea-
surements, or buildings structural data) for the components of the system. The
data can be stored in relational databases using tables, in a graph database, or
both. The primary difference is that in a graph database the relationships are
stored at an individual record level, whereas in a relational database the struc-
ture is defined at a higher level (i.e., table definitions). One of the main advan-
tages is that graph databases provides index-free adjacency (i.e., graph traversals
can be performed with no index lookups) that in case of a large amount of data
points can lead to a high performance.

Each sensor measurement contains relationships to other data such as the
floor, building, time and date, and room or user. As a large amount (e.g., 1
million records) of sensor measurements with a traditional database caused se-
vere performance issues (e.g., retrieve the total energy consumption for a certain
hour on a specific date), we use a combination of NoSQL database and graph
database. NoSQL database delivers faster performance for systems involving
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time series or Big Data (such as data coming from thousands of sensors), while
graph database has advantages for maintenance of building structure and rela-
tionship between nodes (e.g., users, rooms, devices).

Sleep Management

The purpose of the Sleep Management (SM) solution is to minimize the en-
ergy usage of workstations (i.e., desktop PCs, laptops). The way SM achieves
this goal is by taking control of the process for putting a workstation into sleep
mode when no activity is detected. The SM also provides the administrators
with important information with regards to the activity history of a workstation
and whether a workstation should be in sleep mode or not. The SM is a server
managing data received from all clients and listening to requests from other com-
ponents, forwarding these requests to the clients. More technical details on SM
component can be found in (Setz and Pul 2013, Setz 2015).

Orchestrator

The Orchestrator component acts as a buffer between the reasoning layer and
the physical layer. The Orchestrator takes care of execution of control commands
by sending the commands at the intended time, as well as the order of execution.
To limit chance of the orchestrator component becoming a bottleneck, the orches-
trator is multi-threaded and implemented in such a way that multiple instances
can execute simultaneously.

The orchestrator communicates with the Sleep Management and the Gate-
way components, depending on the instructions received from the upper com-
ponents. The SM handles the requests from the orchestrator to change the state
of workstations and the gateway handles the state change requests for the other
devices.

2.4.5 Reasoning Layer

The Reasoning Layer consists of the Decision Making component. This layer
is represents the brain of the system and is responsible processing of sensor data
and provision of energy saving actions or commands to be executed by the lower
layers.

Decision Making

The Decision Making component uses all the available data and functionality
from the lower layers to make decisions about the desired state of devices. The
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Decision Making component is responsible for providing the system with the
ability to automate the sensor and actuator behavior, in turn influencing energy
consumption.

Given the context information and the recognized activities, AI plan-
ning (Georgievski and Aiello 2015) is adopted to compose a plan, that is, a se-
quence of device operations. Subsequently, plans are executed by using a net-
work of actuators. The Decision Making component takes care of controlling
lighting systems, but it also invokes the Sleep Management component for con-
trolling workstations (i.e., PCs) in order to reduce energy consumption while not
hindering a user.

For example, the Decision Making component receives data from sensors
(e.g., light/lux and movement/PIR sensor) previously processed by the Gate-
way and Context component inputs from. Then, it uses a AI planning technique
to compute desired actions and provide set of actions to the Orchestrator which
further sends them to the Gateway to actually execute these actions on the Phys-
ical layer (e.g., turn off or turn on the lights). Similarly, PCs are controlled by
sensing the activity of users (e.g., keyboard or mouse activity) and then clos-
ing the loop from the Orchestrator through the Sleep Management component,
which uses the Software Interfaces to send actual commands to PCs (e.g., put
them in sleep mode, turn off, etc.). The same logic can be applied for other en-
ergy consuming systems, with the goal of optimizing utilization of devices and
that way providing energy (and other) savings.

2.4.6 User Layer

This layer comprises interfaces for both facility managers and end-users.
Through these interfaces users can get information about the state of the envi-
ronment being sensed (e.g., occupancy, ambient or device state information), as
well as consumption information (e.g, power, gas, water, or other consumption).
Moreover, users can use these interfaces to provide preferences or feedback re-
garding state of the environment (e.g., temperature and light level in a room), to
control devices and systems manually, or to give input and/or enable automated
control.

Consumption Display

To raise awareness among occupants and decrease energy consumption by
changing their behaviour, it is important to bring users in the loop by providing
them information about the energy consumption. Depending on the implemen-
tation, the display may present the information on different levels, from a overall
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building consumption to individual user or even device level information. The
graphs may be presented with varying level of granularity, more specifically in
daily, weekly and monthly view. Also, meaningful information such as a price
of consumed energy, a saving goal of a group of occupants or a whole organisa-
tion, as well as an amount of emitted CO2 may presented on a display. Figure 2.2
shows a graphical design of the Consumption Display v2.0 (Energy Dashboard).

Facility Management Back Office

The Facility Management Back Office component is responsible for providing
an administrative panel for configuration, logging and monitoring. Addition-
ally, it is responsible for providing Mobile Application clients with an API for
authentication, authorization and data retrieval as well as pushing notifications
(e.g. progress updates, achievements).

This component depends on the databases for retrieving relevant information
concerning both personal energy consumption as well as the building structure
and data on total consumption of a building. Through this component, an ad-
ministrator of the system can monitor the health of the system, verify logs for
any unusual system behaviour, import structural data about a building as well
as map a mobile application user to a corresponding measuring device(s).

User Mobile Application

The User Mobile Application provides users with personalized usage statis-
tics and overall building statistics (Meiboom 2013). The Mobile Application noti-
fies users of progress on energy goals. It enables users to keep track of consumed
energy, to set or inherit a saving goal for a certain period (e.g., week, month), as
well as to participate in saving campaigns managed by building or facility man-
agers, etc. This component depends on the Facility Management Back Office
component for retrieving data.

The User Mobile Application component brings data about consumption
closer to users and keeps them aware of the energy they consume. If widely
used in an organization, this component can be also used as an additional com-
munication channel with building occupants to provide important notifications,
alerts, etc.

Sleep Management Dashboard

Using the Sleep Management Dashboard (SMD) graphical user interface, we
see the workstation (e.g., PCs) activity of users and have ability to send worksta-
tions to sleep mode, wake them up, turn them off or on; or simply view when a
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PC was off, working or in sleep mode. Some additional options, such as calcu-
lating of savings per PC are possible.

Having this component, we include workstations as a part of the overall en-
ergy management and building automation system. Moreover, this component
can be potentially reused for presence detection in buildings.

2.4.7 System Communication

System communication is based on message queues, software-engineering
components used for interprocess communication. These are used by the com-
ponents of the system to communicate with each other, with or without know-
ing the physical location of other components. Message queues can significantly
simplify the implementation of the separate components and also improve per-
formance, scalability and reliability.

Another advantage of using a message queue is that the sender and receiver
do not need to communicate with the message queue at the same time as the
messages are stored onto the queue until the recipient receives the message. As
a result, the communication between the components is asynchronous.

We use a message broker to reduce coupling between low-level components
(i.e., sensor networks and Gateways) and the high-level ones (i.e., Context),
which makes it possible for the components to run independently in a dis-
tributed manner.

2.4.8 System Operation

The typical operation cycle is as follows: 1) the Gateway sends messages to
the Context based on the changed values from their sensors and actuators, 2) the
Context component processes these messages to create new variables and sends
the variables values to the Decision Making component, 3) the Decision Making
executes planning based on the received values, 4) messages that require action
are then sent from the Decision Making to the Orchestrator, 5) the Orchestrator
then sends commands to either the Sleep Management or the Gateway, depend-
ing on the received message, and 6) the Sleep Management or the Gateway then
execute the requested action (e.g., turn off a device or put a workstation to the
sleep mode), and then the cycle repeats. The components do not wait until a full
cycle is completed (e.g., a change in the sensor value can occur at any moment).
Closing the full circle from sensing the changes in the environment to control of
the end-devices provides the feature of automated control. The end-devices can
be any energy consuming device that we can interface with, for example light-
ing, appliances, HVAC, as described with functional requirements FR10, FR11,
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and FR12.

To give examples of system operation, we present here two use cases, one
for lighting and one for workstations. First, let us consider the lighting control
(illustrated in Figure 2.3). In offices, a number of light sensors and presence sen-
sors are deployed. Those sensors continuously sense the environment and send
their measured values to the Gateway. The Gateway unifies messages coming
from different sensors and sends them to the Context component. In the Context
component, raw sensor data is transformed into new variable values (e.g., Light
level=high, Presence=false), that are understandable by the Decision Making com-
ponent. The Decision Making executes planning based on received values (e.g.,
high, false) and if action is required (e.g., turn lamps OFF), it sends set of actions to
the Orchestrator. In this case, when the light level is high and no one is present,
lamps should be turned off, and that is what Orchestrator is instructed to do. Fi-
nally, the Orchestrator sends commands to the Gateway to execute the requested
action, namely turn particular lamps off.

Figure 2.3: Illustration of the system operation: case of lighting control
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The second use case concerns workstations control. Inputs are now taken
only from software interfaces (SI), a client program installed on an occupant’s
PC. The SI detects if PC is used or not and that information is sent to the upper
layer components as a sensor value (similar as for presence detection sensor).
The sensor values are sent to the Gateway which unifies data and forwards to
the Context component. The context component translates raw sensor data to
message format understandable for the Decision Making component. The Deci-
sion Making identifies actions and sends them to the Orchestrator which ensures
that actual environment adjustments are executed this time through the Sleep
Management component.



Chapter 3

Implementing the GreenMind Smart Energy
System

D esign of a system defines what are the components of the system, how are
they connected and how they communicate. Implementation of a system

determines which technologies are utilized and how the system behaves.
We present a prototype implementation of the GreenMind Smart Energy Sys-

tem1, describing in detail the software implementation of its components and the
implementation of overall system.

The choice of appropriate technologies is crucial for coverage of system re-
quirements, especially non-functional ones, and that is the main focus of this
chapter. Besides presenting and motivating the chosen technologies, we also
presents technologies which serve as glue for the components, providing com-
munication services. Furthermore, we present data model that enables unified
and secure communication between components. Finally, as additional consid-
erations, we present possibilities for extension of the system with other building
sustainability-related applications, such as water and waste management appli-
cations, as well as applications covering the maintenance of the installed physical
components in the field (i.e., buildings).

3.1 Implementation Methodology
The system is implemented using the principles of Service-Oriented Architec-

ture (SOA). Moreover, even though the software development processes of the
proposed system is described sequentially in this thesis, it is actually done using
the Agile software development methodology (Agile Manifesto 2015). Per SOA

1The design and implementation of the architecture represent joint work with Brian Setz, Ilche
Georgievski and Tuan Anh Nguyen, as well as a number of bachelor and master students mentioned
in the Acknowledgments and the Related Work. We have collaborated with Viktoriya Degeler and
Ilche Georgievski for obtaining the knowledge regarding the AI scheduling and planning techniques,
respectively. We cooperated with Brian Setz on implementation of the computer sleep mode solution
and the general framework, with Ilche Georgievski on implementation of the reasoning layer and
with Tuan Anh Nguyen mostly on implementation of the physical layer.
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methodology, each system component may have different implementation tech-
nologies as long as it behaves according to specifications and contains standard
(defined) interfaces. The Agile methodology, is using Scrum as a framework
for developing and sustaining complex products2. The Scrum is defined as a
framework within which people can address complex adaptive problems, while
productively and creatively delivering products of the highest possible value.
Using Scrum, the software is developed by a number of Scrum teams working
on various components, mostly in 1-4 weeks iterations (sprints). Each team gets
frequent feedback from system owner and other stakeholders in order to imple-
ment the system that satisfies defined requirements.

3.2 The GreenMind Prototype Implementation
We implement a prototype system and deploy it in the Bernoulliborg build-

ing. In the prototype, we implement all components mentioned in the archi-
tecture, presented in Figure 2.1. Some components are visible and exposed to
end-users, while other components, that are crucial for functioning of the overall
system, are not visible at all. Our implementation involves software running in
the cloud, on the thin clients responsible for sensor data collection and control of
actuators, as well as software running directly on the sensors and actuators. We
utilize several different programming languages and tools for implementing the
different aspects of our system.

We implemented a separate Gateway for each used technology that can han-
dle a wireless network of sensors and a wireless network of electricity measur-
ing and control plugs, together providing enough ability to monitor essential
environment information. In addition, we implemented a workstation software
interface as another type of sensor/actuator that can monitor activity of comput-
ers and adjust their sleep mode. The Facility Management Back Office and the User
mobile Application are closely related and developed as a part of the same devel-
opment effort. The Consumption Measurement component is responsible for col-
lection of consumption data from measuring plugs. The Consumption Display and
the Sleep Management Dashboard represent the main interfaces to the end-users.
The Consumption Display presents overall electricity consumption of a building,
while the Sleep Management Dashboard shows current status and activity of PCs,
together with historical data about the same. Other components that are less
visible represent are the components of two middle layers, Utility and Reason-
ing layer. Complete implementation of Context component, Database(s), Decision
making component, Orchestrator and Sleep Management ensures that sensor in-

2http://www.scrumguides.org/scrum-guide.html
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formation is properly gathered, processed, presented and finally controlled by
actuators. The overview of the implemented system can be in the Figure 3.1.

Figure 3.1: The overview of the implementation the GreenMind system

3.2.1 Physical Layer

The Physical layer is formed of TelosB-based sensors3, Plugwise sensors/actua-
tors4, and the Gateways. These components together represent the connection of
our system to an actual (physical) environment. So to say, they represent the eyes
and the ears of the system. Using the components from the physical layer, we are
able to understand ambiance conditions (level of light, movement of people) in
any particular space in a building, without using any highly intrusive equipment
(such as cameras).

In the current implementation, we use IEEE 802.15.4 compliant wireless
TelosB-based sensors produced by Advantic Systems (Advantic Sys. 2013), see

3https://telosbsensors.wordpress.com/
4https://www.plugwise.com/
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Figure 3.2: Temperature and Light sensor (left), passive infrared sensor (right)

Figure 3.3: Electricity measuring plugs

Figure 3.2. The on-board Passive Infrared Sensor (PIR) based motion detectors
are used together with the light sensors. The motes, sensor nodes capable of
processing, data gathering and communicating with other nodes in the network,
are programmed in nesC and run on the TinyOS 2.1.1 embedded operating sys-
tems. For electricity measuring plugs, we use Plugwise (Plugwise 2013) products
consisting of plug-in adapters that fit between a device and the power socket,
see Figure 3.3. The Plugwise adapters can “switch on” or “switch off” a plugged
device, and they can, at the same time, measure the power consumption of the
attached device. The plugs form a wireless ZigBee (Zigbee 2015) mesh network
around a coordinator. The network communicates with the base station through
a link provided by a receiver device (in a form of USB stick).

The technology choices are made based on previous experience with the
above-mentioned sensors and actuators, time invested in development of drivers
for the same and availability of devices. In theory, we can use any other sensors
and actuators as long as the used protocols and message formats are known.
At the end, the goal of our system is to be hardware agnostic, so we can utilize
benefits from latest development of sensing and actuating hardware devices.

The software interface Sleepy client (in short, Sleepy) is written in C#.NET5.
C# is an object-oriented language that enables developers to build applications
that run on the .NET Framework. It can be used to create Windows client appli-

5https://msdn.microsoft.com/en-us/library/z1zx9t92.aspx
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cations, XML Web services, distributed components, client-server applications,
database applications, and other.

The Sleepy client runs on physical workstations (i.e., PCs) and is responsible
for monitoring their activities. Currently, an activity is defined as keyboard and
mouse movement. The Sleepy client is also responsible for adjusting the sleep
timeout, a time period before a workstation enters sleep mode after being idle/i-
nactive for a specified amount of time). The Sleepy client can also execute ”go to
sleep” and ”turn off” commands if that is requested from the Sleep Management
server.

Lastly, the Gateways are implemented as a process running in the back-
ground that reports state of controlled devices. The gateways are written in
Scala6 programming language. Scala is a programming language which runs
on the JVM, that incorporates both object oriented and functional programming.
Scala particularly excels when it comes to scalable server software that makes use
of concurrent and synchronous processing, parallel utilization of multiple cores,
and distributed processing in the cloud. It is used by many large companies,
including Twitter, LinkedIn, and Intel.

3.2.2 Utility Layer

As previously stated, the Utility Layer is responsible for facilitating the main
functionalities of the system, from environment sensing, through data storage
and processing, to environment actuation. We present the implementation of
five components comprising this layer.

Consumption Measurement

The main responsibility of the Consumption Measurement (CM) component
is to gather electricity consumption data from the gateway and store it in a
database. This component is internally also known as Plugwise Gateway. It
was originally written in Java, and later on rewritten in Scala.

The CM uses the history buffer to limit the network traffic and processing
load. In case of CM failure, the sensors (in this case Plugwise devices) continue
to monitor and locally store the energy consumption data, and when the CM
restarts it simply gathers all the missing data. The same applies when the net-
work of the Plugwise devices is temporarily unreachable. Then, when the net-
work connection is re-established the consumption component will retrieve all
data until the last stored history log.

6http://www.scala-lang.org
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Context

The Context component acquires, as its inputs, raw data from sensors and ap-
plies reasoning based on a set of pre-defined conditions over the raw data in or-
der to provide high-level information about the environment that is used by the
Decision Making component. For example, if the value of a light sensor equals
1000 lux, it is understood that the light condition is LightLevel3, meaning that
there is enough natural light in the environment. Another example is fusing the
raw data from a PIR sensor and a acoustic sensor in order to detect the presence
of a user. It is envisioned that the Context component takes into account not only
the data coming from sensors deployed in an environment but also feedback and
preferences from users and learn over time, thus more meaningful information
about users and a physical environment is acquired, providing better inputs for
better environment adjustment strategies.

The ontologies (definition of the types, properties, and interrelationships of
the entities) are modelled using Protégé (Protégé 2013), a graphical tool for on-
tology development that simplifies design and testing. Ontological reasoning
is performed using the HermiT (HermiT Reasoner 2013) inference engine, and its
application programming interfaces (APIs) for the Java programming language.
The recognition algorithm is developed in Java and implemented as an on-line
recognition system. More details are presented in (Nguyen, Raspitzu and Aiello
2013).

Databases

In our system, we use two databases, Neo4j and Cassandra (The Neo4j database
2014, The Cassandra database 2014). Neo4j is an open source database with fea-
tures from both document and graph database systems. Neo4j excels in scala-
bility, availability, performance, and price. After careful consideration, Neo4j is
picked as the main storage facilitator for the building spatial and structural in-
formation of the GreenMind system, for example static information about the
building, building organization (e.g., floors, rooms), sensors and actuators and
their location, device and data type, etc.

As proposed in (Degeler 2014), to ensure future scalability of the system, we
decided to utilize the benefits of a distributed fault tolerant database, Cassan-
dra (Lakshman and Malik 2010). In our system, Cassandra is the main database,
responsible for storing large amount of sensor data. Cassandra is a NoSQL
database that delivers fast performance for systems involving time series or big
data. It is used to store time series data coming from sensor readings periodically
(e.g., each second one data point).
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The Cassandra database7 is optimized for scalability (non-functional require-
ment NFR9, NFR10) and high availability without compromising performance
(NFR6). It has linear scalability and proven fault-tolerance on commodity hard-
ware or cloud infrastructure. Cassandra is in use at over 1500 companies that
have large and active data sets, including Apple (with over 75,000 nodes storing
over 10 PB of data), Netflix (2,500 nodes, 420 TB, over 1 trillion requests per day)
and eBay (over 100 nodes, 250 TB). This technological choice also supports non-
functional requirement NFR5 - fault tolerance. Using Cassandra cluster, data
is automatically replicated to multiple nodes for fault-tolerance. Additionally,
replication across multiple data centers is supported. Failed nodes can be re-
placed without downtime.

All data logging coming from different system components goes to the main
database. This enables recording exact behaviour of a building, in other words
building heartbeat, that is very helpful for further analysis of what causes en-
ergy consumption, for consumption prediction, and how the consumption can
be kept in reasonable limits or even reduced using automated control.

Sleep Management

The Sleep Management component is responsible for collecting data from
Sleepy clients and publishing this data on the messaging queue, RabbitMQ. It
is implemented as a server component. Furthermore, it is also responsible for
forwarding commands to the correct Sleepy client.

The Sleep Management component is written in Java. Currently, the Sleep
Management fully supports Windows 7 and Linux (Xubuntu 14.04 LTS and
Ubuntu 10.04 or higher), that are most widely used at the University of Gronin-
gen and also supported by its IT service department. For more details about the
implementation of the Computer Sleep Management we refer to (Setz and Pul
2013) and (Hoeksema and Medema 2015).

Orchestrator

The Orchestrator populates a specific environment by retrieving the informa-
tion from the databases. The set of variables, their types, locations, and proper-
ties are gathered from the static database (Neo4j). The initial values of variables
are gathered from the dynamic database (Cassandra). Both databases provide
a unified set of operations. Then, the orchestrator subscribes to the messaging
queue, and awaits for messages, that is, events. The Orchestrator creates a do-
main object with the help of Planning services (Georgievski et al. 2013), and uses

7http://cassandra.apache.org
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the problem converter to transform environment in a planning state. Upon each
event, the Orchestrator creates an planning problem and invokes the core plan-
ning service. When a plan is found, if it exists, the Orchestrator translates the
plan steps into acting services and uses the Gateway implemented as REST re-
sources for execution. The Orchestrator is implemented in Scala.

3.2.3 Reasoning Layer

The Reasoning Layer represents the brain of the system. We present the im-
plementation of Decision Making component and refer to work where more de-
tailed descriptions are given.

Decision Making

The Decision Making component receives context information, it does its rea-
soning and provides a set of energy saving actions to be executed. This compo-
nent decides what actuators should do on the physical level.

The Decision Making consists of the following components: Problem Con-
verter, Domain Modeler and Planner. All components of the Decision Making
(i.e., planning) system are implemented in the Scala programming language.
The Problem Converter translates the context information and activities described
in JSON syntax into Hierarchical Planning Definition Language (HPDL) syn-
tax (Georgievski 2013). The Domain Modeler enables creating models. For the
illustration, in Figure 3.4 we present an excerpt of domain representation from
our graph database (i.e., Neo4j).

Consequently, the planner’s input consists of HPDL domain and problem de-
scriptions. Planning is offered as a service by implementing its functionalities
as REST resources. Upon receiving a request with appropriate arguments, the
Planner searches for a solution, structures the resulting plan in JSON, XML or
plain-text format, and sends it to the interested party, in our case the Orchestra-
tor. More details about this component and how it utilizes AI planning HTN
technique can be found in (Georgievski and Aiello 2015, Georgievski and La-
zovik 2014).

3.2.4 User Layer

This layer contains interfaces for end-users and facility managers. We present
the implementation of the Consumption Display, Facility Management Back Of-
fice, User Mobile Application and Sleep Management Dashboard. Besides im-
plementation details we present the actual developed GUIs.
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Figure 3.4: An excerpt of a domain model representation from the graph database

Consumption Display

The Consumption Display serves to present electricity (gas, water) consump-
tion data to the end-users. The consumption display is developed using Angu-
larJS framework8, Bootstrap 3, and HighCharts graphs9. AngularJS is based on
JavaScript programming language. AngularJS is client-side and and it is com-
patible with both desktop and mobile browsers. The Bootstrap 3 is used for one
of the components of the consumption display. To show the real consumption
data on the dashboard graphs, REST API is invoked. Every 5 minutes, a new
call is initiated by an automatic refresh. To design the graphical interface and the
incentives for the end-users, we consulted our colleagues from the Environmen-
tal Psychology Group of the University of Groningen, as well as professional
designers. In Figures 3.5 and 3.6 we show design and implementation of the
Consumption Display GUI evolved. To increase simplicity of the dashboard, de-
scribed in non-functional requirement NFR1, we consulted the Faculty Commu-

8https://angularjs.org
9http://www.highcharts.com
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Figure 3.5: The Consumption Display 1.0 GUI

nication Department for feedback to improve the GUI and make it more simple
and understandable by the end-users.

Figure 3.6: The Consumption Display 2.0 GUI (Energy Dashboard)
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Facility Management Back Office

The Facility Management Back Office (in short, Back Office) is used for man-
agement of all data related to a building (building-floor-room), devices, users
and groups. The Back Office has the following responsibilities: providing an Ad-
ministration panel for configuration and viewing usage logs/statistic, aggregat-
ing and (pre)processing sensor data, providing Mobile Clients with an interface
for authentication, authorization and data retrieval, caching of mobile clients re-
quests, configuration of mobile clients (e.g. user account control) and pushing
notifications (e.g. progress updates, achievements) to mobile clients.

The Back Office can be accessed by other components through a REST API
using HTTP(S). Message content is represented using Application/JSON. Au-
thentication and authorization are handled by passing a session token with re-
quests.

The Back Office has been implemented using Flask. Flask is a microframe-
work for Python based on Werkzeug and Jinja 2. A number of Python packages
are used by the back office. The most notable of these packages are: requests
(an HTTP client for Python), pytest (testing framework, with support for JUnit
output), kazoo (Zookeeper client) and flask-sqlalchemy (ORM layer for database
abstraction). More infromation about the implemetation can be found in (Mei-
boom 2013).

User Mobile Application

The responsibility of User Mobile Application (Figure 3.7) is to provide users
with personalized usage statistics, general building energy use statistics, as well
as notify users of progress on energy goals. It is believed that having this type of
information on personal devices of the users could increase their interaction and
motivation to contribute to energy conservation goals (Abrahamse et al. 2005,
2007). The User Mobile Application retrieves data from the Back Office through
a REST API using HTTP(S). Message content is represented using application/j-
son. Notifications are received from Google Cloud Messaging. The User Mobile
Application depends on the Back Office for retrieving data as well as on the
Google Cloud Messaging to receive push notifications. The current version of
the application is developed for Android mobile devices.

Sleep Management Dashboard

The Sleep Management Dashboard (Figure 3.8) serves to identify all worksta-
tions that are being monitored and whose sleep timeouts are being adjusted by
our Sleep Management server component. The Dashboard also shows status and
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Figure 3.7: User Mobile Application

user activity on monitored PCs. The Sleep Management console is developed as
a web application using HTML, CSS, JavaScript, and Java.

Figure 3.8: Sleep Management Dashboard v1.0
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3.2.5 System Communication

All the components in the GreenMind prototype system communicate with
each other through the use of JSON objects. JSON is chosen because of the good
readability, simple syntax and ease of use. JSON is also less verbose than alter-
natives like XML. Developers of components that communicate with each other
dictate the content of the messages that are communicated with each other. De-
pending on the data that the component requires, the body of the JSON object
may change. For the sake of traceability with asynchronous communication and
readability and consistency in generic messages, a basic template is specified to
which all the messages of components should adhere.

As stressed in (Degeler 2014), the amount of sensor data grows with the num-
ber of devices, and at some point, concurrency, queue processing speed and
bandwidth issues may stop the system from functioning. Thus, to address this
scalability issue on on the level of high-volume fast data processing, we choose to
use RabbitMQ (Videla and Williams 2012). RabbitMQ messaging framework is
chosen as it is a complete and highly reliable enterprise messaging system based
on the emerging AMQP (AMQP Messaging System 2013) standard and runs on all
major operating systems. It provides reliable ways for sending and processing
large streams of data.

3.2.6 Data Model

To have unified communication, we also defined a general data model that
enables inclusion of all different types of sensors. This means that we bring all
sensor data in the same format that also allows us to reuse information among
subcomponents, and that way better understand what happens in a building
environment.

We use the following JSON format when publishing sensor data to the mes-
saging queue. The structure of our data model is the following.

{"sensor_id":<UUID>,

"instance_id":<UUID>,

"timestamp":<timestamp>,

"value":<base64 encoded byte array>,

"process_id":<UUID>}

Let us explain each element of the defined data structure.

• sensor id represents an UUID identifying the type of sensor
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• instance id is an UUID identifying the specific instance of the sensor to
which the data belongs

• logged at is a UNIX timestamp of when the data was logged

• value is a Base64 encoded string representation of the binary array value
being stored

• process id represents an UUID used to track sensor data generated from the
same event (e.g., a user enters a room and this causes 3 sensors to gener-
ate sensor data, all these entries would share the same process ID). In the
current implementation, even though accounted for, the process id is not yet
utilized.

An example of transferred sensor data is the following.

{"sensor_id":"45dd228d-0627-4412-80e7-00b66a2ea8c0",

"instance_id":"da7369a6-27c0-47d9-96c6-cb3ecdc0da01",

"timestamp":1389470353562,

"value":"eyB0ZXN0IH0=",

"process_id":"2b6731d2-abce-444b-bea9-a5d29567e122"}

As it is visible from the data model description and the example, we use
UUIDs, UNIX timestamp and base64 encoded byte array, and therefore to un-
derstand data from the database, some data conversions and decoding would be
needed first. Base64 encoding is used for representing byte arrays as strings so
that they can be efficiently transferred using JSON.

To publish data to queue, we use the following routing key format.

sensordata.<building>.<floor>.

<room>.<area>.<sensorid>.<instanceid>

Examples of routing keys would be the following.

sensordata.bb.5.*.*.sensor-uuid.instance-uuid

sensordata.bb.4.478.back.sensor-uuid.instance-uuid

The first example defines a sensor that works in the Bernoulliborg (in routing
key: bb) the 5th floor, room and area are unspecified (i.e., defined as stars), and
the second example defines a sensor installed in the back of room 478 on the 4th
floor in the Bernoulliborg building. Each type of a sensor in the system has its
own Sensor UUID and Sensor Name, as shown in Table 3.1.
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Sensor Name Sensor UUID
Sleepy State Sensor 920f1a76-940e-11e3-bca1-425861b86ab6

Sleepy Activity Sensor 1b9691c1-7ec0-11e3-baa7-0800200c9a66
Sleepy Disable Sensor 2c2b8c10-c3c2-11e3-9c1a-0800200c9a66

Lamp Status bd38bdb0-a2f0-11e3-a5e2-0800200c9a66
Appliance Status aac0f820-be6e-11e3-b1b6-0800200c9a66

Plugwise Electricity Consumption e2a7b7e0-a2f0-11e3-a5e2-0800200c9a66
PIR Sensor f553d6d0-a2f0-11e3-a5e2-0800200c9a66

Presence Activity 52d94550-ceda-11e3-9c1a-0800200c9a66
Absence Activity d5f80460-cfb8-11e3-9c1a-0800200c9a66

Light Intensity Sensor 037e1720-a2f1-11e3-a5e2-0800200c9a66
Light Scale Sensor 52d96c60-ceda-11e3-9c1a-0800200c9a66

Table 3.1: Example of sensor names and sensor UUIDs

3.2.7 System Integration

The main strength of the system comes from its integration. By integrating
different components, the sensor data that was not logged before the system im-
plementation (for example, data from motion sensors that control office lights in
a form of a closed loop) is now being stored and then reused among components
for more accurate detection of the environment state, as well as better control of
energy consuming devices.

In the sense of sensor data reuse, the system integration is done on the level
of the database. That is where all the sensor data is being stored. The sensor data
is retrieved by each component that needs that data to fulfil its functionality. For
example, the Decision Making component retrieves sensor data that describes
environment current state in order to decide how to control the actuators con-
nected to energy consuming devices. That way, for instance, the information
whether a PC is being used is exploited as additional information besides data
from motion detection sensor, to determine presence in an office more accurately,
and that way reduce unwanted switching of lights.

3.3 Additional Considerations
If we consider that an ICT system is a mean to achieve the goal of making

buildings more sustainable, then we have to look wider then solely optimizing
usage of electricity. We need to strive to minimize energy consumption (elec-
tricity, gas), but also to minimize waste production and increase recycling levels,
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as well as reduce water consumption. Therefore, the follow up goal could be
to increase reuse of existing resources, increase harvesting of available natural
resources as well as increase production from alternative energy sources. In the
following, we present our initial prototypes working to support the first defined
goal (reduction of consumption).

3.3.1 Water

General information about water use in the building can be measured, stored
and displayed to building occupants. Sharing this information with users could
raise their awareness and potentially result in reduction of their water consump-
tion.

Therefore, we also proposed an architecture for a water consumption mea-
surement and displaying system that is compatible with the our proposed Green
Mind architecture. Moreover, we developed a prototype of the system. In Figure
3.9, we show our initial implementation of a front-end for the water dashboard.
The system is described in detail in a master thesis (Musters et al. 2014).

Figure 3.9: Sample graph, Water dashboard
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3.3.2 Waste management

The waste management process can be included as a part of the building
management system. That is why we proposed the Social Recycling System repre-
sents a recycling system that besides traditional incentives (such as money incen-
tives) uses additional incentives, such as public recognition using the facilities of
social networks, to increase users’ extrinsic motivation for recycling. With this
system, anonymous waste becomes personalized. That gives a solid ground for
development of a system that makes recycling more interesting by incorporating
competition aspects. Moreover, we propose hardware and software system that
can support automation of this process.10

In Figure 3.10, we show how a sample graph from the recycling administrator
dashboard. Detailed information about the implementation can be found in (Id-
sardi 2014). Moreover, in Figure 3.11, we present proposed hardware solution of
a recycling kiosk.

Figure 3.10: Administrator view, Recycling dashboard

3.3.3 Gas

We have shown how the information about electricity and water use can be
measured and presented to users. One may draw the conclusion that the same
solutions can be used for other purposes as well, for example, tracking and pre-

10Automation of waste separation and recycling process is presented in the manuscript “Social
Recycling System” that is a joint work with Rešad Nizamić, who designed the proposed recycling
kiosk.
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Figure 3.11: Proposed hardware solution of a recycling kiosk. The solution is
designed by: Rešad Nizamić.

senting gas consumption. Using the same infrastructure and implementation,
we can acquire real-time information about gas consumption from gas meters,
and by applying the same principles, present that data to the users, with the fi-
nal goal of saving on gas within a building. Detailed information about how we
can interface with gas meters and influence gas consumption is also described
in our Green Mind Award 2014 winning project - Sensible Heating Operation
Solutions11.

3.3.4 Maintenance

Once all sensors and actuators, displays and other equipment forming a
smart energy system are installed within a building, they have to be invento-
ried, periodically inspected and maintained. For that reason, we developed the
Building Maintenance Application. With the Building Maintenance Application,
all deployed inventory can be tagged and tracked. The location of each item is
then known. This is especially important in case of failure of some of the equip-
ment. The maintenance workers have to be able to easily to locate a piece of

11http://www.rug.nl/about-us/who-are-we/sustainability/green-mind-award/senseos.pdf
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equipment having a defect. Also, some equipment may need to have periodic
checks due to internal regulations or even legal ones. For that reason, we devel-
oped the Building Maintenance Application.

The Building Maintenance Application consists of a mobile and a server
parts. The mobile part serves for in-field tracking of items as well as report-
ing of defected parts. The server part has responsibility of gathering and storing
data regarding the inspected and maintained items. This enables functionali-
ties such as generation of automated reports, and generation of periodic tasks
for maintenance workers to perform. The mobile side of the Building Mainte-
nance Application is implemented using the Android SDK. It uses MySQL lite
DB for storing tasks locally. The server side of the application is implemented
using Java, Spring Framework and Kundera. It does automatic conversion from
Java objects to NEO4j nodes and Cassandra entries. Detailed information about
the implementation can be found in (Jans 2015). In Figure 3.12, we show the
front-end of the first version of the Building Maintenance Application mobile
application.
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Figure 3.12: Mobile App, Building Maintenance Application



Chapter 4

Deployments of the GreenMind Smart
Energy System

D eployment in operating environment presents many challenges, most of
which are unexpected. We present how each component of the imple-

mented architecture is integrated and deployed in the Bernoulliborg.
Deploying a software system in an operating environment, such as an Uni-

versity building, besides technical, brings organizational and communication
difficulties, especially when it comes to software that interferes with an envi-
ronment occupied and used by people. The challenges may be of different na-
ture, from getting approvals for deployment, through legal regulations regard-
ing equipment installation, all the way to mechanisms to protect people’s safety
and privacy. Moreover, cooperation with other departments responsible for in-
stallation and maintenance (such as Facility management or IT services depart-
ment) has to be established. Equipment such as sensors, actuators, thin clients,
servers, etc. has to be purchased and delivered by suppliers. This kind of depen-
dencies on external parties may result in unwanted realization delays.

Additional work on implementation may be required as well. Once we en-
counter the limitations in an operating environment, we may notice that some of
our previously developed solutions need additional adjustments to fit the exist-
ing infrastructure. For example, the display resolution of the energy dashboard
presenting a building consumption may need to be adjusted to fit the previously
installed or new displays; or software for the control of workstations’ sleep mode
need to be adjusted to be able to install it to both workstations managed by IT
services department, and those that are directly managed by occupants them-
selves.

However, once we overcome the mentioned hurdles, necessary equipment
can be placed in the operating environment and implemented software can be
deployed on it. This leads to system integration. “In engineering, system inte-
gration is defined as the process of bringing together the component subsystems
into one system and ensuring that the subsystems function together as a sys-
tem” (Gilkey 1959). During system integration, all components are connected
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to each other in one platform. Usually, the integration process reveals addi-
tional adjustments that have to be implemented. The integration happens be-
tween the ”neighboring” components, most often inter-dependent components.
Therefore, inter-dependent components should also be visible to each other, in
technical terms, they should be on the same network or sometimes even in the
same sub-network. For example, in order PCs to be controlled by the system, at
least Sleep Management and Orchestrator components should be deployed on
the same sub-network as PCs, so they are able to exchange messages.

The deployment can be done in phases. As there are more different energy
consuming subsystems (e.g., lights, workstations, appliances, heating, etc.), a
team responsible for realization may decide to tackle one subsystem at a time.
Therefore, only components that ensure full functioning of a subsystem sense-
decide-control loop have to be installed first. For example, to control the worksta-
tions, we need to have deployed a client application on each controlled worksta-
tion, a server application that gathers data and decides how to control, a database
where all activity and control data is stored, and a messaging queue application
responsible of ensuring the availability of the required communication between
the components.

When talking about deployment, one has to be aware that it includes also
work at different locations of a building (offices, meeting rooms, restaurants,
etc.). Therefore, occupants that inhabit these spaces also have to be timely in-
formed and involved in deployment process. As we control different energy-
consuming subsystems, we defined several different locations to be our living
labs, where the subsystems work in environments occupied by users. It is im-
portant to mention that the smart energy system is deployed on top of the exist-
ing building automation system. In the following, we describe locations used as
living labs, as well as how each functional group is deployed at those locations.

4.1 Living Labs
In total, we use six spaces as living labs. Three living labs are used during de-

velopment and testing of prototypes, and another three are used at a later stage
for final deployment of solutions in the operating environment. In Table 4.1,
we list the living labs, their location, area, and number of devices deployed per
living lab.

Three labs that are located on the 5th floor of the Bernoulliborg have in their
name the prefix DS. The DS prefix stands for Distributed Systems, as the labs are
created in space used by the Distributed Systems research group1. Therefore, we

1http://distributedsystems.nl
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Living Lab Location Scale Devices
DS Offices 5th floor 12 rooms 45 sensors

DS Lab 5th floor 1 room 7 PCs
DS Social Corner 5th floor 1 room 1 display

BB Entrance Ground floor 1 large room 4 display
BB Workstation Offices 14 offices 14 PCs

BB Restaurant Ground floor 1 large room 45 sensors and actuators
Total number: 30 rooms 116 devices

Table 4.1: Living Labs in the Bernoulliborg building

first list DS living labs.

The DS Offices lab is spread across 12 different rooms on the 5th floor, includ-
ing offices, a meeting room, a social corner and a kitchen. In this lab, we have
45 measuring sensors. The purpose of this lab is monitoring personal consump-
tion of users, as well as monitoring joint consumption per device in the meeting
room, social corner and kitchen.

The DS Lab is located in one room on the 5th floor. There, we have 7 control-
lable workstations installed. The purpose of this lab is monitoring and operating
workstations consumption in a controlled environment.

The DS Social Corner lab is one room where kitchen equipment and lounge
furniture are located. In this space, we placed a monitor to display common
consumption to get end-user feedback on the energy dashboard during the de-
velopment phase.

The rest of the living labs are located in the spaces used by the general build-
ing occupants and building visitors. BB Entrance lab is one large room located
at the entrance of the Bernoulliborg. There, we used existing displays to show
building common energy consumption in a real working environment.

The BB Workstation lab is located in the private offices throughout the build-
ing. Software interfaces controlling individual workstations are deployed in 14
offices, covering 14 workstations. The purpose of this lab is monitoring and op-
erating workstation consumption in a actual working environment.

The BB Restaurant lab is located in a large room on the ground floor, and
shown in Figure 4.1. There, we installed 45 sensors and actuators. 30 sensor-
actuators are in charge of measuring consumption of the 30 light fixtures, while
15 sensors are responsible for detecting presence in different areas and measur-
ing light levels.
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Figure 4.1: Deployment of sensors in the Bernoulliborg restaurant

4.2 Users
The users occupying living labs differ. In the DS living labs, users are mostly

researchers and a few staff members responsible for the administration (e.g., sec-
retaries). In the BB Workstation lab, the users are both staff and research members
who possess a workstation and who voluntarily applied to be part of energy
saving experiments.

The BB Entrance and the BB Restaurant labs comprise the same connected
space and therefore the same number and type of users applies (occupants and
visitors of the Bernoulliborg). The approximate number and type of users per
living lab is shown in the Table 4.2.

In total, we estimate that 886 users are affected by the system, mostly being
students, researchers, faculty employees and visitors. Even though the capacity
of the restaurant is only 200 persons at the same time, we estimated that about
800 users circulate during the lunch period.

4.3 Deployed Solutions
We have developed, tested, and deployed a number of energy saving solu-

tions, including: (1) Consumption measurement, (2) Consumption display, (3)
Computer Sleep Mode control, and (4) Lighting control. The techniques and al-
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Living Lab Aproximate no. of users User type
DS Offices 15 Researchers, administrative staff

DS Lab 7 Researchers
DS Social Corner 50 Researchers, administrative staff

BB Workstation 14 Faculty employees
BB Entrance *800 Students, employees and visitors

BB Restaurant *800 Students, employees and visitors
Total number: 886

Table 4.2: Approximate number and type of users per living lab

gorithms used to develop these solutions are described in Section 3.2.
In most cases, the deployment is done using Docker. Docker is an open plat-

form for building, shipping and running distributed applications2. It gives pro-
grammers, development teams and operations engineers the common toolbox
they need to take advantage of the distributed applications. Docker allows com-
posing applications from micro-services, as well as the ability to deploy scalable
services, securely and reliably, on a wide variety of platforms. It provides appli-
cation portability, by packaging application, dependencies and configurations
together to ensure that an application will work seamlessly in any environment
on any infrastructure. Using Docker, we satisfied non-functional requirements
NFR2, NFR3, NFR4 and NFR11 (Section 2.2.2).

In this section, we give more details on the deployment of each solution.
Then, we present the setup and concrete information regarding the deployed
infrastructure.

4.3.1 Consumption Measurement

The Consumption Measurement system is responsible for collecting data
about the real-time energy and other consumptions, and transfer the data to the
database. This enables later presentation of the data for purposes of data analysis
or provision of feedback to system maintainers and system end-users.

As a part of the Consumption Measurement system, we deployed two so-
lutions: one for individual energy consumption and one for overall building
consumption measurement. To understand individual energy consumption and
its patterns, we deployed electricity measurement devices in 12 areas on the 5th
floor of the Bernoulliborg. Layout of the consumption measurement lab is illus-

2https://www.docker.com
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trated in Figure 4.2 and Figure 4.3. The areas that are measured by the system
include eight offices, two hallways, one kitchen area, and one meeting area. Over
the course of six weeks, from mid May to late July 2013, the office environment
on the fifth floor of the Bernoulliborg building has been monitored 24 hours a
day and 7 days a week. The information from Consumption Measurement was
used to develop the BackOffice component which serves to model building spa-
tial data and to assign particular measurement devices to users, users to rooms,
etc.

Figure 4.2: Consumption measurement - rooms 562, 564, 566, 568 and the kitchen
area

The Consumption Measurement component is deployed in the operating en-
vironment and at the moment of writing this thesis it is working for more than
one year. In the first deployment, it was deployed as experiment to determine
potential savings per type of energy consuming device (Jilings and Heitmeijer
2013). Electricity consumption per measuring device (plug) was collected with
frequency of 5 minutes and stored in the database. One of the conclusions of this
work was that installing a building management system that controls multiple
occupied offices has the potential to save energy. More specifically, the estimated
energy savings from lighting range from 36% for corridor lighting to 56% for of-
fice lighting. Energy can be saved also on the appliances, namely, 56% for the
coffee machine, 28% for the water boiler, 22% for a regular workstation, 9% for
the fridge, and 7% for the microwave. When these potential energy savings are
combined they reach average a potential energy saving of 27.5%. If the excesses
of the research workstations, that are operated 24 hours a day and 7 days a week,
are taken into account the potential energy savings are 15%.
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Figure 4.3: Consumption measurement - rooms 493, 590, 591, 594, 596 and the
meeting area

Subsequently, consumption measurement component was revised and de-
ployed to collect electricity consumption from employees with the purpose of
displaying consumption data in a gamified way, with the purpose of motivating
employees to perform energy saving actions (Dekker and Brandsma 2015). The
Energy Competition Dashboard is illustrated in Figure 4.4.

Besides individual electricity consumption measurement, we also measured
overall consumption for the whole building. To do that, we developed a hard-
ware solution, Smarter Meter which is deployed to the building’s main electricity
meter, as shown in Figure 4.5. This solution ensures data collection from the me-
ter’s pulsing led lamp using optical sensor and its transfer to our database. Once
the pulse data is in the database, it is converted to more meaningful units (i.e.,
kWh) and ready to be shown in presentation layer (e.g., energy dashboard).
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Figure 4.4: Energy Competition Dashboard for occupants of the Bernoulliborg

Figure 4.5: Smarter Meter deployment on the main electricity meter

4.3.2 Consumption Display

The Consumption Display has responsibility to present consumption data to
system maintainers, end-users, and other interested parties in simple and usable
way, that enables fast understanding of consumption, as well as to give feedback
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and ideas about eventual conservation actions.
To understand the patterns of electricity and other consumptions at the level

of the building as a whole, as well as to present the building energy consump-
tion to occupants, we developed a consumption display and deployed it in the
Bernoulliborg building. At first, the consumption display was placed at the DS
Social Corner lab, (Figure 4.6), and once proven that the solution is stable enough,
it was deployed to BB Entrance and other screens on the first floor (Figure 4.7).

Figure 4.6: Test consumption Display at the 5th floor of the Benoulli building

The information shown on the consumption display consists of a daily view
and a monthly view of the overall building electricity consumption, together
with gray lines showing planned daily consumption. The planned consumption
is calculated as defined percentage of expected saving (in our case 3 percent)
of average consumption for that particular day. The average is calculated as an
average of all the same days for as many years stored in historical data (in our
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Figure 4.7: Consumption Display at the ground floor of the Benoulli building

case 5 years). The calculated value is marked as the planned consumption and
taken as a daily goal to be achieved.

We use this mechanism to raise awareness on energy consumption, as well as
to try to change the behavior of of building occupants. This is achieved by pro-
viding them with an energy saving goal and suggesting concrete saving actions
that they can do in order to contribute to this goal. If the actual daily consump-
tion is below 90% of the planned or aimed one, then we color it green, indicating
that the goal is achieved. Between 90% and 110% it is colored yellow. Every-
thing above 110% of planned daily consumption is colored red, indicating that
the goal is not achieved. To serve the same purpose, that is, to motivate energy
preservation behavior of occupants, we also display the amount of money that
needs to be payed for consumption that day, amount of CO2-equivalent emitted
(in kg/day) as well as the saving tip of the day (e.g., ”Please remember to turn
off your pc when you have finished working”).

The consumption display is developed in two variants, one for building oc-
cupants and one for facility managers. The variant for building occupants is opti-
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mized for large screens, without scrolling possibilities, containing energy saving
incentives that may motivate building occupants for action. The variant for facility
managers contains more advanced options, such as integration with weather in-
formation and occupants presence data, as well as access to control dashboards.

4.3.3 Lighting Control

The Lighting Control solution has responsibility to control lights based on
environmental data collected by sensors (e.g., PIR and LUX sensors), with the
goal of reducing energy consumption whenever and wherever that is possible.
The Lighting control system is deployed in the restaurant on the ground floor of
the Bernoulliborg. The restaurant is located on the ground floor of the Bernoulli-
borg. The restaurant covers a total area of 251,50 m2 and has a capacity of 200
sitting places. The restaurant has glass walls from three sides, providing a sig-
nificant amount of natural light when the weather conditions allow for it. The
restaurant area is used for lunch from 11:30 a.m. 2:00 p.m. Outside these hours,
the area is used by staff, students, or other visitors for working, meeting, or other
social activities.

Figure 4.8: Placement schema of the sensors and actuators in the restaurant at the
ground floor of the Bernoulliborg

The restaurant area is an open space divided in two sections. We make use
of this division in the deployment. The layout is illustrated, together with the
locations of deployed sensors and actuators, in Figure 4.8. In particular, each
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section has 15 controllable light fixtures, making 30 in total. There are several
light fixtures that are uncontrollable and represent security lamps. While we do
not control these, we take into account the light that they provide. In addition,
there are two types of controllable fixtures. The first ones are large and have
38W of power consumption each, and small ones, each of which has 18W. These
fixtures are controllable using the actuators attached to them, which also serve
as sensors by providing information about the fixture’s power consumption. We
installed 15 sensors, three to measure the natural light level, and the rest to detect
people’s movement. In order to make more meaningful use of the restaurant
space given the movement sensors, we divide each section into smaller spaces,
called areas. In our case, a section comprises of more areas. In each area, we
embed a movement sensor to understand environment conditions (e.g., level of
light, and presence or absence of occupants within area).

We attached sensors and actuators to each individual lamp, marked as full
circles in Figure 4.8. Using the sensors and actuators, we measure the consump-
tion as well as control each individual lamp or group of lamps. Besides that, we
also deployed motion and light sensors (in the figure represented as triangles
and rectangles, respectively). These sensors give input to the Decision Making
component which decides when the lights do not necessarily need to be on (e.g.,
when no one is present in a particular area, or when natural light provides sat-
isfying level of light). Using this system, we reduce electricity consumption by
using the lights only when they are absolutely necessary. For the restaurant area
alone, the experimental results show that electricity savings of 86% were achie-
ved.

4.3.4 Computer Sleep Mode Control

The Computer Sleep Mode Control has the responsibility to gather data about
the status of computers and their usage, with the goal of adjusting sleep mode
timeout value to the minimum user-satisfying value to introduce additional en-
ergy savings from computers. In order to understand the patterns of workstation
usage, sleep timeout preferences of employees and part of the consumption com-
ing from workstations, we have deployed Computer Sleep solution initially for
7 workstations at the DS Lab, and later on to the BB Workstation lab covering 14
workstations within the 14 offices in the building.

Per monitored workstation, we show the activity (working or idle) and sta-
tus (off, on, sleep). Besides that, we automatically adjust the sleep timeout of
workstations (non-functional requirement NFR7). We developed features that en-
able remote execution of commands such as: 1) send to sleep, 2) wake up, 3) turn
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off, and 4) turn on, but they are disabled as we want to minimize interference
with employees work on their PCs. In other words, we only adjust the sleep
timeout value and leave the operating system to send a PC to sleep mode once
the operating system concluded that there is no active (e.g., using keyboard or
mouse) nor passive interaction (e.g., watching movie, listening to music, etc.).
The activity and status of workstations are shown on a dashboard, Figures 4.9
and 4.10.

Figure 4.9: Computer Sleep Mode - Control and Analysis Dashboard

Figure 4.10: Computer Sleep Mode - Activity and State Analysis Dashboard

Historical data is also kept in the database. Historical data serves to deter-
mine user consumption from workstation as well as electricity savings using our
automated sleep timeout adjustment. For the algorithms we use, the minimum
timespan for data collection which is needed for learning the user behavior is one
month. From the database information, we generate various reports which serve
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to inform facility managers and to motivate building occupants about further
energy preservation.

4.4 Additional Considerations

During the realization of the project to make the Bernoulliborg more sustain-
able, several retrofitting solutions were proposed and realized. This work led to
efficiency improvements, energy and water savings, and waste reduction. These
solutions are realized by a multidisciplinary team including project leaders, com-
puter scientists, software developers, university sustainability and energy man-
agers, building and facility managers, demand manager, behavioral scientists,
communication officer, installation and maintenance workers, electricians, etc.

4.4.1 Electricity Consumption Reduction using Sensor Holders

The Sensor Holder solution (Figure 4.11) enables adjustment of sensor di-
rection with the goal of increasing presence detection and reduction of a sensor
timeout. This leads to energy use optimizations by providing lights only when
they are needed for the period they are needed. Using this solution we reduced
the consumption of office lights in the Bernoulliborg. Previously, most of the
movement sensors were located far from the location where occupants were per-
forming their work. That way, sensor timeouts were too long, causing the lights
to stay on unnecessarily for 30-45 minutes after the occupant had left the office.

We understood that fixed sensor positioning in offices is indeed an issue as
their visibility range is limited and location of workers may be changed in time.
That is why it is important to have ability to adjust sensor direction, to increase
accuracy of presence detection. Increased presence detection gives ability of sen-
sor timeout reduction, which reduces the time the lights stay on when that is not
necessary (i.e., where is no-one present in an office).

Now, lighting within the Bernoulliborg offices is optimized by developing a
hardware solution, an intermediate sensor holder, and deploying it to existing
movement sensors in each office of the building, in total 180 offices. This sensor
holder makes it possible to point the movement sensor in the direction of an
employee, which gives better presence detection as well as the opportunity to
reduce the light timeout to a much lower value. The turn off light timeout has
been reduced from 45 to 15 minutes, which leads to monthly savings of about 2
hours for lighting per office per day.
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4.4.2 Water Consumption Reduction using Flow Reducers

The purpose of the Water Consumption Reduction solution was to col-
lect data on water consumption, to provide understanding how water is con-
sumed within a building as well how this consumption can be affected, both by
retrofitting as well as providing feedback to end-users, mainly responsible for
this consumption.

Water saving devices (Figure 4.12) have been installed on all the water faucets
within the building. Previously, a lot of water was unnecessary flowing when
the building occupants washed their hands or their dishes after lunch. Thirty-
five water saving aerators in total have been added to the faucets and this way
the water flow from faucets is reduced by up to 50%, that later measurements
showed represents 5% of total water consumption in the building.

4.4.3 Waste Separation Process Change

The purpose of the Waste Separation Process Change was to collect data on
separated waste, and to observe possible optimizations from the change in this
process.

In the Bernoulliborg, the waste separation process has been completely
changed. Instead being able to dispose only general waste and paper, the occu-
pants of the Bernoulliborg now have the opportunity to separate two additional
types of waste (plastic and cans). Thirty new waste separation bins (Figure 4.13)
have been deployed across the building and all old bins for general waste have
been removed from the offices and common spaces.
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Figure 4.11: Deployed intermediate sensor holder

Figure 4.12: Water faucets with water flow reducers
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Figure 4.13: New waste separation bins





Chapter 5

Optimizing the GreenMind System
Infrastructure

The proposed GreenMind system is used to optimize the use of resources
in buildings. However, it is also important to optimize resources used by

the system itself. This is relevant for a number of reasons. Firstly, to make the
system economically sustainable, we have to support requirements coming from
the business side, such as cost effectiveness and scalability. Moreover, the system
should also support sustainability principles itself. In other words, an organiza-
tion providing such a system should use the minimum resources required for its
proper functioning.

To support these business and sustainability requirements (NFR9 and NFR10
- Scalability, BR1 - Cost effectiveness, BR2 - Controllability), we decided to use cloud-
based infrastructure as one of our technological choices. Clouds are defined as
a large pool of easily accessible virtualized resources (such as hardware, devel-
opment platforms and/or services) which can then be dynamically reconfigured
to adjust to a variable load, allowing for optimum resource utilization (Vaquero
et al. 2008).

Cloud services are used for storage and data processing. The GreenMind
system collects, stores and processes a large amount of sensor data, and that is an
additional reason to use cloud services. Moreover, the cloud has high availability
from any location, which enables central data storage and large data processing.
More importantly, as the cloud has an essentially unlimited amount of resources,
it can easily support the technological and business scalability. Clouds also scale
cost efficiently. In other words, the use of cloud resources can be requested and
its use terminated at any time, while the resource requester only has to pay for
the time that the cloud resources were used.

Independently from the fact that the cloud is abstractly described as an un-
limited source of computing resources, it is important to understand that in real-
ity a cloud consists of actual physical resources (e.g., servers), which use energy,
cost money and contribute to greenhouse gasses emissions (Pernici et al. 2012).
For large companies that are using a huge number of cloud resources, energy
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consumption plays an important role. As an illustration of a possible magnitude
of consumption, a Google data centre consumes as much power as a city the size
of San Francisco (Buyya et al. 2009).

Large organizations such as universities and governments use hundreds of
buildings for their operations. As we expect to serve such organizations, our
system will need to support hundreds of buildings with different services. In-
creasing the number of buildings to be supported will cause significant load on
the system and will require a lot of computing resources. Even though energy
and economic savings generated by internal infrastructure optimizations may
be significantly smaller compared to optimizations achieved in the field (i.e., in
the clients’ buildings), the optimization will lead to lower costs of infrastructure,
higher economic acceptance and lower environmental impact.

To fully exploit the benefits of the cloud, one still needs to carefully manage
the dependencies between different parts of the system to be deployed. This
ensures that all services are in place, resources that are not required are not
launched (or are shut down) to achieve near-optimal resource usage. The man-
ual managing of an increasing number of services may be also very difficult and
can lead to additional inefficiencies. Still, practice shows that many large com-
panies that are working with sensitive data schedule cloud resources manually.
Without automated scheduling, managing dependencies is error prone and very
complex for humans, and potential savings are hard to be achieved. Further-
more, resource requests coming from different users may not be handled in a
fair and optimal manner. A resource requester can be anyone requesting busi-
ness services, e.g., a customer requesting different services, such as reporting or
benchmarking for the purpose of an inspection. Frequently, consensus about the
actual priorities for resource utilization may not be achieved, and the resources
are allocated in a first-come-first-served or some other more arbitrary way. These
arbitrary decisions lead to a non-optimal resource utilization and, therefore, put
additional costs on a company.

To optimally deploy several kinds of client service requests, we use
two AI techniques, scheduling (Degeler 2014, Nizamic et al. 2012) and plan-
ning (Georgievski 2013, Georgievski et al. 2013, Georgievski and Aiello 2012).
Examples of those requests are temporary use of energy dashboard, a service of
performance benchmarking of buildings within an organization, periodic consump-
tion prediction, fault detection in installations, various reports generation, execution of
learning algorithms, etc. These activities can be initiated from several groups, re-
questing different amounts of resources that have to be used for different amount
of time. For example, a service of consumption prediction can be periodically re-
quested before building performance meetings. Another example is a request
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for a service of benchmarking buildings for preparation of an organization sus-
tainability report for an inspection event. Some services can be also internally
invoked, for example, if a fault of a sensor is detected, an internal service of re-
running a learning algorithm may be internally triggered. Once a schedule of
service deployment is generated, then we use planning to prepare the optimal
configuration for deployment. This minimizes manual work and reduces the
wasting of resource as well as the risk of human error.

5.1 Scenarios of Cloud Resources Optimization for
an Energy Company

Let us now consider two scenarios of a company providing a smart energy
system for energy monitoring and control of energy-consuming devices. This
company provides to its clients several types of cloud-based services: energy
monitoring, energy dashboards, smart lighting, smart appliances, smart work-
stations and smart heating and cooling control. Moreover, it offers advanced an-
alytics services such as building performance benchmarking, consumption pre-
diction, equipment fault detection and predictive maintenance, the generation of
various reports, etc.

These services are requested by clients and provided by the energy company
on demand, in the same manner as cloud services. The services may be requested
at different points in time and may be used for varying periods. Customers want
to have flexible services that are available when they need them, for the period
they need them. That way, they use service(s) only for the time the service is
really necessary, instead of having the service for a fixed period of time.

However, this flexibility introduces uncertainty from the service-providing
company side. It is difficult to know how many services will be requested as
clients may request any number of services at any moment. Considering that the
company may have certain financial limitations for the infrastructure, as well
as that client requests may have different priorities, the optimization of cloud
utilization starts to play an important role. The optimization of use of cloud
resources ensures that the resources that do not have to be used are not used.
This leads to both monetary and environmental savings. When the system scales
from one building to more buildings, and eventually to a whole city (i.e., a smart
city), savings also become financially significant.

Therefore, the two scenarios in which the energy company could optimize the
use of cloud resources are: (1) after receiving resource requests from clients, the
scheduling algorithm is used to generate of a near-optimal schedule of services
to be deployed, and (2) once that the deployment schedule is in place, a planning
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algorithm is used to make a list of actions to be done (a plan) for an underlying
deployment of dependent back-end services. In Figure 5.1, we present the sys-
tem architecture, how cloud services for deployment are being scheduled, and
thereafter how planning is used to deploy previously scheduled cloud services.

5.1.1 Scheduling of Cloud Services

Let’s now turn to see how scheduling technique can be used to optimize
cloud resources used for a smart energy system. To show the feasibility of the
approach, a prototype has been implemented. This is a result of a joint work with
Viktoriya Degeler and the related implementation is performed by her, while the
problem description, the system architecture and the demonstrating example are
provided by the author of this thesis.

In the following, we describe cloud resources and the specifics of requests
for the cloud resources, the behavior of the system, and the responsibilities and
functionality of each component of the system.

Cloud Resources

A cloud can be seen as a set of computational and storage resources. We refer
to the smallest unit of a cloud infrastructure as a resource, be it CPU, memory or
a single, stand-alone server. The term Resource is an abstraction that represents
an instance of a cloud used as computing or storage capacity. Resources can be
shared or exclusively used, and can have different services deployed onto them.
All resources in a cloud that are available for usage are showed in a resource
inventory. We assume that the number of available resources is limited by com-
pany’s planned budget for the infrastructure. Sometimes, companies may also
want to limit a number of used resources to a number of free cloud resources of-
fered by cloud resource providers. We focus on resource scheduling, and, with-
out loss of generality, we will use a hardware agnostic approach.

Requests for Resources

The request for resource utilization come from resource requesters (e.g., clients
using a specific service). To request the resource, one needs to know which ser-
vices are needed to fulfil a complete functionality or a job (e.g., reducing lighting
energy consumption using a smart controller service and evaluating savings us-
ing an analytics dashboard), what type of resources are required, and for how
long and in which way those resources will be used. These parameters represent
input parameters for the scheduling service.

A request for resources is composed of the three following elements: a resource
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demand, a policy and a request. A resource demand contains: the resource type,
the required number of resources, and information whether the resource can be
shared or it must be exclusively used (e.g., a resource requester needs two in-
stances of an Energy Dashboard service that may be shared or invoked by more
service consumers). There can be more resource demands under one request for
resources. A policy defines an amount of time for which a resource is required,
and a parameter which defines how the resource needs to be used (e.g., the En-
ergy Dashboard is used for five consecutive days without interruption). From
the perspective of a client evaluating a Smart Control service, one request for
resources could be: in order to evaluate the Smart Control Service which may
be evaluated by Energy Dashboard Service, we need to demand two resources
of types Smart Control Service and Energy Dashboard Service, which will be
used exclusively for five consecutive days. This request for resources defines a
dependency between two services.

System Behaviour

In Fig. 5.1, we show our proposal for a system architecture to provide cloud
resources to resource requesters, taking into account the above-mentioned limi-
tations. The sequence of actions and flow of information is the following. The re-
source requesters submit their requests to the Resource Request Service. Then, the
Scheduler Service is invoked. The Scheduler Service provides an optimized sched-
ule as an output. The schedule defines which resources are assigned to which
time slot. Next, the Planner Service generates a list of actions (a plan) to deploy
underlying back-end applications/services. When the Deployer Service receives
a plan, it physically deploys the services to the resources, as per the plan. After
the deployment process is finalized, testing scripts are executed in order to de-
fine the status of the services, or/and to execute the initial preparations of the
services.

When services are up and running, the Distributed Configuration Service keeps
track of the physical locations (endpoints) of the services, and gives an input to
Monitoring Service which shows the current status of each individual deployed
service. In case additional requests are submitted, re-scheduling can be dynam-
ically invoked, while a number of used cloud resources would stay within the
limitations given by the resource requester.

In the following, we explain each component of the architecture in more
detail. The Resource Request Service is responsible for communication with the
Scheduler Service and the preparation of requests in a form understandable by
the Scheduler Service itself. The Scheduler Service is responsible for the provision-
ing of an optimized Schedule as the output for structured requests for resources
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Figure 5.1: System Architecture

as an input. The provided schedule maps the requests for resources to the avail-
able time slots in an optimal manner. In the following section, the scheduler
service will be described in more detail. The Planner Service is responsible for the
creation of a plan necessary for the composition of applications or services to be
deployed. The Deployment Service is responsible for the physical deployment of
requested services to appropriate cloud instances. The input to the deployment
service is a previously generated plan for services. The goal of the Deployment
Service is to deploy the services and configure them to run. This process is im-
proved by using the planning service, which is described in Section 5.1.2.

Additionally the Deployment Service is responsible for updating the Dis-
tributed Configuration Service (DCS). The DCS is responsible for the maintenance
of information about the physical location of each cloud instance. Initially, when
services on instances are deployed, it will send the update to DCS, which will
store the information about its location. Location information will be represented
in a form of endpoints that will point to specific instances. The Monitoring Ser-
vice is responsible to represent the current state of each service deployed on a
cloud instance (up and running, down, instantiating, deploying, restarting, etc.).
Additionally, information on the performance of individual services is being col-
lected.
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It is worth noting that there are plenty of build automation tools that sup-
port different part of the described process. They support the build automation
process by generating scripts, or by supporting continuous integration or con-
figuration management processes. However, they depend on human factor for
scheduling of services to be deployed or for configuration to be defined. In this
work, we automate these processes to reduce human error and to optimize re-
source use.

Demonstrating Example

In order to show how Scheduler Service provides optimization, we have de-
fined an example that represents a typical situation for a company providing
energy consumption optimization services. This example is an equivalent to the
example presented in (Nizamic et al. 2012) with a different application area.

Let us assume that this company provides to its clients several types of cloud-
based services, e.g. energy monitoring, energy dashboards, smart lighting, smart
appliances, and advanced analytics services.

To complete a specific task, quite often clients need a set of services to run to-
gether. For example, to evaluate an effect of the Smart Lighting Service and the
Smart Workstation Service, a client needs also the Energy Dashboard Service.
These services may come in different versions, e.g., the Dashboards having dif-
ferent data presentation on the front-end, and the Smart Control services using
different control algorithms. The set of these services provides the full function-
ality of a task that a client needs to complete. That way, one request embodies
a specification of needed complete working environment that provides the full
functionality of the system. Also, one request links more services and that way
implicitly defines dependencies among them. List of the requests for resources
required by several clients (below represented by Client-i, where i=1..6) is pre-
sented in Table 5.1.

Each of clients has specific needs for resources. Those needs are reflected
in the description how and how long resources will be used; if resources can
be shared with other teams or not, and if they need to be used continuously,
repeatedly or if some other policy should be implemented.

Given the total of 120 hours (5 working days 24 hours each), and the limit of
maximum 25 simultaneously used resources, the schedule for one working week
produced by the Scheduler is shown in the Table 5.2.

Total number of used resources provided by this schedule is 1680 server-
hours, and it is optimal in regard to number of resources used in one working
week. Every other schedule would lead to less or in best case equally good solu-
tion.
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Table 5.1: List of requests

Request Client-1 Client-2 Client-3 Client-4 Client-5 Client-6

Shared? Y N Y N Y N Y N Y N Y N
SmartLighting v1 8 8 4
SmartLighting v2 4 4 4

Dashboard v1 4 4 1
Dashboard v2 2 2
Dashboard v3 2

SmartWorkstations v1 2
SmartWorkstations v2 1 1 2 1

Duration (hours) 72 2 48 24 2 24
Cycle duration - 24 - - - -
Number of jobs - - - - 6 -

Policy Cont. Repeat Cont. Cont. Multi Total

Table 5.2: Optimized schedule

Mon Tue Wed Thu Fri

Client-1 20:00-23:59 00:00-23:59 00:00-23:59 00:00-19:59
Client-2 22:00-23:59 22:00-23:59 22:00-23:59 22:00-23:59 22:00-23:59
Client-3 00:00-23:59 00:00-23:59
Client-4 00:00-23:59
Client-5 08:00-19:59
Client-6 20:00-23:59 12:00-23:59 20:00-23:59 20:00-23:59

Scheduler Service Performance

Finding the optimal schedule is an expensive task in terms of computational
resources, known to be NP-hard problem (Chen et al. 1999). Practically, we en-
sure that the Scheduler can sustain a certain level of demand increase, and re-
main practical for higher number of requests.

As the scalability is an important characteristic of cloud computing, the per-
formance evaluation investigates the ability of the scheduler to scale with the
increase in the number of time slots, and also shows the usability of the sched-
uler with the increase in the number of requests.

The experiment was conducted on a 64-bit Windows 7 workstation (standard
workstation provided by the university), comprising processor Intel Core 2 Duo
CPU E8400 at 3.00GHz and memory 4,00GB RAM.
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Number of Time Slots

Often, the scheduling of resources in a cloud is done on an hourly basis. Thus,
if we take into account a working week, the number of time slots can be up to 40
(8 hours times 5 days). Thus the ability of the scheduler to scale with respect to
time slots is important. Based on a typical scenario, we performed an experiment
to run the Scheduler with 5 randomly generated requests and schedule them on
a period from 5 to 50 time slots, representing a typical client request duration.
The results are presented in Figure 5.2. As can be seen, even the scheduling for
50 time slots takes only about 2.8 seconds. Taking into account that this schedul-
ing is done for the distribution of resources over a full week, we consider the
performance to be within acceptable bounds.

Figure 5.2: Scheduler performance based on the number of time slots.

Number of Requests

The number of requests causes much bigger strain on a scheduler, because
at each time slot it needs to regard 2nReq possibilities. As mentioned before, the
scheduler is optimized to work well and to find optimal solution under small and
stable number of requests. However, since we assume the possibility of requests
increase, we implemented the dynamic relaxation of the optimality requirement,
and instead we try to search fast for a solution that is satisfactory for a typical
number of customer requests (i.e., 1-4 requests). The dynamic relaxation is done
by implementing a gradual approach in the following way: if the number of re-
quests is higher than a certain predefined number, in the experiment it was set to
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Figure 5.3: Scheduler performance based on the number of requests.

8 (i.e., double value of maximal expected typical number of customer requests),
the requests are split on several groups. We run the Scheduler for the first group,
obtain the optimal schedule for this group, and than freeze the already scheduled
requests in their time slots, and begin to schedule a second group, taking into ac-
count the already scheduled requests, and so on. Note that while this approach is
”greedy”, thus not guaranteed to return the optimal solution for the full number
of requests, the returned solution is still effective, because if the next group of re-
quests contains resources that can be shared with those in the previous groups,
this situation is always detected and it automatically gives preference to those
time slots that allow for maximum sharing of resources with already scheduled
requests. Figure 5.3 shows the time needed to schedule up to 100 requests.

5.1.2 Planning of Cloud Applications Deployment

Planning techniques can further improve the deployment process. To show
the feasibility of the approach, a prototype has been implemented. The prototype
is a result of a joint work with Ilche Georgievski and the related implementation
is performed by him, while the domain knowledge and demonstrating example
are provided by the author of this thesis.

In the following, we: (1) describe cloud applications for a smart-energy sys-
tem, (2) describe deployment as a planning problem, (3) present a demonstrating
example, (4) present hierarchical planning domain model and finally (5) present
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experimental evaluation.

Deploying Smart-energy Applications in Cloud using HTN Planning

Cloud services are provided by deploying applications to a cloud. The appli-
cations are no longer installed and run on a single machine, but they are com-
posed of assorted software components that are deployed and distributed across
machines of cloud infrastructures. Given some initial configuration of a cloud
infrastructure in terms of already deployed components, a set of deployment ac-
tions (such as start and stop a component), a desired application, a deployment
problem consists of finding a sequence of deployment actions over components
that compose the desired application.

While the deploying aspect of this process is already fully automated, the
composition of application components is yet to be improved, being still per-
formed either manually or semi automatically with some predefined scripts. The
scripts may ease the process to a certain degree, but their use is limited as they
are exclusively dedicated to specific components and applications. Moreover,
even a small number of components can make the composition process already
strenuous and difficult. Thus, the difficulty increases further with the number
of components to be configured, especially when the components are delivered
over several builds and releases with different compatibilities among each other.
The process of satisfying interdependencies between components then can no
longer be performed manually or with the mainstream tools.

The following is a concrete case from the previously presented domain of
smart-energy applications. Such an applications generally consist of a number
of primary components responsible for dealing with core processes (e.g., sensing
and processing information, executing actions), and several secondary compo-
nents that complete the life cycle of the whole system (e.g., providing communi-
cation means, storing the raw and context data). While being highly interrelated
with each other, these components are implemented as cloud services, and each
one can have multiple versions. Their composition is to be deployed on a cloud
with a cross-platform environment. In actual deployments, the number of com-
ponents that need to be composed can increase as some components may have
multiple instances running, for example, to cover different spaces (e.g., floors, of-
fices, common spaces, etc). This increase in the number of versions and instances
to be deployed, as well as the dependencies between them, make the deployment
problem highly challenging.
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Approach

A common means to facilitate composing components is by using automated
planning. Various planning techniques are already well studied for composing,
for example, Web services (Sirin et al. 2004, Sohrabi et al. 2006, Kaldeli et al.
2011) and information flows (Riabov and Liu 2005, Sohrabi et al. 2013). In the
context of cloud applications, the use of planning, especially general-purpose
one, is scarce. Therefore, we introduce an approach based on general-purpose
planning. We use Hierarchical Task Network (HTN) planning to address the
problem of automated composition of application components. HTN planning
is particularly useful due to its rich domain knowledge and advice on how to
accomplish something. Such knowledge helps in reducing the search space and
therefore finding a solution reasonably fast, if one exists. We propose a strategy
to create an HTN planning problem from a deployment problem. We use the
so-called Aeolus model (Di Cosmo et al. 2012) to define the deployment prob-
lem. In this model, components are resources of various kinds that require and
provide functionalities through ports. Requiring and providing functionalities
implies establishment of interdependencies between components. A requested
application is realised by a sequence of low-level actions, such as create instance,
start instance, bind port, and so forth. We demonstrate the applicability and fea-
sibility of this approach through an experimental evaluation, and we show that
general-purpose planners can be linked to specialised ones to a certain degree.
We use the state-based HTN planner SH (Georgievski et al. 2013) for the imple-
mentation and evaluation of our proposed solution.

HTN planning provides the means for solving deployment problems, and
the Aeolus model enables specifying them. HTN planning (Erol et al. 1994)
is popular and well suited for various domains due to its rich domain knowl-
edge (Georgievski and Aiello 2015). The domain consists of tasks that can be ac-
complished by operators or methods. An operator represents a transition from
a state to another one, while a method predefines how to decompose some task
into greater details. Given an HTN planning problem, which consists of an ini-
tial state, an initial task network and sets of operators and methods, planning is
performed by repeatedly decomposing tasks from the initial task network until
operators executable in the initial state are reached.

Deployment Model

One way to define the problem of configuring and deploying applications on
the cloud is by using the Aelous model (Di Cosmo et al. 2012). The main element
of the model is a component, describing a manageable resource that provides and
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Figure 5.4: Finite State Machine depicting the state transitions of a component

requires functionalities. Through the use of state machines, the Aeolus model
provides a way to encode specific components declaratively by specifying how
functionalities are accomplished. The declarative form makes the model partic-
ularly suitable for a wide range of AI planning techniques. The Aeolus model
allows for a finite set of states for each component. Since the number of states in
practice is rarely higher than three, for simplicity, let us consider a component as
the Finite State Machine (FSM) shown in Figure 5.4. The FSM defines the state
transition processes of a component. A component is initially in an unintalled
state. Upon start, it transitions into an installed state, and then to a running state.
State transitions are accomplished using deployment actions. For example, given
some component in its initial state, it is installed by invoking the startComponent
action. A component that is in a running state can be stopped using stopCompo-
nent, while a component can be eliminated from the current context by invoking
the terminateComponent action.

A deployment problem consists of an initial configuration, a set of deploy-
ment actions, and a request for a new configuration (i.e., application). The solu-
tion to the problem is a deployment run representing a sequence of deployment
actions on components that, when deployed, produce the required configura-
tion.

Deployment as an HTN planning Problem

We introduce an approach to create an HTN planning problem from a de-
ployment problem. We provide a demonstrating example that helps in demon-
strating the structures we encode in the domain model. We use the Hierarchical
Planning Definition Language (HPDL) (Fdez-Olivares et al. 2006) when describ-
ing the planning structures. In the following, we refer to a state transition that
does not depend on any functionality provided by other components as simple
transition. Otherwise, we use the term complex transition.
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Figure 5.5: Example of a pattern for an EnergyDashboard application

A Demonstrating Example

Figure 5.5 graphically represents an Aeolus pattern for composing an Ener-
gyDashboard application in a running state. The main and top-level component
represents EnergyDashboard, which is a dashboard displaying energy consump-
tion. EnergyDashbboard operates using several software services among which es-
sential ones are a Web server and a database. The application requires a database
to retrieve all consumption information (e.g., total building consumption, indi-
vidual user consumption). In this case, Cassandra and Apache2 as components
that EnergyDashboard depends on.

Hierarchical planning domain model

We describe a strategy to encode elements and features of the Aeolus model
mainly into operators and tasks in an HTN domain model.

We encode components, instances, ports as domain types
component instance port, which are all subtypes of the type object. In
fact, each component type, such as EnergyDashboard is represented as an object
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of type component.
While FSMs associate components with states abstractly, component in-

stances are the ones to be in a specific state at planning time. We encode an
instance state using a predicate “(state instance)”, where state is a string repre-
senting the type of an FSM state, and instance is a variable representing the com-
ponent instance. An example of a EnergyDashboard instance w1 in an installed
state is (installed w1).

A component state may be associated with require and provide ports. To
represent the association of a port to a state, we use a predicate “(statePort
component port)”, where statePort is a string representing the type of port in a
specific state, component is a variable representing the type of component that
requires or provides a port represented by the variable port. For example, if
EnergyDashboard requires the httpd port in the installed state, we encode it as
(installed-require energydashboard httpd). Such knowledge holds
for all instances of the respective component. These predicates are therefore
grounded in the initial state and static during planning.

Configuration Processes

Although each different type of an application has its own installation and
running configuration pattern, the process of configuring applications is general
and can be abstracted away. Let us detail how we can accomplish that.

The process of configuring an application requires satisfaction of the depen-
dencies to functionalities provided by components. Let us assume that an in-
stance in an uninstalled state cannot have requirements to be satisfied. We may
then consider two abstractions for complex transitions of components. The first
abstraction refers to acquiring a component functionality in the installed state,
while the second one refers to establishing a functionality in the running state.
We point out that complex transitions representing other configuration types
can be easily incorporated in the current domain model with minor modifica-
tions. HTNs naturally enable encoding knowledge at different levels of abstrac-
tion. This support for modularity enables us to focus on a particular level at a
time (Georgievski and Aiello 2015). We can formulate tasks and encode high-
level strategies in the methods of these tasks before reasoning on low-level tasks
(operators).

We encode each abstraction as a task in the domain model, namely install
and run tasks. Each method of these tasks encodes a specific case. One such
method involves port activation. If a component state is associated with one or
more require ports, the port activation process makes sure that the need of the
current instance for specific functionalities is addressed. That is, if the current
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component instance has require ports that are not active, the method first acti-
vates each port and calls recursively its corresponding task until all necessary
ports are activated. The actual process of port activation is encoded in a sep-
arate task. The task not only activates a required functionality, but also finds
and installs (or runs) a component instance that provides that functionality. An
instance with active require ports can then use the functionalities of other com-
ponents with active provide ports. This is accomplished by another method that
involves port binding. The process of port binding binds require ports to ap-
propriate provide ports. For this process, the method depends directly on the
binding actions. Once we have methods that involve port activation and bind-
ing, we can proceed to the method that deals with the case when all require ports
are active and bound. To address the satisfaction of all require ports, we use a
forall expression in the method for both tasks, install and run. The following
expression is used for the install task.

(forall (?p - port)
(and (installed-require ?c ?p)

(bound ?p ?i ?i1))))

After this constraint check, we are ready to start or run an instance. In the case of
the run task, when running an instance, we have to deactivate the ports that will
be no longer provided by the instance in the installed state. The process of port
deactivation is accomplished using a separate task with multiple methods. Each
method represents a different case to be handled, such as a provide port that is
bound but needed for the running state, a provide port free to be unbound, etc.
The port deactivation task uses port unbinding. The process of port unbinding is
more complex than the binding one, and requires checking for constraint viola-
tion. That is, we have to take care of active provide ports bound to active require
ports. We use a separate task for this process, that is, unbindPorts. This task
does nothing when the port is bound and needed for the next transition. When
all necessary constraints are satisfied, it unbinds a specific port and recursively
calls itself, shown in the following encoding. Being a recursive task, it includes a
base case that performs phantomisation (Georgievski and Aiello 2015).

:tasks (sequence (unbind ?p ?i ?i1)
(unbindPorts ?i))

There are methods in the install and run tasks that deal with the case
when there are no required functionalities for an instance. This means that we
have a simple transition which can be handled by installing the component in-
stance directly. In the case of running an instance, we invoke the port deactiva-
tion task to ensure a valid transition to the running state.
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The modelling of the transitions from a running state to an installed state
and further to an uninstalled state is analogous to the encoding of the tasks we
described so far.

One of the features of these kinds of compositions is that a cycle may occur
between states of different component instances. That is, an instance is expected
to provide a functionality at a specific point in the composition, but it is not pos-
sible because at the same point the instance is required to change its state (Lascu
et al. 2013). We address this feature using the process of instance duplication. In-
stance duplication deals with such cycles by creating as many instances of the
same component as needed, and deploying them in different states at the same
time. We encode instance duplication as a separate method. The method makes
sure that the current component instance is in a specific state and it has at least
one provide port bound. Consequently, a new component instance is created
either in an installed state or in a running state, depending on the type of config-
uration.

Experimental Evaluation

The main objective of our experimentation is to evaluate the applicability of
our approach for composing cloud applications. To address our objectives, we
generate deployment problems of increasing number of components represent-
ing a typical application presented in the demonstrating example, varying from 3
to 220 components, resulting in more than 50 problems. We apply our approach
to create the corresponding HTN planning problems, and examine the perfor-
mance of SH planner component (Georgievski et al. 2013) on them. The HTN
planning problems are constructed from deployment problems of varying diffi-
culty. For example, the difficulty of a problem can be increased if there is a need
for instance duplication. Also, for SH, an HTN problem can be more difficult if
the requested configuration appears deeply in the search space. To that end, we
construct two cases of deployment problems mainly following the test pattern
provided in (Lascu et al. 2013). For both test cases, we use a set of components
c1, . . . , cn, where each ci has require and provide ports as follows. Given that we
want to have the rightmost component cn in its running state, the dependencies
between components will require to first create instances for components from c1
to cn, then to perform transition from uninstalled to installed state in the reverse
order of component instances, and finally, to transition from installed to running
state in the order from c1 to cn. We modify the second test case in such a way
to require instance duplication. In particular, we randomly select several com-
ponents and, for a selected component ci, we remove the activation of a provide
port p1i from its running state. The removal requires another instance of ci to be
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Without duplication With duplication
Problem Plan

length
Time
(sec)

Problem Plan
length

Time
(sec)

3 12 0.077 3 16 0.017
6 27 0.032 6 35 0.004

10 47 0.041 10 55 0.012
20 97 0.193 20 109 0.046
30 147 0.226 30 171 0.113
50 247 0.354 50 287 0.389
70 347 0.784 70 399 0.898

100 497 1.957 100 577 2.34
120 597 3.112 120 693 3.871
150 747 5.791 150 863 7.182
180 897 9.625 180 1037 11.916
200 997 12.897 200 - OM
220 1097 16.918 220 - OM

Table 5.3: Evaluating the applicability of our approach by using SH planner un-
der increasing problem difficulty (“OM” signifies “out of memory”)

created so as to satisfy the requirements of ci´1 and ci`1.

We show a subset of our results in Table 5.3. The left-hand side of Table 5.3
shows the results of the first test case without instance duplication, while the
right-hand side shows the results with instance duplication. Columns three and
six show the time in seconds needed to find a solution. For each problem, we
show the plan length as an indication of the difference between the number of
operators creating instances and the number of other deployment actions. In the
case without duplication, the number of generated instances equates to the num-
ber of components, while in the latter case it is strictly greater than the number
of components. With the creation of a new instance, we increase the size of the
state by adding two predicates, and modify the state by updating the domain
function.

All problems are solved within 17 seconds. When the number of components
is larger than 120, the need for instance duplication degrades the performance of
the SH planner as compared to the case without instance duplication. However,
in typical applications, there are no too many scenarios with more than 100 com-
ponents for which case SH planner can find a solution in about 2 seconds with
and without instance duplication. The results also show that the planner runs
out of memory when the problem has more than 200 components with instance
duplication and 220 components without duplication. This is mainly due to the
implementation of the core part of SH, which employs recursion (in these test
cases, the number of recursive calls increases rapidly), and the need for creation
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and maintenance of a large set of objects.
These results also address our second objective and show that general-

purpose planners can exhibit a satisfactory performance in composing cloud
applications. Compared with the results of the two general-purpose planners
reported in (Lascu et al. 2013), our HTN planner outperforms both planners sig-
nificantly. Compared with the specialised planner, our planner falls behind the
specialised one only after a high number of components. This implies that other
planners should be examined and evaluated in case that number of components
of a typical application increases.





Chapter 6

Evaluation

W e evaluated all deployed solutions from the perspective of environmental
and economic savings. In the context of the present thesis, it is important

to define what we mean by environmental savings. As the implemented changes
relate to electricity, water, and waste, that directly or indirectly relate to environ-
mental footprint, we refer to our achieved savings as environmental savings.

To evaluate and compare solutions or interventions, we define measures that
enable us to compare. More specifically, each solution that relates to electricity
savings is presented in kWh/year. The solution that relates to waste reduction is
expressed in kg/year, and, finally, water savings in m3/year 1. To compare solu-
tions which achieve savings for different types of utilities (e.g., electricity and
water), we present the increase in efficiency as percentage (%) of savings intro-
duced with newly installed systems. Increase in efficiency represents the differ-
ence between baseline measures and measures after solutions have been applied.
This also represents absolute measures that can be used to compare project sav-
ings and understand potential impact if a solution is scaled to a larger space or
ported to another similar space.

Additionally, for economic savings, measures of savings are presented in
EUR/year per deployed solution, as well as in years for payback periods, and
in percentage (%) for the return on investment (ROI).

6.1 Environmental Savings
All the conducted experiments have as goal to investigate what additional

savings can be achieved in addition to an existing building management system
in the Bernoulliborg. The savings represent additional optimization and show
how much less electricity, water or waste can be used if the system is in place.
We present below all saving solutions, the experimental setup in the real envi-
ronment, and the results of the experiments.

11 m3 (cubic metre) = 1000 litres
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6.1.1 Lighting Control

As previously presented in Section 4.3.3, the function of the Lighting Control
system is to control lights based on environmental data collected by sensors (e.g.,
PIR and LUX sensors), with the goal of reducing energy consumption whenever
and wherever possible.

We chose the restaurant as an experimental environment. It is located on the
ground floor of the Bernoulliborg. The restaurant covers a total area of 251,50 m2

and has a capacity of 200 sitting places. The restaurant has glass walls on three
sides, providing a significant amount of natural light when weather conditions
allow. The restaurant area is used for lunch in the period from 11:30 a.m. 2:00
p.m. Outside these hours, the area is used by staff, students, or other visitors for
working, meeting, or social activities.

The restaurant area is an open space divided into two sections by construc-
tion. We make use of this division in the experiment. In particular, each section
has 15 controllable light fixtures, making 30 in total. There are several light fix-
tures that are uncontrollable; these are security lamps. While we do not control
these, we take into account the light that they provide. In addition, there are
two types of controllable fixtures. The first are large and have 38W of power
consumption each, and the others are small, each having 18W. These fixtures are
controllable by using the actuators attached to them, which also serve as sensors
by providing information about the fixture’s power consumption. We installed
15 more sensors, one to measure the natural light level, and the others to detect
people’s movement. In order to make more meaningful use of the restaurant
space given the movement sensors, we divided each section into smaller spaces,
called areas. In our case, a section was comprised of multiple areas. In each area,
we embedded a movement sensor to understand environmental conditions (e.g.,
light levels, and presence or absence of occupants within the area).

To define a baseline, over the course of two weeks in February we recorded
measures of state (on or off) and power consumption (W) of light fixtures in order
to understand the typical behavior of manual control of lamps in the restaurant.
Data about the state and consumption of each controllable lamp was collected
for each lamp individually using smart plug measuring devices. Frequency of
consumption data collection was five minutes. State data was collected when-
ever the state of a device changed (e.g., from ON to OFF). Measured values were
transferred to our database using the deployed system. The state data was reli-
able, while the consumption data lacked some values due to smart plug errors.
Having reliable state data enabled accurate calculation of the time when lights
were turned on. By knowing exact consumption per lamp and its status for each
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second, we calculated the consumption of each lamp.
Observing the measurements gathered in February 2015, when the restaurant

was controlled manually, we found that the average time point when the lamps
were turned on was 6:30 a.m., and they stayed on until 8 p.m., which is also an
average point in time. The measurements show that in the baseline collection
period (from Feb 2 at 00:00 until Feb 15 at 23:59:59), total energy consumption
was 130,68 kWh. This meant that the average baseline consumption per work-
ing day in the restaurant was 13,5 kWh. For weekends there was no manual
control of the lamps, thus no consumption. When normalized per day, average
consumption in the baseline collection period was 9,33 kWh/day. These num-
bers were used as baseline consumption for later comparison and identification
of efficiency.

We conducted the experiment on the system over the course of several weeks
in March and April 2015, involving measurements from Monday to Sunday. In
the last week of March and first week of April, we allowed our system to control
the environment in order to reduce electricity consumption of the Bernoulliborg
restaurant. Thus, manual control of lights was disabled, automated control of
lights was enabled, and the system was running continuously without interrup-
tions during these two weeks. As follows, we present the benefits of the system
in terms of the energy savings resulting from the coordination of light fixtures
to correspond to weather conditions, presence of people and a set of minimum
requirements for satisfactory light levels. As there were plenty of possibilities for
lamps to be turned off, this solution provided energy saving. Figure 6.1 shows
the average energy consumption when the lamps in the restaurant were man-
ually controlled and when our automated Lighting control system was used.
In contrast to the manual control, which assumes almost fixed time points for
turning on/off lamps, our system reduced the consumption of these lamps by
turning them on only when actually needed. Figure 6.2 shows the automated
use of lamps and therefore energy on each day. The top part refers to the first
week of using the automated system (depicted with a full line), and the bottom
one depicts the results for the second week. We also include the estimations of
consumption if manual control had been used (depicted with dashes). In addi-
tion, the figure includes weekends when there is no regularly provided manual
control.

The measurements show that in the automated control period (from March 25
at 00:00:00 to April 5 at 23:59:59) total energy consumption was 17,41 kWh. When
normalized per day, average consumption in the automated control period was
only 1,45 kWh/day.

For this experiment, data on external lighting conditions was used for auto-
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Figure 6.1: Comparison of average energy consumption between manual control
and control by our system
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Figure 6.2: Comparison of energy consumption between manual control and con-
trol by our system for each day during week one (upper charts) and week two
(bottom charts)

mated control, but not stored in the database. However, weather data shows
that both periods had very similar weather conditions. The average savings of
energy between the scenario of manual control and the one with our system is in
order of 80%.

The high efficiency of this solution is supported by the physical characteris-
tics of the restaurant (i.e., three walls bordering with the outside space are made
of windows) and initial usage pattern, i.e., the restaurant is effectively used only
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for about 2 hours during lunch, whereas the lights are turned on for an average
of 13,5 hours. As we understand, the lights in the restaurant are on based on
faculty policy and the time when this space is expected to be used by students,
staff and visitors (i.e., also for purposes other than lunch, such as studying or
meetings).

The fact that the baseline data collection and experiment were done with a
break in between does not affect the results. This is because the baseline is always
the same, taking into account fixed scheduled manual control of all the lights in
the restaurant. Moreover, the experiment was done without interruptions during
two consecutive weeks in the non-exam period, which implies stable occupancy
of the space.

Though the presence of people in the restaurant at evenings and during
weekends was rare, there were still special occasions when our system encoun-
tered them (see Friday evening and Saturday on the top part in Figure 6.2). This
demonstrates that our system made the restaurant truly adaptable to the happen-
ings within. To have a fair comparison, we assumed that on special occasions,
such as dinner for Faculty guests or excursions through our living lab, there
would be manual control of the lamps provided in the restaurant. Also, one may
note that the Friday in the second week was a special occasion, a holiday.

Working days 5
Working weeks 51

Number of light fixtures 30
Average time light fixtures are ON 13,50

Average power consumption per light fixture [W] 34,66
Annual energy consumption for the restaurant [kWh] 3.580

Measured savings by using the system [%] 86
Projected annual savings [kWh] 3.078

Table 6.1: Projected annual savings for the automated Lighting control in the
Bernoulliborg restaurant

Taking into account the annual energy consumption for the restaurant and
the measured savings by using the system, we projected the annual savings, as
shown in Table 6.1. The annual savings for the Lighting control solution were
3.078 kWh/year, while the efficiency increase was in the order of 80%.
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6.1.2 Computer Sleep Mode Control

As previously presented in Section 4.3.4, the Computer Sleep Mode Control
has as its function to gather data on the status of computers and their usage, with
a goal to adjust sleep mode timeout value to minimum user-satisfying value to
introduce additional energy savings from computers. To show the environmen-
tal savings from the Computer Sleep Mode control, several experiments were
conducted. This was a joint work with Brian Setz, and he carried out the experi-
ments and data collection during work on (Setz 2015).

Together with the system administrators of the University of Groningen, we
identified fourteen computers on which to conduct an experiment before ex-
panding the solution to the whole building and potentially to the whole Univer-
sity. The PCs were connected to our system using the same local area network.

The data set used in this research was obtained by using the Computer Sleep
Mode solution to monitor computers for an extended period of time, as well as
by collecting inputs from users through a survey (Appendix 1). The PCs in ques-
tion were the PCs used by employees at the University of Groningen who had
volunteered to be part of the experiment. The time period during which this data
was collected was between two and three months, depending on the individual
computer. The minimum timespan needed for learning the user behavior was
one month. One month was needed, as profiles were built for each computer,
each profile requiring at least four weeks of historical data collection.

For each computer four different types of data were collected: state data,
activity data, feedback data and timeout data. The state data refers to the state of
the PC (on, off, sleeping), the activity data refers to activity on how the computer
is used (active, idle), and the feedback data refers to feedback received from user
behavior (e.g., if the user stated that the sleep mode was being activated faster
than desired). Finally, timeout data relates to data about sleep mode timeout
(e.g., the default sleep mode setting for Windows 7 is 30 minutes). The data
about the state of the PCs was collected whenever the state of a PC changed (e.g.,
from on to sleep). The collected data was reliable and there were no missing data
points.

The PCs used in the Bernoulliborg are standard workstations provided by
the university. We performed power consumption measurements and observed
that the average consumption per PC was 120W. To determine the baseline, we
used the average time PCs were used daily, being 5 hours/day. Estimated annual
consumption was 135 kWh/year/PC.

Experiments were performed by Setz (2015) to determine the effectiveness
of the three tested models for adjustment of the sleep timeout. The models
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tested were: (1) Activity Probability model, Activity Probability and Negative
Feedback model, and (3) Activity Probability, Negative Feedback and Idle Time.
The goal of the Activity Probability model is to always have a high sleep timeout
whenever there is a chance of user activity at that given moment in time. The
sleep timeout becomes low when there is no probability of user activity. This
model is a rule-based model. The goal of the Activity Probability and Negative
Feedback model is to find the optimal sleep timeout based on two input parame-
ters: activity probability and negative feedback. Similarly, the goal of the Activity
Probability, Negative Feedback and Idle Time model is to find the optimal sleep time-
out based on three input parameters: activity probability, negative feedback and
idle time. The last two models are linear regression models.

The experiments lasted three weeks, during which each computer under ex-
periment used each of three tested models. The experiments started on the 1st of
June, 2015 and ended on the 22nd of June, 2015. The results of the experiments
were analyzed to determine which of the three models performs best, and how
much energy can be saved. Using the most aggressive control model (Activity
Probability, Negative Feedback and Idle Time), it was measured that a PC could
be put into sleep mode for 9,87 hours per month (0,49 hours per day, assuming
that PCs were turned off during weekends). As shown in Table 6.2, the annual
savings per PC are calculated for 45 working weeks.2

Working days 5
Working weeks 45

Average measured power consumption of a PC while sleeping [W] 5
Average measured power consumption of a PC while working [W] 120

Estimated average time a PC is used daily [h] 5
Measured average time a PC can be in sleep mode daily [h] 0,49

Average hours when a PC is working in a year [h] 1.125
Average hours a PC can be in sleep mode in a year [h] 111,04

Annual consumption of a PC while working [kWh] 135
Annual saving per PC [kWh] 12,77

Annual saving per PC [%] 9,46

Table 6.2: Annual savings per PC

Savings were calculated by taking into account the estimated average daily
time a PC is used, and the measured average daily time a PC can be in sleep
mode. The annual saving was calculated as annual consumption in case a PC

2An average employee of the University of Groningen works for an average of 45 weeks per year.
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would have been turned ON instead of being put to sleep by our solution. The
efficiency of this solution was found to be 9,46%.

It may be of interest to note that the results of these experiments are based
on people who always turn their PC off after work. Thus they are already
quite efficient to start with. Even though the savings of 12,77 kWh/PC/year
do not seem to be high when compared to the total consumption of the build-
ing (1.350.000 kWh), taking into account that the whole organization has more
than 300 work places with a PC, potential savings from PCs add up to 3.831
kWh/year, which is almost equivalent to the annual consumption of one av-
erage Dutch household.3 Considering the number of typical office buildings
around the world, the number of computers used, and the potential savings per
computer, if this solution were widely applied its environmental impact would
be significant. Moreover, it would have been interesting to compare the results
from staff member computers with the results from the publicly available stu-
dent computers, as publicly available computers are often left running while not
being actively used.

6.1.3 Sensor Holder

As previously presented in Section 4.4.1, the Sensor Holder solution enables
adjustment of sensor direction with the goal of increasing presence detection and
reduction of sensor timeout. This leads to energy use optimization by providing
lights only when they are needed and for the period they are needed.

The main problem was fixed sensor positioning in offices, as their visibility
range is limited and the location of workers changes with time. To increase pres-
ence and reduce sensor timeout, the ability to dynamically adjust sensor direc-
tion is rather important. This reduces the time when lights stay on unnecessarily.

In the offices of the Bernoulliborg, most of the PIR (movement) sensors were
located far from the location where occupants were performing their work. For
this reason, sensor timeouts were set to be longer than the office occupants
needed, causing the lights to stay on unnecessarily for 30-45 minutes after the
occupant had left the office.

To understand the size of potential optimization, we collected data about the
sensor timeouts in each office. The data was collected manually by demounting
sensors and visually reading the value. The readings were recorded using an
online application. Almost all timeouts of PIR sensors were set to 45 minutes,
while only a few were set to 30 minutes. In total, we examined 180 offices.

To optimize consumption in the offices, we developed a hardware solution-

3http://www.wec-indicators.enerdata.eu/household-electricity-use.html
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sensor holder. The sensor holder makes it possible to reduce the timeouts of
PIR sensors from 45 to 15 minutes. This is possible because the holder enables
pointing of the movement sensors in the direction of the employees, which gives
better presence detection as well as opportunity to reduce the light timeout to a
minimum.

In the course of three weeks, sensor holders were deployed in all offices in the
Bernoulliborg. On average, there were 5 lights per office, with an average power
consumption of 44 W. Taking into account the hours that lights were turned on
before and after the intervention, as well as the fact that there are 45 weeks when
offices are used effectively, the annual savings were estimated.

Offices Lights Cons. (W) h/d d/w w/y Cons./y (kWh)

Before 180 5 44 7,41 5 45 66.023
After 180 5 44 5,31 5 45 47.312

Estimated savings: 18.711

Table 6.3: Projected annual savings from sensor holders change

We estimated that this intervention enabled reduction of time when the lights
were on from an average of 7,41 hours/day to 5,31 hours/day. This led to pro-
jected annual savings of 18.711 kWh/year for the whole building, as presented in
Table 6.3. In other words, the efficiency of office lights was increased by 28,34%.

6.1.4 Water Consumption Reduction

As previously presented in Section 4.4.2, the purpose of the Water Consump-
tion Reduction solution was to collect data on water consumption, introduce
continuous monitoring and reporting, to provide understanding of how water is
consumed within a building as well how this consumption can be affected, both
by retrofitting as well as providing feedback to the end-users responsible for the
water consumption.

Water consumption reduction solution was motivated by the observation that
a considerable amount of water was unnecessarily wasted when building occu-
pants used the faucets (e.g., for washing hands or dishes). Before the interven-
tion, the average water consumption of the Bernoulliborg was calculated based
on data from 2013 and 2014, and it amounted to 3.021 m3.4

To be able to determine baseline consumption and to measure savings, five
new water meters were installed. Next, water consumption was measured for

4The numbers were provided by the energy manager of the University of Groningen.
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the first time in mid- January 2014, as shown in (Figure 6.4). The measurements
were collected by visual readings from the water meters, and recorded using an
online application.

Timestamp Main meter reading Water consumption (m3)

1-13-2014 10:23:38 15.704 12
1-14-2014 10:52:06 15.716 13
1-15-2014 10:32:53 15.729 12
1-16-2014 10:26:42 15.741 12
1-17-2014 10:40:33 15.753 12

Total: 61

Table 6.4: Measurements before the water reduction change

The data collected was reliable as it was collected and verified on each of
the measurement days. After the first week of data collection, measurements
showed that baseline consumption was 61 m3.

To save water, water saving devices were installed on thirty-five water
faucets (i.e., water taps) within the building. Water saving aerators were added
to the faucets, reducing their water flow by 50% per faucet. It is important to
mention that water consumption by water faucets represents only a portion of
the total building water consumption. Most water is consumed for the needs of
the restaurant (e.g., washing dishes) and toilets.

Timestamp Main meter reading Water consumption (m3)

1-20-2014 10:27:18 15.765 12
1-21-2014 11:11:09 15.777 16
1-22-2014 10:24:17 15.793 10
1-23-2014 10:24:08 15.803 10
1-24-2014 10:40:22 15.813 10
1-27-2014 10:14:46 15.823

Total: 58

Table 6.5: Measurements after the water reduction change

The data collection was repeated after the installation of water flow reducers,
at the end of January 2014, as shown in Figure 6.5. After the second week of data
collection, measurements showed that baseline consumption was reduced by 3
m3, making the reduced consumption to be 58 m3. The aggregated results and
percentage of savings are presented in Figure 6.6.
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Week total (before) [m3] Week total (after) [m3] Difference (%)

Water 61 58 -5

Table 6.6: Comparison before and after the water reduction change

The total of water savings for the whole building was 5%. Taking into ac-
count the average water consumption of the Bernoulliborg, it is projected that by
means of this intervention water savings could be in the order of 151 m3/year.

This percentage could be larger during exam periods when more students are
in the building, and smaller during the vacation periods. Moreover, if wireless
water meters were available, this process could be automated easily (Musters
et al. 2014).

6.1.5 Waste Separation Process Change

As previously presented in Section 4.4.3, the purpose of the Waste Separation
Process Change was to collect data on separated waste, to observe possible op-
timizations to be derived from changes in this process, as well as to propose a
hardware and software system to support automation of this process.

Before this intervention, the waste separation process in the Bernoulliborg in-
volved only separation of general waste and paper. Waste bins for general waste
and paper were available in offices and common spaces. Once a day, cleaning
personnel emptied the bins.

To understand the initial situation and to define the baseline, before the
change was implemented the amounts of general waste and paper were mea-
sured. The baseline measurements took place at the end of September 2014. The
amount of collected waste was measured at the collection point using an indus-
trial scale. The collected data is presented the Tables 6.7, 6.8, and 6.9. The total
amount of annually collected waste was not known by the building manage-
ment, as waste was collected jointly for the Bernoulliborg and another neighbor-
ing building.

To ensure reliability of the measured data, the data was collected and verified
by three persons. Baseline consumption shows that within one working week
313 kg of general waste and 68 kg of paper were collected.

Once the waste separation process had been completely changed within the
building, instead of being able to dispose only general waste and paper the occu-
pants of the Bernoulliborg were able to separate two additional types of waste:
plastic and cans. Thirty new waste separation bins were deployed across the
building and all old bins for general waste were removed from offices and com-
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Timestamp General 1 General 2 General 3 Paper 1

9-22-2014 8:30:00 70 0 0 35
9-23-2014 9:26:25 82 0 0 43
9-24-2014 9:40:00 83 79 71 66
9-25-2014 9:43:24 81 71 88 119
9-26-2014 9:56:18 88 76 90 60

Total (kg) 144 70 99 68

Table 6.7: Measurements before the waste separation process change

mon spaces. New bins were installed at edge locations of the building, within
easy access of all users.

Timestamp General 1 Paper 1 Paper 2 Plastic Cans

10-2-2014 9:39 98 179 67 92 2
10-3-2014 9:39 109 169 115 66 2
10-6-2014 9:43 104 76 0 85 3
10-7-2014 9:50 97 113 79 70 2
10-8-2014 9:20 97 70 65 70 2

Total (kg) 245 352 122 123 11

Table 6.8: Measurements after the waste separation process change

Measurements were repeated by weighing the waste after the change in the
waste separation process, as shown in Figure 6.8. The weight of waste was cal-
culated by subtracting the weight of empty waste bins from the weight of the
full waste bins. The new measurements took place in the beginning of October
2014. The results show that this change increased the amount of separated paper
by 87% and reduced the amount of general waste by 22%. It is also interest-
ing to note that in only one week, 123 kg of plastic were recycled. Projecting
this amount of plastic to the whole working year, the amount of plastic could
increase to 5.535 kg/year.

Even though our measurements were done manually, this process can be au-
tomated by having wireless scales connected to the GreenMind system, and pre-
sented to users as proposed in (Idsardi 2014).
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Waste Week total (before) [kg] Week total (after) [kg] Difference (%)

General waste 313 245 -21,73
Paper 68 474 +87,34

Plastic 0 123 +123
Cans 0 11 +11

Table 6.9: Comparison before and after the waste separation process change

6.2 Economic Considerations
Economic sustainability requires that a business or country uses its resources

efficiently and responsibly so that it can operate in a sustainable manner to con-
sistently produce an operational profit.5 Many organizations and businesses are
being approached by service companies promising interventions that may lead
to reduction of their energy, water and other costs. The question arises how to
evaluate different offered interventions and make an informed and calculated
decisions.

One way to evaluate different possible interventions is by using economic
evaluation. The parameters that investors most frequently take into account are
the Return on investment (ROI) and the Payback period.

“Return on investment is the benefit to the investor resulting from an invest-
ment of some resource. A high ROI means the investment gains compare favor-
ably to investment cost. In business, the purpose of the ROI metric is to measure,
per period, rates of return on money invested in an economic entity in order to
decide whether or not to undertake an investment. It is also used as indicator to
compare different project investments within a project portfolio.”6

The formula for the Return on investment is the following:

ReturnOnInvestment= pGainFromInvestmentq´pCostOfInvestmentq
CostOfInvestment

The return on investment is expressed as a percentage. “Return on invest-
ment may be calculated in terms other than financial gain. For example, social
return on investment (SROI) is a principles-based method for measuring extra-
financial value (i.e., environmental and social value not currently reflected in
conventional financial accounts) relative to resources invested.”5

Another parameter that serves to compare different solutions is the Payback
period. Payback period means the period of time that a project (or intervention)

5http://www.circularecology.com/sustainability-and-sustainable-development.html
6https://en.wikipedia.org/wiki/Return on investment
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requires to recover the money invested in it.7 The payback period of a project is
expressed in years and is computed using the following formula:

PaybackPeriod= CostOfInvestment
NetAnnualCashInflow

In the following section, to evaluate each saving solution performed within
the Sustainable Bernoulliborg project, we will calculate and present: cost of in-
vestment, estimated or measured gain from investment, as well as return on
investment and payback period. The return on investment is calculated for 10
years, being the customer requirement described in 1.5. Moreover, we assume
that the average lifetime of each affected system will at least be 10 years. There-
after, we discuss the factors that affect ROI and payback period and thus the
economic acceptability of the project. One may notice that our primary focus is
on the payback period as that is the parameter most often emphasized in discus-
sions with the stakeholders. The ROI is also calculated and presented for busi-
ness readers who may be more accustomed to use this parameter for comparison
of solutions or projects.

6.2.1 Lighting Control

To evaluate the economic savings and payback period of our Lighting control
solution, we first present the costs of investment for this solution.

Pieces Price per piece [EUR] Cost [EUR]

Actuators 30 48.67 1460
Sensors 15 77 1185

Installation 0
Total: 2645

Table 6.10: Cost of investment for the Lighting control solution

Table 6.10 presents the cost of investment. For this intervention, the cost of
investment is the sum of costs of purchased sensors and actuators. The soft-
ware development costs and the installation costs were not taken into account
as they were performed for the whole project by our team internally, and this
work was not divided per implemented intervention. Furthermore, software de-
velopment costs are considered to be part of R&D costs, and are considered to
be a one-time investment when the system is being developed. Moreover, in this
calculation we did not include power network or sensor housing preparation, as

7http://www.accountingformanagement.org/payback-method/
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these tasks were performed by the Facility Services department (Building and Land
Management) of the University of Groningen, responsible for the infrastructure.

Taking into account working/occupancy periods, number of controlled light
fixtures and their average consumption, as well as measured savings of the
Lighting control subsystem, we calculate the annual economic savings to be 338
EUR/year, as presented in Table 6.11. It is important to note that the restaurant
has a longer working/occupancy period than regular offices. While offices are
occupied on an average of 45 weeks, the restaurant has only one non-working
week, making the average number of working weeks to be 51.8

Electricity price and economic savings
Working days 5

Working weeks 51
Number of light fixtures 30

Average time light fixtures are ON 13,50
Average power consumption per light fixture [W] 34,66

Annual energy consumption [kWh] 3580
Electricity price for University [EUR/kWh] 0,11

Annual electricity price for restaurant area* [EUR] 393,75
Measured savings by using SmartLighting system [%] 86

Annual economic saving [EUR] 338,62

Table 6.11: Economic savings of the Lighting control solution

The Payback period is calculated as the total cost of investment divided by
the total annual savings (see Table 6.12). The return on the investment is calcu-
lated taking the period of 10 years as referent. Therefore, the payback period for
this intervention is 7,81 years, while the ROI is 28%.

Investment [EUR] Annual saving [EUR] Payback period [years] ROI
2645 338 7,81 28%

Table 6.12: Payback period of the Lighting control solution

For Lighting control we foresee that the cost of investment can be reduced if
the price of hardware (e.g., sensors and actuators), the number of hardware items
used, installation and other factors are reduced. Moreover, the cost of hardware
can be reduced by grouping more light fixtures to one actuator (e.g., one group
per area), as well as using virtual (i.e., calculated) sensor values instead of in-
stalling more sensors.

8Personal communication with the restaurant manager.
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For the Lighting control solution, the efficiency of the algorithm highly de-
pends upon the type of space where the system is installed (e.g., a dark space
without a lot of windows or a bright space with many windows), as well as upon
the way the lights in the space were used before the intervention (e.g., whether
the lights are scheduled to work 12 hours in a row or presence sensors have
already been installed). Moreover, weather also plays an important role, as sav-
ings may vary depending on the weather conditions (e.g., being sunny or cloudy
for more days a year). As previously mentioned, the Bernoulliborg restaurant is
surrounded by windows which allow for significant harvesting of natural light.
Moreover, in the situation before the intervention the lights were controlled in a
scheduled way (the lights work 13,5 hours in a row). Both facts leave significant
space for optimization by using location-based automated Lighting control.

6.2.2 Computer Sleep Mode Control

In this section we examine the economic savings that are achieved by deploy-
ing Computer Sleep Mode control to the PCs in the Bernoulliborg.

Item Number of PCs Cost per PC Cost [EUR]

Installation x 0 0

Table 6.13: Cost of investment for computer sleep mode control solution

In our project, there were practically no installation costs involved, as shown
in the Table 6.13. However, in deployments to follow, there will always be costs
related to installation.

That is why it is important to understand that for interventions involving a
fixed average savings per item (PC) and fixed cost of investment per item, the
payback period will be also fixed. In other words, if the installation costs are
the only costs of investment, e.g., because there are no costs for hardware, and
the average savings per PC are the same (in average y kWh/year), no matter
whether the solution is installed in 14 or 300 PCs the duration of payback period
will be the same. However, the total amount of savings will be higher in the case
of more PCs affected. This flexibility enables adjustment of the payback period
to a duration that is more acceptable to the customers.

Based on the experiment done by Setz (2015), the Computer Sleep Mode con-
trol solution will bring an average savings of 12,77 kWh/PC/year as shown
in 6.14. This calculation was based on the assumption that a PC is effectively
used for 45 weeks, taking into account vacation days and holidays for university
employees in The Netherlands. In the case where the solution is installed in 14
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Electricity price and economic savings
Working days 5

Working weeks 45
Number of PCs 14

Number of PCs in the Bernoulliborg 300
Average PCs working time 5,00

Average power consumption per PC [W] 120,00
Annual energy consumption [kWh] 1890

Electricity price for University [EUR/kWh] 0,11
Annual electricity cost for PCs [EUR] 207,90

Annual saving per PC [kWh] 12,77
Annual kWh savings for PCs under experiment [kWh] 179

Projected annual economic saving for PCs under experiment [EUR] 19,67
Projected annual economic saving for all PCs in Bernoulliborg [EUR] 421,44

Table 6.14: Economic savings of computer sleep mode control solution

PCs, total annual economic savings is not financially significant, and amounts
to 19,67 EUR. However, if the solution were installed in all 300 PCs present in
the building, savings would be more than 21 times larger, amounting to 421
EUR/year. Taking into account that no real installation costs are involved (e.g.,
installation could be done by automated script prepared by the internal team),
these would be clear savings, amounting to 4.214 EUR within 10 years. If the
users of the PCs would be to be more wasteful or the saving algorithm becomes
more efficient, these savings could be higher.

Investment [EUR] Annual saving [EUR] Payback period [years]
0 19,67 0

Table 6.15: Payback period of computer sleep mode control solution

Finally, as presented in Figure 6.15 for this intervention the payback period
is 0 years, as the cost of investment is 0 EUR. For example, if there was a fixed
installation cost of 10 EUR/PC, the payback period would be 7,12 years.

Even though the total savings achieved within the project are not econom-
ically significant, this solution provides valuable additional information about
PC usage in a workspace. Using this information we can introduce additional
savings for other control solutions by increasing the sensor data accuracy. For
instance, PC usage information provides higher accuracy of algorithms for pres-
ence and activity recognition that are used for lighting, appliances and heating
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control.

6.2.3 Sensor Holder

The intermediate sensor holders were designed and developed in cooper-
ation with a local manufacturing company.9 The total price of production in-
cluded design and development hours of manufacturers, as well as hardware
parts. Installation was also carried out by an external company and had related
costs. The total cost of investment for the sensor holders was 7.109 EUR, Ta-
ble 6.16.

Item Pieces Price per piece [EUR] Price [EUR]
Production 250 23 5.750
Installation 250 5,44 1.359
Total 7.109

Table 6.16: Cost of investment for sensor holder solution

As the original sensors work in a closed loop with lights, they do not have
any communication modules and do not store occupants’ presence data. For
this reason we were not able to measure baseline data on average presence of
employees in offices. That is why we had to conduct a baseline survey (presented
in Appendix 1) to collect data from users and determine the economic savings
of this intervention. The survey was conducted among staff members working
in the Bernoulliborg. In total, 100 staff members filled in the survey. In this
survey we asked them about the average time they spent inside and outside their
offices during working days to determine average time when lights are turned
on as well as to estimate savings after the intervention, as presented in Table 6.17.
Projected annual savings for this intervention are 2.058 EUR/year.

The payback period of this solution amounts to 3,45 years, while the ROI
is 190%, as shown in Table 6.18. As the sensor holders are installed in almost
all offices in the Bernoulliborg where such change could bring improvement,
total annual savings can be increased only when the offices are used in such a
way as to increase the efficiency of the solution. An example is when employees
frequently leave their offices for a period of 45 minutes to one hour (e.g., having
more meetings) and then come back to use it again. Savings in such cases would
increase, as the new shorter timeout would ensure that lights went off 15 minutes
after employees leave their offices instead of the previous 45 minutes.

The payback period could be shorter for every new installation, as design

9http://www.rug.nl/umcg/diensten/instrumentmakerij
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Economic savings
Working days 5

Working weeks 45
Number of offices 180

Average number of light fixtures per office 5,00
Average power consumption per light fixture [W] 44,00

Average time when lights are turned on [h] 7,41
Annual energy consumption [kWh] 66.023

Electricity price for University [EUR/kWh] 0,11
Annual electricity costs for office lights [EUR] 7.262,54

Estimated savings by using the system [%] 28,34
Projected annual economic saving [EUR] 2.058,20

Table 6.17: Economic savings of sensor holder solution

Investment [EUR] Annual saving [EUR] Payback period [years] ROI
7.109,00 2.058,20 3,45 190%

Table 6.18: Payback period and ROI of sensor holder solution

costs would only be included the first time and the manufacturing process would
become more efficient. Moreover, with an increased number of orders, the raw
materials would also become less expensive.

Finally, one should note that baseline data was theoretically obtained from
the users. As part of future work it would be interesting to repeat this study and
recalculate savings based on actual sensor readings in offices. With our system,
such as the Lighting Control system installed in the restaurant of the Bernoulli-
borg, this is already possible.

6.2.4 Water Consumption Reduction

For the water consumption reduction intervention the cost of investment con-
sisted of hardware devices (i.e., water flow reducers) and installation of the de-
vices, as presented in Table 6.19. Moreover, additional water meters were in-
stalled so that savings could be measured. These costs are not included in the
calculation as they are not a part of the intervention but represent a part of the
evaluation process.

The average water consumption is 3.021 m3. The university pays twice for
water, once when the water is used and again when the used water is transported
through the drain. As the price of m3 of water (2,25 EUR) is higher than the
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Item Pieces Price [EUR] Cost [EUR]
Devices 35 5 175

Installation 35 14,29 500
Total: 675

Table 6.19: Cost of investment for water consumption reduction solution

Economic savings
Consumption [m3] 3.021

Price [EUR/m3] 2,25
Avg cost of annual water consumption [EUR] 6.797,25

Annual water savings of 5% [EUR] 339,86

Table 6.20: Economic savings of water consumption reduction solution

price of kWh of electricity (0,11 EUR), finding efficient ways to reduce water
consumption may lead to higher economic savings. As presented in Table 6.20,
annual water savings of 5% lead to savings of 339 EUR/year.

Investment [EUR] Annual saving [EUR] Payback period [years] ROI
675 339 1,99 404%

Table 6.21: Payback period and ROI of water consumption reduction solution

Table 6.21 shows that the payback period for this intervention amounts to
1,99 years, with a ROI of 404%.

6.2.5 Waste Separation Process Change

The costs of investment for the waste separation process change are presented
in Table 6.22. Due to the budget limitations of the project, the bins were pur-
chased outside the Netherlands. For that reason, the cost of investment in the
waste separation bins, besides the investment in the hardware (bins) itself also
included import taxes and transportation. Moreover, it included additional rub-
ber protection material that had to be installed on the bins to prevent people
from hurting themselves while using the system. Installation costs were not cal-
culated, as the installation was done by our internal team and did not involve
direct costs.

According to official numbers gathered from the building manager, for 2012
the building management paid 11.312 EUR for waste management and trans-
portation. From the results of the experiment explained earlier in the Sec-
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Item Pieces Price per piece [EUR] Price [EUR]
Waste separation bins 30 280,83 8.425

Import taxes 30 62,07 1.862
Transportation 30 28,83 865

Edge protection rubber 30 9,90 297
Installation 30 0 0

Total: 381,63 11.449

Table 6.22: Cost of investment for waste separation solution

Economic savings
Annual costs general waste [EUR] 11.312

Measured savings using the system [%] 21,73
Savings on general waste reduction [EUR] 2.458,09

Table 6.23: Economic savings of waste separation solution

Investment [EUR] Annual saving [EUR] Payback period [years] ROI
11.449,00 2.458,10 4,66 115%

Table 6.24: Payback period and ROI of waste separation solution

tion 6.1.5, we concluded that due to the increased recycling of paper, plastic and
cans, the amount of general waste was reduced by 21,73%. For the whole build-
ing, that led to waste management savings of 2.458 EUR/year.

According to the presented calculations, the payback period of this interven-
tion is 4,66 years. The payback period could be reduced if the University had
a contract whereby additional revenues could be collected for recycled materi-
als (paper, plastic, cans). Moreover, promotional campaigns could lead to an
increase of recycling rates and reduction of amounts of general waste.

6.2.6 Research, Development and Project Costs

The remaining costs, not represented in previous sections, were costs related
to research and development. As the research and development of the men-
tioned solutions were done as the part of the Sustainable Bernoulliborg project,
the remaining costs covered the time spent by researchers, assistant researchers,
software developers, etc. Moreover, other project costs such as promotional
materials, meeting costs, experimental equipment, evaluation and experiment
preparation costs, and general management costs were included in the total cost
of the project. If these costs were taken into account, the payback period would
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increase and the economic acceptance would decrease.

6.2.7 Carbon Footprint

In reading this thesis, one may have expected to see how much the carbon
footprint (quantified as amount of emitted greenhouse gases, carbon dioxide
equivalents) is reduced by each solution. However, we deliberately chose not
to calculate reduction of the carbon footprint by use of the described interven-
tions. Our main reason is that the carbon footprint is very hard to calculate pre-
cisely (Berners-Lee 2010). To define the total carbon footprint one should take
into account both direct and indirect emissions. For example, direct emissions
that are reduced by optimizing lighting use can easily be canceled by indirect
emissions caused by using long transportation of the equipment needed to im-
plement the intervention. Tracing back all the things that have to happen to make
the interventions leads to an infinite number of pathways (Berners-Lee 2010). In
the end, one would need to calculate the emissions caused by writing and print-
ing this thesis, as well as the number of coffees one has drunk during the writing,
electricity consumed by the laptop while writing the thesis, etc. However, even
though we have in this thesis not calculated the reduced carbon footprint, we
have presented actions that can be taken to reduce it.



Chapter 7

Social Acceptance Considerations

Computer systems can improve organizational performance only if they are
used. Unfortunately, resistance to end-user systems by managers and profes-
sionals is a widespread problem (Davis et al. 1989).

To evaluate the social acceptability of the GreenMind system, we use the con-
structs of the Technology Acceptance Model - TAM (Davis 1986). According to
TAM, a user will have a positive attitude toward using a (computer) system if
he or she perceives that system as easy to use as well as useful, and a positive
attitude leads to actual system use. The TAM has been continuously studied
and expanded in the two major upgrades: the TAM 2 (Venkatesh and Davis
2000), (Venkatesh 2000) and the Unified Theory of Acceptance and Use of Tech-
nology or UTAUT (Venkatesh et al. 2003).

Users include both energy/facility managers, who use more advanced fea-
tures of the system to provide additional optimizations of building use, and end-
users (i.e., building occupants or visitors), who use basic system functionalities
necessary for their work.

To measure Perceived Usefulness and Perceived Ease of Use of the GreenMind
system by the energy and facility managers (i.e., persons who have crucial roles
in the decision making process about adoption of the system) we interviewed the
subjects – previously identified as stakeholders – to evaluate their intention to
use the system. These inputs were gathered through a survey, presented in Ap-
pendix 2. Moreover, as the GreenMind system has already been implemented,
and as end-users are already using the building, we also evaluated their sat-
isfaction and/or acceptability of the system as based on actual system use. It
is important to mention that some parts of the system involved voluntary use
(e.g., Computer Sleep Mode control), while others involved mandatory use (e.g.,
Lighting control). The end-user opinion coming from actual system use was
measured by resorting to several surveys, containing questions about the usabil-
ity, satisfaction or acceptability of the system, where applicable.

Below we discuss social acceptability per affected system or intervention. In
the Conclusions chapter (Chapter 9) we present the social acceptability of the
overall system. During preparation of the surveys, colleagues from the Univer-
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sity of Groningen, the Faculty of Behavioural and Social Sciences, and Environ-
mental Psychology Department of Social Psychology (see Acknowledgments)
provided valuable input as well as revision of some of the surveys.

7.1 Consumption Display
The function of the Consumption display component is to present consumption

data with a goal to inform and motivate users to conserve resources (i.e., energy,
water). This component is not responsible for any control of energy consuming
devices and therefore cannot be evaluated with respect to environmental savings
and economic acceptability. However, it can be evaluated with respect to its
social acceptability.

The main goals of the Consumption display are to provide building occu-
pants with information to raise their awareness of energy consumption in the
building, and to motivate them to perform more frequent energy saving actions.
In order to evaluate whether user awareness was raised and whether that led to
positive actions, we designed a survey asking building occupants to state their
level of agreement regarding increased awareness, motivation to perform sav-
ing actions at work as well as at home, the acceptability of the intervention and
finally satisfaction with the quality of the solution.

The survey was sent to a mailing list containing all building occupants of the
Bernoulliborg and was filled in by 63 occupants. The complete survey can be
found in the Appendix 6, and its results can be seen in the Figure 7.1.

The figure shows that 41,27% of survey participants experienced increased
awareness, while 34,92% participants did not. More than one-fifth of the par-
ticipants gave a neutral answer. The information provided by the consumption
display motivated only 9,53% participants to perform saving actions more fre-
quently at work, while it did not motivate the majority (55,56%) of participants.
31,75% of participants gave a neutral answer. Surprisingly, 22,22% of the partic-
ipants answered that they more frequently performed energy saving actions at
home after being motivated by the power consumption display, but a majority
of 53,97 were not so motivated. 42,86% of the participants were satisfied with the
quality of the consumption display, 22,22% thought that it could be improved,
and 28,57% were neutral.

Finally, the acceptability of this intervention was rather high, with a total of
66,66% participants giving a positive mark (20,63% strongly agree and 46,03%
agree). Furthermore, invaluable feedback for improvement of the consumption
display was collected and will be used in the process of further development.

These responses show that our intervention raised awareness for a large
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Figure 7.1: The results of the social acceptability study for the consumption dis-
play intervention

number of surveyed participants and that they consider it to be acceptable. It
would be interesting to measure the actual energy and economic savings caused
by providing feedback to building users. However, for such an experiment the
intervention should be done in an isolated way, with no other interventions to
affect the results. Moreover, certain methods should also be applied to rule out
the effects of weather (e.g, degree-days methodology).

7.2 Lighting Control
In this section, we evaluate the Lighting control solution from a social accept-

ability perspective. To do so we prepared a questionnaire to test the solution for
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usability. We adopt the usability definition from the ISO 9241 standard for er-
gonomics of human-computer interaction that states: “usability is the extent to
which a product can be used by specified users to achieve specified goals with
effectiveness, efficiency and satisfaction in a specified context of use”.

We evaluated the acceptability, learnability, system effectiveness and effi-
ciency, as well as usefulness of the Lighting control system. Acceptability in-
dicates the attitude of end-users towards our system. This includes the use of
sensors, switching on of lamps, etc. Learnability refers to the need for users
to understand how to use our system (e.g., do users know how to trigger the
lamps). System effectiveness refers to the satisfaction of users with the overall
system. Efficiency refers to the satisfaction of users with the time needed for the
system to perform its tasks. While this aspect is more technical, users can still
evaluate how they perceive the effectiveness of our system.

Since the system is integrated unobtrusively into the environment, its use is
not actual or intentional. Most users do not even notice that a system to control
lighting has been installed. However, users do expect an amount of light that
will enable them to perform their actions without distractions, e.g., eating lunch
or reading a book. Moreover, users may not expect the same level of light while
eating lunch as when reading or working in the restaurant outside lunchtime.
This survey can be seen in the Appendix 4.

The Survey Participants

We describe the survey participants and their division into groups. The ques-
tionnaire was conducted for two types of users, one experiencing the system
during lunchtime (Lunchtime Group), and the other outside lunchtime (Outside
Lunchtime Group).

Inputs for the Lunchtime Group were collected on the 7th and 9th of April,
2015. The total number of inputs was 54. Most subjects were visitors at the
restaurant (57,41%) while others were occupants who work (25,93%) or study
(16,67%) in the building. Most subjects used the restaurant only for lunch
(96,30%) while the rest used it both for lunch as well as study or work. The
Lunchtime Group consisted of subjects who consider themselves to be aware of
sustainability issues (83.33%) and those who engage in environmentally friendly
behaviour (79,63%). A high percentage of the subjects were familiar with auto-
mated control in buildings (64,81%) and lamps triggered by movement sensors
(83,33%).

Inputs for the Outside Lunchtime Group were collected on the 4th and 7th of
May, 2015. The total number of inputs was 18. Most of these subjects were stu-
dents (72,22%) and visitors (27,78%) who use the restaurant both for studying/-
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working and eating lunch (61,11%), some only for eating lunch (22,22), 11,11%
for playing games and 5,55% for doing business. The Outside Lunchtime Group
also consisted of subjects who consider themselves aware of sustainability issues
(77,78%) and those who engage in environmentally friendly behaviour (88,89%).
More than half of these subjects were familiar with automated control in build-
ings (55.55%) and lamps triggered by movement sensors (66,67%).

The Survey Results

The results of the questionnaire were divided per: awareness, perception,
learnability, acceptability, efficiency, effectiveness, and usefulness. Each aspect
is represented by one or more items in the questionnaire. We discuss below the
results for each aspect per questioned group.

As shown in Figure 7.2, the Lunchtime Group showed only partial awareness,
with one third of the subjects stating that they were aware of the system. 25,92%
stating that they were not aware of the system, while 25,93% answered “I dont
know. The lack of some subjects awareness of the system is actually good, as it
proves that the system was unobtrusive, enabling energy saving without affect-
ing user comfort. The perception of the Lunchtime Group was that this system saves
energy (64,81%), takes into account the natural light level (53,70%) and consid-
ers people’s presence (72,22%). This implies that the majority of this group had
good assumptions about the system or were simply well informed.

Regarding learnability, 42,59% of the group stated that it was easy to use the
system, while 51,85% were neutral or did not know the answer to this question.
71,11% of the subjects found the system to be acceptable, while 16,66% thought it
caused distractions.

As for the efficiency of the system, the majority of subjects did not know
whether the system immediately reacted to change, or gave a neutral answer
(61,11%). 24,07% considered the system to be efficient, while 14,81% did not.
When it comes to effectiveness, 59,26% of the subjects stated that they were satis-
fied with the system, 31,48% were neutral and only 5,56% were dissatisfied, as
shown in Figure 7.3. Finally, the majority of subjects (70,37%) stated that they
found the system to be useful, with 12,96% neutral and only 11.14% regarding it
as not useful.

The Outside Lunchtime Group showed moderate awareness with a bit more than
one third of the subjects (38,89%) stating that they were aware of the system.
25,92% of subjects stated that they were not aware of the system, while 25,93%
did not know the answer to this question (Figure 7.4). When compared with the
Lunchtime Group, this group had a slightly higher awareness of the system. This
may be because this group usually worked outside lunch hours, sometimes in
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Figure 7.2: Awareness, Learnability, Acceptability and Efficiency for the
Lunchtime Group

Figure 7.3: Effectiveness and usefulness for the Lunchtime Group

the late afternoon or evening, when changes in the system became more notice-
able.

The perception of the Outside Lunchtime Group was that this system saves en-
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ergy (77,78%), and considers people’s presence (66,66%). Only half of the sub-
jects thought that the system considers the natural light level. This may be be-
cause the system deployed in their offices takes only presence/movement into
account, and end-users assumed that the same system was used in the restau-
rant. However, we may conclude that the majority of this group were well in-
formed regarding energy saving and presence detection. Moreover, to better
inform end-users and thus increase their acceptance of the system, they need
better communication about the systems inclusion of the natural light level. Re-
garding learnability, 66,67% of the group stated that it was easy to use the system,
while 33,33% were neutral or did not know the answer to this question. 83,33%
of the subjects found the system to be acceptable, while none of the subjects con-
sidered the system to cause distractions. This is a very good result, as it confirms
that this solution achieves the goal of saving energy without affecting user com-
fort or productivity. As for the efficiency of the system, the majority of subjects
did not know if the system immediately reacted to changes, or gave a neutral
answer (72,22%). 22,23% found that the system was efficient, while 5,56% did
not agree. Figure 7.5, shows that when it comes to effectiveness, 72,23% of the
subjects stated that they were satisfied or very satisfied with the system, 11,11%
were neutral and none were dissatisfied. Most importantly, the majority of sub-
jects (83,33%) stated that they found the system to be useful, with 5,56% neutral
and only 11,11% stating that they did not know the answer.

Referring back to the constructs of the technology acceptance model, we may
conclude that both groups showed high acceptance of the system (Lunchtime
Group 71,11% and Outside Lunchtime Group 83,33%) and high perceived useful-
ness (Lunchtime Group 70,37% and Outside Lunchtime Group 83,33%). We take
average value from both surveyed groups to be the final result regarding accept-
ability of this study (77.22%). The perceived ease of use is equivalent to learnabil-
ity, which showed to have slightly lower yet satisfactory results (Lunchtime Group
42,59% and Outside Lunchtime Group 66,67%). All in all, the system can be con-
sidered to be well received by the end-users, and since there were no complaints
during the whole period when the system was used, we can easily recommend
deploying this system to other locations.

7.3 Computer Sleep Mode Control
Even though the Computer Sleep Mode control solution was deployed on

fourteen PCs, to evaluate social acceptance only five end-users responded to the
survey. The survey consisted of six questions and is presented in Appendix 5.

When asked if they turn off their computer before leaving the office, four out
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Figure 7.4: Awareness, Learnability, Acceptability and Efficiency for the Outside
Lunchtime Group

Figure 7.5: Effectiveness and usefulness for the Outside Lunchtime Group

of five replied “Always” and one replied “Frequently”. This implies that these
users are already quite environmentally aware, in the habit of turning off their
workstation at the end of the working day, or both.
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When asked whether the enabling of the sleep mode made them more aware
of how they use their computers, three out of five agreed, one was neutral and
one disagreed.

The end-users were also asked whether enabling of the sleep mode made
them put the computer to sleep more often. Four out of five answers were
“Agree” (one Strongly Agree), while one was neutral. Also, for the question
whether enabling of the sleep mode made them turn the computer off more of-
ten, two out of five agreed, while three disagreed.

To determine the frequency of their disturbance by the solution, we asked
the end-users if on some occasions the computer entered sleep mode while they
were actively using the computer. Two out of five answers were “Never”, one
“Rarely”, one “Occasionally” and one “Frequently”. This showed rather differ-
ent usage experience and frequency of disturbance.

Finally, when asked if having to wake up their computer from sleep mode
disrupts their work flow, three out of five surveyed end-users stated “Not
much”, while two stated “Little”.

Finally, as there were too few sufficient survey responses by end-users to
draw statistically relevant conclusions, we were not able to completely evaluate
this solution from the perspective of user acceptability.

7.4 Sensor Holder
The intermediate sensor holder intervention was also evaluated from the so-

cial acceptability perspective. The survey was sent to the mailing list of all build-
ing occupants. The participants were asked to mark their level of agreement to
the following three statements: (1) Adjustment of existing movement sensor in-
creased my satisfaction with how the lights are controlled within my office, (2) I
was satisfied with the quality of the added sensor holder, and (3) In my opinion,
existing movement sensor adjustment was an acceptable intervention.

In total, 63 building occupants filled in the survey (see Appendix 6). The Fig-
ure 7.6 shows the results of this evaluation study. The results show that there was
an increase in satisfaction for 39,69% survey participants. However, there were
also 28,57% participants who stated that this solution gave no increase in satis-
faction. Results regarding the quality of the solution were very similar. Again,
a majority of 42,86% survey participants stated that they were satisfied with the
quality of the solution, while 25,39% were not. For this and previous statements,
19,05% participants answered that they did not know. Finally, 55,56% survey
participants found this intervention to be acceptable; we therefore marked it
with “medium” acceptability. Possible reasons for medium acceptability may
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Figure 7.6: The results of the social acceptability study for the intermediate sensor
holder intervention

be that some users already had well-positioned sensors and our change did not
demonstrate clear improvements. Moreover, similar reasons may apply to users
who are very active and move a lot during their work day. For them the benefits
of this intervention are not sufficiently visible.

7.5 Water Consumption Reduction

We also used a survey to evaluate the water consumption reduction inter-
vention. In this survey we asked the building occupants to state their level of
agreement on the following four statements: (1) Adding water flow reductors to
water faucets in the building did not decrease my satisfaction regarding water
usage from faucets; (2) Motivated by water flow reduction action, I performed
water saving actions at work more frequently; (3) Motivated by the water flow
reduction action, I performed water saving actions at home more frequently; (4)
The water flow reduction was an acceptable intervention.
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In total, 63 building occupants filled in the survey. Figure 7.7 shows the re-
sults of this study.

Figure 7.7: The results of the social acceptability study for the water consumption
reduction intervention

Survey results show that 74,6% of the participants did not experience a de-
crease in satisfaction with this intervention, while 12,7% of survey participants
did experience a decrease in satisfaction. From the comments in the survey we
conclude that the dissatisfaction was experienced due to longer waiting time
when using a water faucet (e.g., when filling a bottle).

The results also show that a small percentage of participants were motivated
by this intervention (17,46%) to perform water saving actions at work. The re-
sults, however, imply that there was no significant spillover effect from the work



140 7. Social Acceptance Considerations

to the home situation.
Finally, 74,6% of survey participants stated that this intervention was accept-

able. Taking into account this percentage, we mark this action as highly accept-
able.

7.6 Waste Separation Process Change
As part of the waste separation intervention, all trash bins were removed

from offices and replaced by new waste separation bins in the hallways. This
allowed for separation of waste into paper, plastic, glass and cans.

The intervention was top-down, meaning that the change occurred over night
and without input from people working in the Bernoulliborg. In the current
study, we aimed at finding out how the intervention was received by the em-
ployees. More specifically, we aimed to investigate whether employees found
the intervention acceptable, and whether it influenced their recycling behavior.

We also measured the acceptability of this intervention and recycling rates
among employees working in a neighboring building of the same faculty and
the same campus, the Linnaeusborg1, where employees still use the regular trash
bins; this group served as a control group.

To test the effectiveness of the intervention we carried out an online study and
asked participants to fill in a short questionnaire. The questionnaire included
scales measuring acceptability of the recycling policy, current recycling behavior
at work and ease of participating in the intervention (effort ratings).

This study is a joint work with Ellen van der Werff and Berfu Unal from
the Faculty of Behavioural and Social Sciences, Environmental Psychology De-
partment Social Psychology, as well as Tuan Anh Nguyen from the Distributed
Systems research group. Data collection was performed by Distributed System
group members, while data analysis was performed by members of the Social
Psychology department.

The Survey Results

A total of 266 employees participated in the online study. The majority of
participants (140) were in the experimental situation, and therefore working in
the Bernoulliborg. The rest of the participants (126) were in the control situation,
working at the Linnaeusborg building.

Participants in the experimental situation read about the intervention, and
participants in the control condition read about a hypothetical version of the

1http://www.rug.nl/about-us/who-are-we/discover-groningen/linnaeusborg
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same intervention (e.g., “Imagine that the Faculty Board decided to remove reg-
ular trash bins, and replace them with new ones that require separating your
trash.”). Then they answered the same questions about the general acceptability
of this policy. The answers are given on a scale of 1 to 7, and the results are pre-
sented as average value for all responses. Results revealed that acceptability was
significantly higher in the experimental situation (5,56 out of 7; 79,43%) than in
the control situation (4,99 out of 7; 71,29%). This finding indicates that partic-
ipating in the intervention already increases acceptance of the policy, a finding
that is in line with previous research.

Participants were asked to indicate the extent to which they recycle and sep-
arate their trash at work. As expected, average self-reported recycling was sig-
nificantly higher in the experimental situation (5,37) than in the control situation
(4,14). The finding indicates that providing employees with new recycling bins
already results in higher separation of trash.

Participants indicated to what extent they aim to reduce waste at work. We
found that those in the control situation (4,88) were more likely to reduce waste
at work than those in the experimental situation (4,28). This may suggest that
there is more willingness to reduce waste at work in cases where comfort was
not affected because the intervention did not actually take place.

Participants were asked to indicate the extent to which it is easy for them to
recycle trash at work. There were no differences between the experimental and
control groups in effort ratings (4,99; 5,25) respectively. This finding indicates
that employees who were already participating in the intervention by separating
their trash in the Bernoulliborg did not find this more taxing or difficult than did
employees who were not yet actively recycling their trash at work.

The results of this study show that introducing this policy will increase re-
cycling rates in university buildings. Furthermore, people who experience this
policy in their own building find it more acceptable than do people who do not
yet experience it. Overall, the participants rated the policy as rather acceptable.
These results suggest that experiencing the policy in one’s own building even
increases acceptability of the policy.

However, our findings also suggest that introducing such a policy may have
some negative consequences. We found that participants in the building with
the new recycling bins were less likely to reduce their waste than participants in
the building without recycling bins. This suggests that the intervention may be
successful in promoting recycling, but at the same time reduce the need to reduce
waste. An important question is therefore whether the policy can be adjusted in
such a way as to promote not only recycling, but also other sustainable behaviors
such as reducing waste. A possible approach worth exploring would be to adjust
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the policy by making it a more bottom-up approach in which the employees
are involved at an earlier stage and in which the goal of the policy is clearly
communicated. We assume that this will improve the effectiveness of the policy
regarding other sustainable behavior such as reducing waste.



Chapter 8

Related work

The problem of energy efficiency is not new and it is tackled by researchers
from different disciplines. Because of the multidisciplinary nature of this

thesis, we present scientific research related to energy efficient buildings, from
computer science, psychological and economic perspectives. To address the
work related to design and implementation of the GreenMind system, we pro-
vide details on related software architectures, as well as application of related
artificial intelligence algorithms. Subsequently, we present both already imple-
mented and ongoing research projects, and define similarities and differences
with the Sustainable Bernoulliborg project. Finally, we present several commer-
cial products providing partial solutions to the problem of energy efficiency in
buildings, as well as present commercial services offered today.

8.1 Scientific Research
In (Nguyen and Aiello 2013), the authors provide a survey about energy intel-

ligent systems looking at the three main energy consuming subsystems in build-
ings (i.e., HVAC, lighting and office equipment) which have drawn the attention
of numerous studies. The authors notice that some of the researched studies fo-
cus on one subsystem only, while others try to save energy for two or even three
subsystems. The majority of the reviewed studies focus on only one subsystem.
The same study shows that only six of all identified studies focus on HVAC and
lighting, three focus on HVAC, lighting and power plugs, and two others focus
on lighting and power plugs only. More specifically, smart lighting has been
the focus of many authors (Dubois and Blomsterberg 2011, Bülow-Hübe 2008) as
an area with significant energy improvement potentials. Besides lighting, office
equipment (e.g., computer and monitor) influences the energy usage to a great
extent (Kawamoto et al. 2004, Webber et al. 2006). This leads to phantom con-
sumption or other unnecessary energy consumption as equipment stays turned
on when there is absolutely no need for that. Furthermore, according to (Boy-
ano et al. 2013, Agarwal et al. 2010), HVAC systems can also contribute to the
possible energy and cost savings.
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Contrary to this, in the present work, we focus on integration of lighting,
workstations (PCs) and plug loads subsystems. Moreover, we provide easily
extensible infrastructure that leaves space for integration of new subsystems, for
example subsystems to control of heating, cooling or ventilation. By integrating
the mentioned subsystems, we reuse the information and increase accuracy of
presence and activity detection algorithms to further optimize energy use in non-
residential buildings.

We also identified two interesting work on energy management in smart
spaces. In (Caruso et al. 2014), the authors developed the OPlatform, for smart
environments to be able to collect micro-account energy consumption of devices,
at the level of each single power line, which allows at the same time the actua-
tion of devices. A similar work deals with user profiling and micro-accounting
for smart energy management (Caruso et al. 2013). These papers address similar
issues that we tackle as a part of our User Layer solutions, described in Sec-
tion 4.3.1.

There is number of studies that relate to psychological (social or behavioral)
as well as economic aspects of energy efficiency in buildings. To identify the re-
lated work we performed a search using the terms “energy efficient buildings”
with terms “psychological, social, behavioral” as well as with the term “eco-
nomic”.

A cross-cultural analysis of household energy use behavior in Japan and Nor-
way (Wilhite et al. 1996) compares energy use behavior for space heating, light-
ing and hot water use, as well as discuss patterns related to cultural and eco-
nomic factors.

The next identified study concerns efficient and inefficient aspects of resi-
dential energy behavior and what are the policy instruments for change (Lindén
et al. 2006). In this study, the authors did an empirical study based on a survey of
600 Swedish households. The conducted interviews questioned about residen-
tial energy behavior and possible policy instruments for change.

Further, in (Darby et al. 2006) the authors explore feedback on household
electricity consumption and if it represents a tool for saving energy. In their
work, a psychological model is presented. Relevant features of feedback are
identified that may determine its effectiveness: frequency, duration, content,
breakdown, medium and way of presentation, comparisons, and combination
with other instruments.

A study on energy conservation behavior and the difficult path from infor-
mation to action is presented in (Costanzo et al. 1986). This study presents a
social-psychological model of energy-use behavior that draws on behavioral and
social research to explain influence processes and behavioral change related to
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energy conservation behavior. Psychological factors that refer to how informa-
tion is processed by individual decision makers and positional factors that relate
to characteristics of the decision makers’ situations that support or constrain ac-
tion were discussed.

Moreover, in (Poortinga et al. 2003) the authors present household prefer-
ences for energy-saving measures. In this paper, the authors conclude that:
“Energy-saving measures differed in the domain of energy savings, energy-
saving strategy, and the amount of energy savings . Energy-saving strategy
appeared to be the most important characteristic influencing the acceptability
of energy-saving measures. In general, technical improvements were preferred
over behavioral measures and especially shifts in consumption. Further, home
energy-saving measures were more acceptable than transport energy-saving
measures. The amount of energy savings was the least important characteris-
tic: there was hardly any difference in the acceptability of measures with small
and large energy savings.”

Furthermore, the factors influencing household energy use were studied
in (Steg 2008). In this work, the authors discuss three barriers to fossil fuel en-
ergy conservation, namely “insufficient knowledge of effective ways to reduce
household energy use, the low priority and high costs of energy savings, and the
lack of feasible alternatives.”

Additionally, energy saving and energy efficiency concepts for policy making
were presented in (Oikonomou et al. 2009). In this paper, the authors attempt to
identify the effects of parameters that determine energy saving behavior with
the use of the microeconomic theory. The role of these parameters is crucial and
can determine the outcome of energy efficiency policies; therefore policymakers
should properly address them when designing policies.

As it can be seen, most of the above-mentioned psychological studies relate
to households and the residential sector. It would be very interesting to con-
duct similar studies with the focus on non-residential (especially office) build-
ings which, to the best of our knowledge, are currently unavailable.

Turning to the economic perspective, there are two studies in line with our
business scalability requirements, one on management of emerging technolo-
gies (Groen and Walsh 2013), and another on guidelines for creating a corporate
entrepreneurship function to realize business development in a high-tech con-
text (Uittenbogaard et al. 2005). Furthermore, we identify a work that shows how
combining activism and entrepreneurship can contribute to online advocacy or-
ganizations promoting sustainability (drs. T.A. van den Broek et al. 2012). These
studies are helpful in as sense that they provide business perspective necessary
for technical teams to understand importance of business requirements and to
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include those in every day development planning and execution.
In the work on delivering energy efficient buildings – a design procedure

to demonstrate environmental and economic benefits (Horsley et al. 2003), the
authors describe the development of a design management procedure in which
energy performance is monitored from the earliest phases of building inception.
Moreover, the decision support tool to give guidance to design teams at a stage in
the design process on project-specific energy performance issues, and their envi-
ronmental and economic implications was developed. The authors conclude that
“Reducing the energy consumption of buildings represents not only a significant
environmental improvement, but is also favorable over a medium- to long-term
economic basis. Considering the likely rise in energy prices over the lives of new
buildings, these economic benefits look set to become very significant indeed.”

Next, we found a work regarding a methodology for economic efficient de-
sign of Net Zero Energy Buildings (Kapsalaki et al. 2012). In this work, the au-
thors developed a methodology and an associated calculation platform in order
to identify the economic efficient design solutions for residential Net Zero En-
ergy Building (NZEB) design considering the influence of the local climate, the
endogenous energy resources and the local economic conditions. It has been
concluded that “as a general trend, the most expensive NZEB design solution in
terms of initial cost was at least 3 times more expensive than the cheapest design
solution. The same at least about 3:1 ratio, was generally observed in terms of
life cycle cost. This result clearly illustrates the importance of an economic anal-
ysis at the early design stage of NZEBs in order to reach the energy goals with
economic efficiency.” As in the present work we are dealing with an existing
building,this methodology could not be applied or taken into account.

In (Amstalden et al. 2007), the authors investigate economic potential of
energy-efficient retrofitting in the Swiss residential building sector and the ef-
fects of policy instruments and energy price expectations. This work analyses
the profitability of energy-efficient retrofit investments in the Swiss residential
building sector from the house owner’s perspective. Different energy price ex-
pectations, policy instruments such as subsidies, income tax deduction and a car-
bon tax, as well as potential future cost degression of energy efficiency measures
were taken into account. The authors conclude that: “For the current economic
assessment of energy-efficient retrofitting, two relevant factors were identified.
First, the expected energy price has a significant influence on the outcome of the
investment analysis. Second, the inclusion of financial energy policy support
in the investment analysis is crucial. The implications for house owners and
investors are also of interest. If energy prices remain high and current policy
measures are taken into account, energy-saving retrofits would be highly attrac-
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tive investment opportunities. Therefore, it would be economically wrong to
renovate a house without simultaneous investment into energy efficiency.”

The study on willingness to pay for energy-saving measures in residential
buildings uses a choice experiment to evaluate the consumers’ willingness to pay
for energy-saving measures in Switzerland’s residential buildings (Banfi et al.
2008). “The results show a significant willingness to pay for energy-efficiency
attributes of rental apartments and of purchased houses. The willingness to pay
varies between 3% of the price for an enhanced insulated facade (in compari-
son to a standard insulation) and 8% to 13% of the price for a ventilation system
in new buildings or insulated windows in old buildings (compared to old win-
dows) respectively.”

The following paper explores economic returns to energy-efficient invest-
ments in the housing market, providing evidence from Singapore (Deng et al.
2012). Throughout this work, 250 building projects in the City of Singapore
awarded the Green Mark for energy efficiency and sustainability were analyzed.
More specifically, the private returns on these investments, evaluating the pre-
mium in asset values they command in the market were analyses. In total, almost
37,000 transactions in the Singapore housing market were analyzed to estimate
the economic impact of the Green Mark program on Singapore’s residential sec-
tor. The results show that based on nearest one-to-one neighbor matching be-
tween control and treatment samples, a significant premium in selling prices for
dwellings with Green Mark Certification. The estimated premium is larger for
dwellings certified at higher levels in the Green Market process Platinum, Gold
Plus, and Gold rated dwellings. Comparing to the present work, we may draw a
parallel and conclude that improving sustainability of a building does not bring
only return on investment from energy savings, but can additionally increase the
value of property by making it more attractive interested parties (e.g., tenants,
buyers, etc.).

Finally, we present a paper on economic evaluation of energy saving mea-
sures in a common type of Greek building (Nikolaidis et al. 2009). This paper
deals with the economic analysis and evaluation of various energy saving mea-
sures in the building sector, focusing on a domestic detached house in Greece,
i.e. in a typical Mediterranean climate. In this paper, the authors conclude that
“Using the Internal Rate of Return as evaluation criterion it has been shown that
the upgrading of artificial lighting is the most effective investment, while the in-
sulation as well as the installation of an automatic temperature control system
at the burner boiler system follow next. The use of solar heaters is economic
enough and profitable, contrary to the replacement of windows and door frames
and the partial upgrading of heating systems that constitute very low return in-
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vestments.” This work confirms that besides retrofitting solutions, automated
control of large energy consumers show to be effective investments.

Similar to presented economic studies, our present work implies that taking
the system proposed in this work into account in early stages of design building
owners or investors can save on operational costs and also reduce total cost of
ownership if the investment is done at initially instead of retrofitting being done
in later stages of building life-cycle. Moreover, in Section 6.2 we take economic
considerations into account, namely return on investment and payback periods.
Having constantly raising prices of energy in mind, we show how better control
of energy consuming subsystems or retrofitting represent interesting investment
opportunities. In present work (Chapter 6), we evaluated several investments
as well as stakeholders willingness to invest if factors, such as payback period,
become shorter.

8.2 Software Architectures and AI Algorithms
There are several initiatives aiming to make homes and offices, energy effi-

cient and comfortable. In these initiatives, system architectures have been de-
signed to satisfy common requirements. Starting from year 2000 onwards, there
are a few projects which describe architectures of pervasive systems (see Table
8.1).

Inspired by work in (Degeler and Lazovik 2013), we looked further into the
architectures of pervasive systems, presented in Figure 8.1. The presented archi-
tectures vary in organizational aspect (e.g., number of layers, components per
layer), application scope (home, classroom, office(s), building) as well as level
of implementation (from proof-of-concept, through living-lab until fully imple-
mented projects in the real-world environment). In the following, we list the
projects that are implemented and have their architecture described in a form of
a publication.

There are several main differences between architectures described in the
mentioned projects and the architecture that we propose. Most of the projects fo-
cus on individual homes or multiple offices, while our focus is a whole building
and all building subsystems (e.g., Lighting, PCs, HVAC, appliances), therefore
covering different use cases, scenarios and energy saving strategies. The listed
projects cover less than 50 end-users (occupants), while some parts of our sys-
tem are designed to cover more than 800 building users (e.g., the restaurant of
the Bernoulliborg). For implementation each project uses different middleware
implementation. We consider each component of the proposed architecture as a
service, providing wrapper around actual devices, that way exposing function-
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Project title Started Scope Publication
MavHome 2000 Home Youngblood, et al., 2004

iSpace/iDorm 2002 Dormitory room Holmes, et al., 2002
SmartLab 2006 n/a Lopez-de-Ipina, et al., 2008

CASAS SmartHome 2008 Duplex apartment Kusznir & Cook, 2010
SmartHomes4All 2008 Apartment Aiello, et al., 2011

ThinkHome 2010 Home Reinisch, et al., 2010
EnergySmartOffices 2011 Offices T. A. Nguyen, et al., 2013

GreenerBuildings 2013 Offices Degeler et al., 2013
SB / GreenMind 2014 Office building Nizamic, et al., 2014

Table 8.1: Projects introducing architectures in pervasive systems

alities and making each system component easy to be consumed (e.g., Planner as
a Service, Orchestrator as a Service, etc.). More information on architecture pat-
terns and differences among context-aware smart environments can be found
in (Degeler and Lazovik 2013).

Besides related architectures, we present work related to the algorithms that
are being utilized within our architecture as part of the Reasoning Layer (De-
cision Making component). More specifically, we present the state of the art
of scheduling of cloud resources and applications on clouds, as well as auto-
mated planning to compose web services and cloud application, and to com-
pare it to present work. The problem of scheduling of cloud resources has been
addressed in a number of papers. Cloud scheduler described in (Armstrong
et al. 2010) manages user-customized virtual machines in response to a user’s
job submissions. Its main motivation is to provide computing resources to the
research community. Similarly, in (Kim et al. 2010), solution is oriented toward
the same application area by providing a scheduling scheme for scientific ap-
plications which require large-scale computing resource for long term execution
period. Contrary to this, the motivation of our work related to the scheduler is to
provide a scheduling mechanism for requests for cloud resources, being used in
actual operating environments. Moreover, our scheduler guarantees optimality
of schedule in regard to number of used resources for a defined interval of time,
that was not tackled neither in (Armstrong et al. 2010) nor in (Kim et al. 2010).
In (Lu and Gu 2011), different metrics such as the change of load are used to
dynamically schedule cloud resources. By real-time monitoring of performance
parameters of virtual machine, scheduling of cloud resources is being done using
ant colony algorithm to bear some load on load-free node. On the other hand, our
scheduler as an input has user-defined metrics, such as resources specification,
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requested usage duration and policies.
Scheduling of grid applications on clouds is presented in (Chaves et al. 2010)

where not only resource demands are taken into account, but also software re-
quirements of the applications. This approach is similar to ours in sense of tak-
ing a content of resources into consideration. Difference is that our approach
focuses on service-oriented systems, whereas in (Chaves et al. 2010) they are
using grid application of image processing. Besides that, we introduce depen-
dencies among services and the way to manage them. Work done in (Ge and
Wei 2010) proposes a scheduler which makes scheduling decision by evaluation
the entire group of tasks in job queue. The preliminary simulation results show
that scheduler can get shorter ”make span” for jobs and achieve better balanced
load across all the nodes in the cloud. Instead, our scheduler enables control
of maximum number of used resources per a given interval of time. Addition-
ally, there are two papers, (Larsson et al. 2011) and (Sotiriadis et al. 2011), which
are focusing on inter-cloud scheduling (scheduling for cloud federations). This
represents a different problem, but both papers provide useful insight into spec-
ifications, scheduling, and monitoring of services. There are also industry white
papers that present how usage of cloud resources can support Agile Software
development (CollabNet 2011), (Amit Dumbre 2011). The main idea of these pa-
pers is that realization of automated builds, testing and production deployment
in clouds can accelerate feedback mechanism that is crucial for Agile software
development methodology.

We review the work related to automated composition of software applica-
tions that spans both the AI and cloud computing communities. Many stud-
ies use automated planning to compose Web services (e.g., (Kaldeli et al. 2011)),
and to automatically generate information flows (Riabov and Liu 2005, Sohrabi
et al. 2013), which is a similar problem to Web service composition. Among
those studies, HTN planning is employed to represent and compose Web ser-
vices in multiple approaches (Georgievski and Aiello 2015). The most common
one translates the service knowledge from Web Ontology Language for Services
(OWL-S) (Martin et al. 2007) to HTNs (Sirin et al. 2004). The main difference
between OWL-S and Aeolus lies in that the latter is envisioned for capturing
deployment processes of distributed cloud applications, while OWL-S is specif-
ically designed to support the discovery, composition and monitoring of Web
services.

There are also attempts to use automated planning for composing cloud ap-
plications. Arshad et al. (2003) describe a deployment problem of software
components, and use general-purpose temporal-based planner to find the most
optimal plan with respect to plan duration. Lascu et al. (2013) represent a de-
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ployment problem using a simplified Aeolus model, and develop a specialised
planner to search for a solution. While the former study does not define the plan-
ning problem on any formal ground, we use the simplified Aeolus formal model
as in the latter study to derive our HTN planning problem. Contrary to (Lascu
et al. 2013), where domain-related processes and features are implemented and
embodied in the planning process, we use a general-purpose HTN planner, and
encode the specific knowledge into the domain model.

8.3 Research Projects
We present both implemented and ongoing research projects that relate to en-

ergy efficiency in buildings There are several implemented ICT research projects
supporting energy efficiency in buildings, most of which are identified by REEB
project 1, the European Strategic Research Roadmap to ICT enabled Energy-
Efficiency in Building and Construction. In Table 8.2, we refer to the projects
identified by REEB and extend the list with additionally identified projects that
relate to the present work.

Table 8.2: Research projects with ICT support for enegy efficiency

Project title Period Website

BuildWise 2007-2010 zuse.ucc.ie/buildwise
AIM 2008-2010 www.ict-aim.eu

BeAware 2008-2010 www.energyawareness.eu
intUBE 2008-2011 zuse.ucc.ie/intube

SM4ALL 2008-2011 sm4all-project.eu
SMOG 2008-2012 n/a (Section 1.3.2)

DEHEMS 2009-2011 www.dehems.eu
eDIANA 2009-2012 www.artemis-ediana.eu

SmartHouse/SmartGrid 2009-2013 smarthouse-smartgrid.eu
GreenerBuildings 2010-2013 greenerbuildings.eu (Section 1.3.3)

The projects listed in Table 8.2 have different focus and objectives. Details on
projects are taken over from the official projects’ web pages. BuildWise stands
for: Building a Sustainable Future: Wireless Sensor Networks for Energy and
Environment Management in Buildings. “The objective of this project was to
specify, design, and validate a data management technology platform that sup-
ports integrated energy and environmental management in buildings utilizing a

1http://cordis.europa.eu/project/rcn/86724 en.html
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combination of wireless sensor network technologies, an integrated data model
and data mining methods and technologies. The project supports the develop-
ment of an integrated software tool for the design and deployment of wireless
sensor networks for buildings, including power, signal strength, network proto-
cols and interfaces to existing building management systems.” Even though the
project deliverables were not available online, for the description we conclude
what the differences are. Difference between this project and our project is that
we apply automated control whilst they mostly focus on network protocols and
interfaces to existing building management systems.

AIM’s main objective is to foster a harmonized technology for profiling and
managing the energy consumption of appliances at home. “AIM introduces en-
ergy monitoring and management mechanisms in the home network and will
provide a proper service creation environment to serve virtualisation of energy
consumption, with the final aim of offering users a number of standalone and op-
erator services. Behind this goal, the main idea is to forge a generalized method
for managing the power consumption of devices that are either powered on or
in stand-by state. Especially for the second category of devices, the project will
define intelligent mechanisms for stand-by state detection, using all-device-fit
control interfaces. The AIM technology is applied on white goods (refrigerators,
kitchens, washing machines, driers), communication devices (cordless phones
and wireless communication devices for domestic use) and audiovisual equip-
ment (TV Sets and Set-top-boxes).” As it can be seen, the AIM project focuses
on the energy consumption of appliances at home, while the focus of our project
are non-residential buildings. This difference in application domain, leads to
different devices to be controlled, as well as different use cases, scenarios and
algorithms to be applied.

“BeAware studies how ubiquitous information can turn energy consumers
into active players by developing: (1) an open and capillary infrastructure sens-
ing wirelessly energy consumption at appliance level in the home; (2) ambient
and mobile interaction to integrate energy use profiles into users everyday life;
and (3) value added service platforms and models where consumers can act
on ubiquitous energy information and energy producers and other stakehold-
ers gain new business opportunities. Through this project a number of scientific
papers were published. The publications present among others a framework for
residential services on energy awareness, designing effective feedback of elec-
tricity consumption for mobile user interfaces, as well as increasing residential
energy awareness with disaggregated real-time feedback. BeAware has created
solutions to motivate and empower citizens to become active energy consumers,
by offering them the opportunity to raise awareness of their own power con-
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sumption in real time. These solutions include: (1) Energy Life: a mobile phone
application, (2) Watt-Lite Twist: an ambient interface that makes use of the home
lighting and lamps as a means to communicate with the user, (3) Service Layer:
a solution providing data to the interfaces, and (4) Sensor Layer: a solution
containing sensor network installed in the users homes and data storage and
handling massive amounts of recorded data.” Same as the previous project, the
BeAware project has households as the application domain and it works specif-
ically on sensor networks, data storage and interfaces for end-users. Unlike the
Sustainable Bernoulliborg project, it does not have any form of automation de-
ployed.

As presented in Section 1.3.2, the aim of the SMOG project was to introduce
energy consumption metering in the municipality of Groningen (NL). An appli-
cation collecting and presenting energy usage data was developed. By the end
of the project, 10 buildings, comprising office buildings, schools, a waste man-
agement site and a pump station, were connected to the energy data monitoring
and displaying system. The main goal of this project was to collect and present
energy consumption data to the end users, to motivate them to perform energy
saving actions. Similarity of this project with our project is that both projects deal
with data collection, storage and visual representation. However, for the SMOG,
monitoring was the core idea, while for the Sustainable Bernoulliborg it is only
part of a layer where the system interfaces with the end users, while main part
of the system lays in sensing, decision making and control (i.e., automation).

intUBE stands for Intelligent Use of Buildings’ Energy Information. As stated
by the project leaders: “intUBE promotes increased life-cycle energy efficiency
of the buildings without compromising the comfort or performance of the build-
ings by integrating the latest developments in ICT-field into Intelligent Building
and Neighborhood Management Systems and by presenting new ICT-enabled
business models for energy-information related service provision. Even though
there is little materials that could be found on this project, leaders of the intUBE
project promised the following. IntUBE develops tools for measuring and ana-
lyzing building energy profiles based on user comfort needs. These offer efficient
solutions for better use and management of energy use within buildings over
their life-cycles. Intelligent Building Management Systems will be developed to
enable real-time monitoring of energy use and optimization. They will, through
interactive visualization of energy use, offer solutions for user comfort maxi-
mization and energy use optimization. Neighborhood Management Systems is
developed to support efficient energy distribution across groups of buildings.
These support timely and optimal energy transfers from building to building
based on user needs and requirements. New Business Models to make best use
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of the developed Management Systems are created. The results of IntUBE are
expected to enhance not only the comfort levels of building users, but to also re-
duce overall energy costs through better energy efficiency. These results will be
demonstrated in at least three pilot cases: social housing in Spain, office build-
ings in Finland and a third case defined during the project.” From the available
materials it is not clear to which degree the promised parts of the project were
achieved. However, the main difference of this project comparing to our project
is that it focuses on tools for measuring and analyzing building energy profiles
based on user comfort and does not explicitly mention any form of automation.

“SM4All has studied and developed an innovative platform, based on a
service-oriented approach and composition techniques, for smart embedded ser-
vices in immersive environments. This has been applied to the challenging sce-
nario of private homes having inhabitants with diverse abilities and needs (eg
young, elderly or disabled people). The SM4All project has the ambitious goal
of boosting and structuring the cyber intelligence surrounding us in order to
simplify our lives. The basic idea is to bring together all devices present in a
house and coordinate their activities automatically in order to execute complex
tasks that involve many appliances (such as preparing a bath, creating a certain
mood in a room, following a video, saving energy, closing the house, etc.). Inhab-
itants can both interact with and programme the intelligent house, in a simple
fashion, through user devices such as the iPad and smartphones. Demos have
been built using Brain Computer Interface technology, which allows the user to
interact with the SM4all environment using brain waves, without touching any
input device. The user simply concentrates on a specific icon shown on a screen
in order to initiate an action.” (Mecella and Baldoni 2011) Main differences be-
tween SM4All and our project are application areas, system goals target users
and their interaction with the system. SM4All focuses on private homes while
we are focusing on office buildings. Furthermore, they include specific groups
of people, such as elderly or disabled people, while we focus on university em-
ployees. Additionally, SM4All has the main goal to simplify lives of their users,
while we mainly focus on reducing energy consumption while preserving the
level of comfort. Finally, the end-users of SM4All interact with homes using dif-
ferent devices, while we strive to understand intentions of users by letting them
use building systems the way they are used to.

DEHEMS stands for the Digital Environment Home Energy Management
System. This project is looking at how technology can improve domestic energy
efficiency. “DEHEMS aims to extend the current state of the art in intelligent
meters, moving beyond energy input models that monitor the levels of energy
being used to an energy performance model that also looks at the way in which the
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energy is used. Bringing together sensor data in areas such as household heat
loss and appliance performance as well as energy usage monitoring, it offers
real time information on emissions and the energy performance of appliances
and services. In turn the potential exists to make changes to appliances/ser-
vices remotely from the mobile phone or PC. The system can also provide spe-
cific energy efficiency recommendations for the household. The potential is to
personalize action on climate change, and so help enable new policies such as
Personal Carbon Allowances as well as supporting the move towards increased
localized generation and distribution of energy. This project resulted in more
than 20 scientific publications as well as many project deliverables published. It
mostly focused on smart metering and had a number of Living Labs. The De-
hems Living Labs are in Birmingham, Bristol and Manchester and in Plovdiv and
Ivanovo in Bulgaria. In Dehems the living lab volunteers help us gain insights
into peoples behavior regarding energy savings. Feedback from users enabled
to develop a customer friendly system that many more people will like to use.”
Similarly to previous projects, this project focuses on households and does not
primarily focus on automation.

eDIANA stands for Embedded Systems for Energy Efficient Buildings. It ad-
dresses the need of achieving energy efficiency in buildings through innovative
solutions based on embedded systems. “The technology developed in eDIANA
improves energy efficiency and optimize buildings energy consumption, pro-
viding real-time measurement, integration and control. Moreover, comfort is
improved by making the user aware and enabling user-controlled policies for
household devices (lighting, domestic electronics, etc.). The eDIANA Platform
is a reference model-based architecture, implemented through an open middle-
ware including specifications, design methods, tools, standards, and procedures
for platform validation and verification. eDIANA Platform enables the interop-
erability of heterogeneous devices, and it provides the hook to connect the build-
ing as a node in the producer/consumer electrical grid. Thus, this project pro-
vides a Reference Architecture for a network of composable, interoperable and
layered embedded systems that will be instantiated to several physical architec-
tures. The eDIANA Platform realizations cope with a variable set of location and
building specific constraints, related with parameters such as climate, configura-
tion (one to many, one to one etc), energy regulations etc.” Difference between
eDiana and Sustainable Bernoulliborg projects is that besides the providing the
integrated infrastructure, we also sense changes in the environment and we take
user behavior into account to improve automated control. Moreover, we have
a permanent installation in an operating environment occupied with real end-
users, while other mentioned projects are mostly focused on temporary home or
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living lab installations.
“The SmartHouse/SmartGrid project sets out to validate and test how ICT-

enabled collaborative technical-commercial aggregations of Smart Houses pro-
vide an essential step to achieve the needed radically higher levels of energy
efficiency in Europe. This project focuses on both monitoring and control for en-
ergy efficiency in the smart homes as well as integrating of smart homes with
the smart grid through web services. Furthermore, it tackles multi-agent coor-
dination in the electricity grid together with simulation of a smart grid city with
software agents.” This project focuses on homes and residential users, and there-
fore have different use cases and equipment to be monitored and controlled.

“GreenerBuildings develops an integrated solution for energy-aware adap-
tation of public buildings. It investigates self-powered sensors and actuators,
occupant activity and behaviour inference, and an embedded software for
coordinating thousands of smart objects with the goals of energy saving
and user support. GreenerBuildings embraces the following key principles
in order to achieve its goals: living-lab experimentation and validation, an
agile interdisciplinary consortium, and a user centric approach. In particular,
the validation will consider test cases with at least 1.000 networked devices
deployed in living-lab buildings.” Difference between GreenerBuildings project
and Sustainable Bernoulliborg project can be seen as evolution and moving from
theory to practice (details described in Section 1.3.3).

Our work is linked to several other ongoing or recently completed research
projects within FP7/Horizon 2020 programmes and CIP programmes related to
the impact of ICT for Energy Efficiency in Buildings. Also, we build on insight
derived from recent FP7/Horizon 2020 programmes focusing on social and be-
haviour aspects.

More than 100 ongoing or completed projects were found searching the
CORDIS web page with the search term “ict for energy efficient buildings”. Ta-
ble 8.3 summarizes the basic information of these (recent or ongoing) projects
relevant for present work.

Here we discuss some ongoing projects that are the most relevant to our
work, their descriptions, and relations to the our project. Since most of listed
projects are still ongoing, we closely follow their work through web pages and
personal contacts. Mentioned projects strive to increase energy saving motiva-
tion by monitoring consumption and behaviors and providing feedback to raise
awareness.

ENTROPY stands for Design of an Innovative Energy-Aware IT Ecosystem
for Motivating Behavioral Changes towards the Adoption of Energy Efficient



8.3. Research Projects 157

Lifestyles. ENTROPY project aims at addressing innovative solutions for energy
efficiency improvements by understanding the main energy consuming factors
and trends, as well as properly modeling and understanding the citizens’ behav-
ior and the potential for lifestyle changes. Novel practices that fully integrate
information collected from a set of sensor networks and mobile crowd sensing
activities are going to be exploited along with processes for monitoring, report-
ing and analyzing sets of data with regards to energy consumption and the be-
havioral profile of citizens. The designed IT ecosystem is planned to be validated
in three pilot sites. This project focuses on data collection using sensor networks
as well as mobile crowd sensing. As stated, the collected data will be used to
gain better understanding of user behavior and how it affects consumption. This
project does not aim to have automation of control of energy consuming devices.

OrbEEt stands for ORganizational Behaviour improvement for Energy Effi-
cient adminisTrative public offices. This project is aiming at the development of
an IT ecosystem for enhanced energy performance monitoring and the display
of energy certificates. Users will be engaged with IT tools through intrinsic/ex-
trinsic human motivators. The validation is foreseen in 4 public buildings in 4
countries. The action aims at triggering a 20% average energy demand reduc-
tion per building, a 30% CO2 emission reduction with a 2 years payback period
of the tool. This project sets ambitious goals for energy demand reduction and
payback period of the system. Our experience showed that behavior change may
be rather difficult factor to be controlled.

EnerGAware is acronym of Energy Game for Awareness of energy efficiency in
social housing communities. This project is combining the use of gaming, social
networking and personalized data driven engagement in energy efficiency. The
social media features will provide users with a platform to share data of their
achievements, compete with each other, give energy advice, as well as to form
virtual energy communities via which the users can learn to balance the energy
consumption, comfort and financial cost of their actions.

GreenPlay is the Game to promote energy efficiency actions. This project is
aiming at raising awareness among citizens through the implementation of a
real time platform. This system will consist of a web-based platform to monitor
the energy consumption in real time. Also, advice and challenges to reduce con-
sumption will be available for users of the platform, and a serious game to raise
awareness is foreseen. The pilots will be 200 social housing in three different
countries.

TRIBE stands for TRaIning Behaviours towards Energy efficiency: Play it!
The project aims at the development of a social game to engage users and trigger
behavioral change towards energy efficiency, by overcoming non-technical bar-
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riers. The social game will be supported by an initial energy audit and diagnosis,
virtual pilots in conformity with the 5 real buildings, a funding scheme merging
existing instruments with clean web solutions and a user engagement campaign
addressing the specific behavior change challenges.

Comparing to all above-mentioned five projects, our project includes (1) de-
veloping novel models by employing artificial intelligence algorithms and meth-
ods, (2) considering acceptability of energy efficiency solutions, and (3) intro-
ducing community-centered design, in addition to user-centered approach, for
energy efficiency solutions.

The next six ongoing projects are funded by European Commission and other
funding agencies in USA, Germany, and Sweden). However, these six projects
do not target publicly owned buildings (including administrative offices, social
housing, and buildings in public use or of public interest).

UMBRELLA stands for Business Model Innovation for High Performance
Buildings Supported by Whole Life Optimisation. UMBRELLA addresses
the energy efficiency through the development of an innovative, web-based
decision-support application, which provides common independent evaluation
tools built around new and adaptable business models. The interface will use
guided navigation to ascertain key information from key stakeholders, building
location, building type, owner objectives and preferences, carbon and budget
requirements etc. Business models, specific to the project and stakeholders will
then be provided through the online dynamic web portal, which will allow users
to explore and optimize different business models and the relating implications
and recommendations for interventions to their specified building.

DAREED is the acronym for Decision support Advisor for innovative busi-
ness models and user engagement for smart Energy Efficient Districts. DAREED
aims at delivering an ICT service platform (and some specific tools) to foster en-
ergy efficiency and low carbon activities at neighborhood, city and district level.
Project results will be validated via pilots in three different countries and con-
texts, thus granting the possibility to generalize results and ensuring replicability
throughout Europe and beyond. The key success factor for effective energy effi-
ciency initiatives at community level is to involve all the stakeholders who have
active role in decision making and provide them the right information at the
right time to take informed decisions; to this extent, user engagement through
social networks can foster participation and energy consumption awareness.

IMPRESS stands for Intelligent System Development Platform for Intelligent
and Sustainable Society. The aim of the IMPRESS project is to provide a Systems
Development Platform which enables rapid and cost effective development of
mixed criticality complex systems involving Internet of Things and Services and
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at the same time facilitates the interplay with users and external systems. The
IMPRESS development platform will be usable for any system intended to em-
brace a smarter society. The demonstration and evaluation of the IMPRESS plat-
form will focus on energy efficiency systems addressing the reduction of energy
usage and CO2 footprint in public buildings, enhancing the intelligence of mon-
itoring and control systems as well as stimulating user energy awareness. This
project has similar goals to our implemented GreenMind system. Comparison
of these two project may be beneficial for system architects designing systems in
the area of smart energy spaces.

In the project Active House in the Sustainable City, at the end of 2012, a test
family moved into a prototype flat a living lab in the new urban area Stockholm
Royal Seaport. The project aims at addressing automatic systems and new mo-
bile tools which will enable the family to keep track of their electricity consump-
tion and help them make sure they use electrical devices when the electricity
is at its cheapest and produced in the most environmentally friendly way. The
research project involves participants from a broad spectrum of industry actors
and academia.

Similarly to our work on Energy Competition Dashboard presented in Sec-
tion 4.3.1,Power House project develops “Power House” - a multi-player game
- to study how games can be used to build energy efficiency habits. In the field
study participants played the game in their homes over the course of one week
to one month while their smart meter provided home energy consumption data
for analysis. Participants in this study would typically play the game within a
real social context. For example, while playing the game via Facebook, players
were able to post in-game achievements and energy savings for their Facebook
friends to see.

IT4SE stands for IT for Smart renewable Energy generation and use. This
is bilateral German-New Zealand project aiming at maximizing generation of
cost-effective renewable energy, and its conservation through more efficient use.
Information technologies, including novel mobile and web-based services, will
motivate and empower citizens to take an active part in this endeavor. This
project aims to develop solutions similar to our implemented web and mobile
solutions, presented in Section 3.2.4.

8.4 Commercial Products and Services
There are many commercially available products or services supporting en-

ergy efficiency in buildings. However, for the illustration, we list a few popular
products that relate to energy consuming systems that we include as a part of
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Title Acronym Period

Building Energy Efficiency for Massive market Up-
take

BEEM-UP 2011 2014

Novel Business model generator for Energy Effi-
ciency in construction and retrofitting

NEWBEE 2012 2015

Holistic Platform Design for Smart Buildings of the
Future Internet

HOBNET 2010 2013

Knowledge-based energy management for public
buildings through holistic information modelling
and 3D visualization

KNOHOLEM 2011 2014

Retrofitting Solutions and Services for the enhance-
ment of Energy Efficiency in Public Edification

RESSEEPE 2013 2017

Intelligent Services for Energy-Efficient Design and
Life Cycle Simulation

ISES 2011 2014

Decision support Advisor for innovative business
models and user engagement for smart Energy Effi-
cient Districts

DAREED 2013 2016

Energy Efficiency and Risk Management in Public
Buildings

ENRIMA 2010 2014

Buildings Energy Advanced Management System BEAMS 2011 2014
Energy management and decision support systems
for Energy Positive neighborhoods

EEPOS 2012 2015

Future Internet Smart Utility Services FINESCE 2013 2015
Energy Efficiency for EU Historic Districts Sustain-
ability

EFFESUS 2012 2016

Sustainable Zero Carbon ECO-Town Developments
Improving Quality of Life across EU - ECO-Life

ECO-LIFE 2010 2015

Energy Forecasting NRG4CAST 2012 2015
New systems, technologies and operation models
based on ICTs for the management of energy pos-
itive and proactive neighborhoods

E[PLUS] 2012 2016

Building Energy decision Support systems for
Smart cities

BESOS 2013 2016

Control and Optimisation for Energy Positive
Neighborhoods

COOPERATE 2012 2015

BARriers for ENERGY changes among consumers
and households

BARENERGY2008 2012

Low Carbon at Work LOCAW 2011 2014

Table 8.3: National or international research and innovation activities
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control system described in this thesis, namely lighting, appliances, heating and
air conditioning. In Table 8.4, we present five products that enable monitoring
and control of different energy consuming subsystems.2

Table 8.4: Energy management products and services available on the market

Product name Short description Website

Plum Scheduiled light control www.plumlife.com
Plugwise - Circle Energy meter & switch www.plugwise.com

NEST Learning Thermostat www.nest.com
Plugwise - CoolDing Airco remote controller www.plugwise.com

en:Key Heating control http://www.enkey.de

The products described in Table 8.4 provide different functionalities. The
Plum Lightpad Dimmer is a light switch controllable by swipe movement that de-
tects presence and adjusts lights accordingly. A single Plum Lightpad replaces
a switch or dimmer in a house and controls the lights that are connected to that
switch. If a family room downlight switch is replaced with a Plum lightpad, it is
possible to turn on and off or dim those downlights from a smartphone or from
the Lightpad itself using a gesture.

The Plugwise Circle measures the energy usage of connected devices and
lights and allows putting together a schedule to switch devices on and off auto-
matically. The information is passed through the wireless ZigBee-Mesh network
to a Plugwise application or to Plugwise software. This product enables near
real-time measuring of power consumption and manual and schedule-based
control of devices connected to the Circle.

The Google’s Learning Thermostat NEST is an electronic, programmable, and
self-learning Wi-Fi-enabled thermostat that optimizes heating and cooling of
homes and businesses to conserve energy. It takes user actions into account to
learn from them and generate schedules for automated control.

The Plugwise company also provides the CoolDing product which acts are
remote controller for air conditioning. CoolDing is a universal infrared remote
control for air conditioners (HVAC). CoolDing can record the commands of the
remote control of your air conditioner. When recorded, you can play these com-
mands using the CoolDing application on a smartphone or tablet. This makes
it possible to control air conditioner from anywhere. It is also possible to auto-
matically switch on/off the AC and adjust the temperature by using a schedule
which can be manually programmed.

2The presented information is acquired from the official websites of the listed companies.
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The en:Key product represents combination of room sensor and fully auto-
matic valve controller. According to field experiences, it saves up to 20 percent
of heating energy. Room sensor and valve controllers are easy to install, without
any noise and dirt. The two components do not need any cables for commu-
nication or for power supply, with support of to wireless technology, the solar
module and the thermal generator. For operation, they produce the necessary
energy directly from sunlight and the heat from hot water. en:Key is provided by
Kieback&Peter3 company. This company provides comfort in rooms and maxi-
mized energy efficiency. Using networked technology they optimize the interac-
tion of heating, ventilation, air conditioning, lighting, blinds and other systems.
Kieback&Peter is globally positioned, with numerous international branch of-
fices, customers and references.

The mentioned products focus on separate subsystems, from heating and
air conditioning to lighting and plug load. Moreover, they provide manual,
schedule-based and semi-automated control. Our proposed system builds on
those solutions, with the aim of being hardware-agnostic. It integrates several
types of energy consuming subsystems together and that way increases accuracy
of detection algorithms and maximizes energy saving. Moreover, our system is
based on AI algorithms that enable it to be completely automated and to act re-
actively to changes in a building environment, instead of solely learning from
user actions.

When it comes to commercially available services, taking into account that
the system described in this thesis could be provided as a service, we observe
several companies that provide similar services.

Lucid4 is an American company. Lucid provides energy dashboard for both
managers and for public. From the Lucid website we understood that their dash-
board can be used to influence user behavior, thus bring savings. However, to
the best of our knowledge currently they provide no automated control on en-
ergy consuming devices. On the contrary, we provide not only monitoring, but
also automated control solutions.

Linc5 claims to provide hardware and software that enables real-time energy
management in buildings, and to provide actionable insights and analytics to
help reduce energy consumption and carbon emissions by up to 30%. Linc is
a Denmark-based startup company. The differences here are (1) we don’t pro-
vide hardware solutions - we are hardware agnostic, (2) we provide automated
control, and (3) we provide occupant dashboard.

3http://www.kieback-peter.de
4https://www.lucidconnects.com
5http://www.linc.world
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Wattics6 is a company from Ireland. Wattics provides an energy measurement
analysis tool without automated control solution, while we use advanced moni-
toring and intelligent automated control to bring additional energy savings.

Another company from The Netherlands is QwikSense7. QwikSense pro-
duces both hardware and software. Our focus, unlike QwikSense, is mainly on
software that is compatible with different hardware solutions (device-agnostic).
QwikSense also does not offer automated control solution.The differences with
our proposed system is that are (1) we are hardware agnostic, (2) we provide
automated control, and (3) we provide occupant dashboard.

Besides these companies that are providing disruptive solutions, currently,
the market is dominated by large multinationals, such as: Siemens, Honeywell,
Johnson Controls, and Schneider Electric.

Siemens8 provides building automation systems for all building types and
sizes. Siemens uses open communication standards and interfaces to integrate
a wide choice of different building control disciplines like heating, ventilation,
air conditioning applications, lights and blinds, up to safety features, and equip-
ment. With special features such as centralized, energy management and effi-
cient and innovative energy saving functions, and the effective interaction of all
system components and processes they claim to achieve significant cost and en-
ergy savings.

Honeywell9 is a Fortune 100 company, which solutions to improve the quality
of life of people around the globe: generating clean, healthy energy and us-
ing it more efficiently. SHoneywell offers are wide range of products, such as:
Building Automation Systems and Controls, Smart Building Control Systems,
Lighting Controls, Building Air Quality Control, etc. For instance, Honeywell
Lighting Controls offer smart scheduling, presence detection and photo sensing
to ensure lights are not left burning in vacant areas and are off in areas where
there is plenty of natural light. It all adds up to energy savings as a standalone
solution or as part of an overall integrated energy management plan using heat-
ing, ventilation and air conditioning (HVAC) and building automation systems
(BAS).

Johnson Controls10 is a global diversified technology and industrial company
serving customers in more than 150 countries. They offer products, services and
solutions to optimize energy and operational efficiencies of buildings; lead-acid
automotive batteries and advanced batteries for hybrid and electric vehicles; and

6http://www.wattics.com
7http://www.qwiksense.com
8http://www.siemens.com
9http://honeywell.com

10http://www.johnsoncontrols.com
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seating components and systems for automobiles. Their Building Automation
System features a user interface to better manage HVAC, lighting, security and
fire protection systems on a single platform. Enhanced system configurations,
programming capabilities, and additional IT features improve productivity, re-
duce energy costs and enhance security.

Schneider Electric11 develops technologies and solutions to make energy safe,
reliable, efficient, productive and green. The Group invests in R&D in order to
sustain innovation and differentiation, with a strong commitment to sustainable
development. Their building automation system solution (SmartStruxure) deliv-
ers the right information customizable to customers needs on an attractive inter-
face. Schneider Electric claims that day-to-day operations are significantly easier
with drag-and-drop trending, calendar-like schedules and one-click reporting.
Native open protocols provide the freedom to choose the right equipment for
unique application. SmartStruxure solution can deliver deliver an efficient en-
terprise with up to 30% energy savings while creating a healthy and sustainable
environment.

A common thing for all these companies is that they are large multinational
companies focusing on global market. That brings certain advantages as the mar-
ket gets is large. However, it also leads to reduced attention that can be provided
to each customer and in many of cases that leads to systems not totally adjusted
to reduce energy consumption as much as it’s possible. That is where our pro-
posed system comes into play. Moreover, they offer total integrated solution that
is expensive and has to be installed with the help of professionals. Comparing to
their offer, our presented solution is cheaper and can be installed by any installa-
tion company. Our solution is also offered as a service (on demand) and it can be
used only for time that is actually needed. Moreover, it is more affordable by any
building in need for monitoring and automated control. Our system also leaves
the possibility to integrate with the building automation systems that use open
protocols, and that way reuse the existing installed infrastructure in combination
with improved control algorithms, to provide full automated reactive control.

11http://www.schneider-electric.com



Chapter 9

Conclusions

We set out to explore how an ICT system can contribute towards more sustain-
able buildings and to identify what should be the characteristics of such a sys-
tem, the possible energy and other resource savings resulting from use of differ-
ent interventions and techniques, and the factors affecting economic and social
acceptability.

Evaluations of environmental savings, economic and social acceptability for
each proposed intervention showed that the proposed system is acceptable for
the stakeholders. As presented in the Figure 9.1, the lowest environmental sav-
ings of the interventions were 5%, while the highest were in the order of 80%.
These percentages are specific for the environments where the interventions
were applied. In any case, each realized intervention showed environmental
savings.

The payback period of each intervention falls within 10 years, which was also
one of the original goals of the project. More precisely, the payback of each solu-
tion varies from 0 to 7,81 years. Moreover, this payback period was confirmed to
be acceptable by facility managers who were direct advisors of decision makers
(i.e., managing directors).

Most of the interventions were regarded as highly acceptable by the end-
users, while one was considered to be of medium acceptability. One solution
(Computer control) was not completely evaluated for its user acceptability as
there were insufficient survey responses by end-users to allow for statistically
relevant conclusions. Even though most of the results indicate high user accep-
tance, the surveying process made us aware of several important points to be
improved in future research.

In order to evaluate user satisfaction with the overall system, we conducted
an end-user satisfaction survey, shown in Figure 9.1. In total, 63 building occu-
pants responded to the survey. The results of the survey show that the majority
of survey participants (63,49%) were satisfied with the overall system. A smaller
percentage of participants (20,63%) gave a neutral mark, while 15,87% were not
satisfied.

Finally, we surveyed energy and facility managers as the main stakeholders



166 9. Conclusions

Savings Payback period User acceptability
Lighting control 80% 7,81 years High (77.22%)

Computer control 9,46% 0 years n/a
Sensor holder 28,34% 3,45 years Medium (55,56%)

Waste separation 21,73% 4,66 years High (79,43%)
Water reduction 5% 1,99 years High (74,6%)

Table 9.1: Summary of the evaluation of the interventions

Figure 9.1: End-user satisfaction survey

of the system. On a scale of 1 to 7, they stated that they found this particular
system to be easy to use (perceived ease of use: 5,17 out of 7) and that they believed
the system would enhance their job performance (perceived usefulness: 5,67 out
of 7). Moreover, all subjects interviewed stated that they would be interested in
using the system in buildings which they manage (intention of use).
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9.1 System Requirements Satisfaction
Considering the original system requirements presented in Section 2.2.2, we

qualitatively evaluate to which extent these are satisfied by the system. More-
over, we identify the less urgent requirements that are partially satisfied and left
for future work.

In total, there were 12 functional requirements. Functional requirements FR1,
FR2 and FR3 are related to environmental conditions and consumption data col-
lection and storage. These requirements were satisfied, as well as implemented
and deployed in the actual environment, as described in the Section 4.3.3.

The functional requirements FR4, FR7 and FR8 relate to user interfaces which
visualize the consumption and environmental data. These were also imple-
mented, tested, and deployed in the actual environment. More information
about these actions can be found in the Sections 4.3.2 and 4.3.1. The difference
between the web application for managers and the one for building users is that
the managers have additional functionalities, such as correlating consumption
data with environmental data (e.g., weather). Moreover, functional requirement
FR5 (notification system), was also implemented as part of the work described
in the Section 4.3.1, while the report generation feature, functional requirement
FR6, was implemented as a part of the work described in the Section 3.3.4.

Table 9.2: The results of the requirements evaluation

Functional requirements Evaluation result
FR1 - Environment condition data collection Implemented
FR2 - Consumption data collection and storage (derived) Implemented
FR3 - Historic data collection Implemented
FR4 - Web application for Managers Implemented
FR5 - Notification system for Managers Implemented
FR6 - Report generation for Managers Implemented
FR7 - Monitoring personal consumption for building users Implemented
FR8 - Monitoring overall consumption for building users Implemented
FR9 - Control interface to Managers Dev. in progress
FR10 - Automated control of HVAC system Dev. in progress
FR11 - Automated control of Lighting system Implemented
FR12 - Automated control of Appliances Implemented

Functional requirements FR11 and FR12 relate to the control of lighting and
appliances. Both features were developed and deployed as a part of work pre-
sented in the Section 3.2.3.
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The only remaining functional requirements whose development is still in
progress are Control interface for Managers (FR9) and Automated HVAC control
(FR10). These requirements were internally marked as less urgent. The reason
for this was that the control interface feature came from the facility managers as
an additional feature. Moreover, the feature of automated control of the HVAC
system heavily depended on the results of automated control of Lighting, which
first had to be evaluated before applying the same principles to an HVAC system.
For the reasons mentioned, these requirements will be considered as a subject for
future work.

There were also 12 non-functional requirements, of which 9 were imple-
mented, and 1 partially implemented; for 2 development is still in progress. The
non-functional requirement NFR1 (GUI simplicity), was covered by involving
professional graphical designers that created the graphical user interface design
(see Acknowledgments).

The non-functional requirement NFR2 (Installability) was covered by imple-
menting components of the architecture in the form of micro-services. Using the
same technology, fault tolerance (NFR5) was partially implemented. Still, there
remain some scenarios to be covered; these will be included as subjects for future
work.

The non-functional requirement High performance (NFR6) was also covered,
as the implemented system collects and presents data as well as performing con-
trol in real time.

As a part of the PC Sleep Mode control solution (Section 4.3.4), the require-
ment regarding operational timeouts (NFR7) was implemented. Still, as this
functionality has not yet been propagated to the whole system we mark it as
partially implemented and include it as a part of future work.

The privacy and security requirements (NFR7, NFR12) were tackled by not
storing personal data about the users in the database, as well by encoding all
data used in communication. Data coming from individual sensors cannot be
coupled with a particular person. This makes the sensor data truly anonymized.

The non-functional requirement of scalability within a building (NFR9) was
confirmed by deploying the solution to more sections in the building (see Sec-
tion 4.1). Portability (NFR11) was confirmed by moving and reusing the data
collection solution from one office to the whole floor in the Bernoulliborg. The
requirement of scalability among more buildings (NFR10) was confirmed by de-
ploying the solution to more buildings of the Municipality of Groningen.

The requirements Configurability (NFR3) and Maintainability (NFR4) are still
in progress, as their implementation on several components has to be spread
across the whole implementation. These two requirements are therefore consid-
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Table 9.3: The results of the non-functional requirements evaluation

Non-functional requirements Evaluation result
NFR1 - Simplicity Implemented
NFR2 - Installability (derived from B1) Implemented
NFR3 - Configurability (derived from B1) Development in progress
NFR4 - Maintainability Development in progress
NFR5 - Fault tolerance Partially implemented
NFR6 - High performance Implemented
NFR7 - Performance (timeouts) Implemented
NFR8 - Privacy Implemented
NFR9 - Scalability - a building Implemented
NFR10 - Scalability - more buildings Implemented
NFR11 - Portability Implemented
NFR12 - Security Implemented

ered to be part of future work.

Table 9.4: The results of the business requirements evaluation

Business requirements Evaluation result
BR1 - Cost effectiveness Satisfied
BR2 - Controllability Satisfied

Finally, the business requirements Cost effectiveness (BR1) and Controllabil-
ity (BR2) were satisfied. Cost effectiveness was confirmed by keeping the pay-
back period of the system within bounds considered acceptable by the clients
(i.e., within 10 years). Moreover, cost effectiveness will increase once the costs
of hardware and other services involved in the initial investment have been re-
duced. The Controllability requirement was satisfied by preserving all crucial
components of the system within the ownership of our development team. Con-
trollability can also be improved by including the expertise of front-end develop-
ment within the internal development team, which should in turn also positively
affect the cost effectiveness.

9.2 Answers to the Research Questions
RQ1: Assuming that a smart energy system is realizable in an actual operating en-

vironment, how can real-time consumption data be feasibly obtained and what energy
consuming devices can be controlled using an ICT system? What should be the charac-
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teristics of an ICT system that supports sustainability measures in buildings?
Real-time consumption data can be obtained in various ways. Depending on

where measurements take place, on the main meter or measuring consumption
of a device or group of devices, measuring devices such as smart plugs or pulse
counters can be used. In our implementation, to measure consumption of an
office, an individual user or a single device, we used smart plugs, which com-
municate using a wireless sensor network and transfer consumption data every
one second. For measuring consumption of the whole building we developed,
for both electric and optical pulses, a pulse counter that was connected directly
to a main electricity meter. Using this solution we were able to count pulses and
store or send measurements every second. We also implemented support for
collecting signals from the P1 port of a smart meter. Although other methods of
metering, such as use of a clamp meter, are possible, for the purpose of this work
they were not necessary.

Several types of energy consuming devices can be controlled by using an ICT
system. We mostly controlled office equipment such as PCs, laptops, printers,
light fixtures, lamps, radios, as well as kitchen equipment like coffee machines,
fridges, microwaves, and boilers. Other devices can be also controlled using an
ICT system, especially simple devices that are controlled by using a standard
electricity switch. For more sophisticated equipment that is not recommended
to be simply switched off from the power line, additional hardware or software
interfaces need to be used or developed. An example of this is a software inter-
face that we developed to control PCs; instead of wirelessly controlling a smart
plug switch, we send a software command to a PC to switch it off or put it into
sleep mode.

The characteristics of an ICT system to support sustainability measures in
buildings are described in detail in Section 2.2. There we describe functional and
non-functional requirements of the system as collected from stakeholders, as
well as business requirements collected from case studies. In total, we identified
twelve functional, twelve non-functional and two business requirements which
are mostly satisfied by the system built.

RQ2: Can an ICT system increase the efficiency of resource use in a building, and if
so, which techniques contribute to increase of efficiency while maintaining user comfort?

As a result of our work, we conclude that an ICT system can indeed increase
the efficiency of resource use in a building. According to the experiments we per-
formed in the Bernoulliborg, we increased the resource efficiency of five different
subsystems by 5-80%. The potential efficiency greatly varies, depending on the
spatial and environmental conditions of a building where the system is installed.
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Efficiency may be increased by proper understanding of the usage patterns of the
space and a proper configuration of the installed system.

The evaluation results show that the most effective technique was the AI
planning used for Lighting control intervention. Using this technique, we
achieved electricity savings in the order of 80%. Additionally, linear regression
proved to be a good technique to discover user preferences for using their
workspace and their energy consuming devices. Using linear regression we can
obtain constant optimization, and at the same time maintain user satisfaction by
including users’ negative feedback in the automated control decision process.

RQ3: Assuming that a smart energy system generates economic savings in a build-
ing, which factors influence the economic acceptability of such a system? Moreover,
which values of those influencing factors are acceptable and realistic?

The studies conducted show that the factor of greatest influence for economic
acceptability of a smart energy system was its payback period. Economic ac-
ceptability increases as the payback period becomes shorter. Several factors may
influence the payback period. As the Payback period equals the Cost of invest-
ment divided by the Annual saving, we can reduce the payback period in two
ways: (1) by reducing the investment, or (2) by increasing the annual savings.
Costs of investment can be reduced by reducing or eliminating some of the vari-
ables influencing these costs, such as hardware production, transportation, im-
port taxes, software development, installation costs, and so on. Annual savings
can be increased when the efficiency of used software algorithms increases, when
the number of working weeks or consumption increases, or when the price of
utilities (e.g., electricity, water, etc.) rises.

The actual implementation of the reference project showed that savings
could be achieved for each system tackled. Our analysis showed that the
acceptable payback period for the system, as defined by stakeholders, falls
within 10 years, and in some cases within 15 years. For the systems analysed
these payback periods were also shown to be realistic.

RQ4: Is such a smart energy system acceptable for end-users of a building? If so,
how important is social acceptability for such a system and which factors influence it?

Social acceptability plays a very important role. A great system that is not
used cannot achieve any savings. The system that we developed showed to be
acceptable by the building end-users. Measured social acceptability rated from
55,56% to as high as 79,43%.

As noted throughout this work, factors influencing social acceptability of the
system are closely connected to the way in which the project goals, motivations
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and final achievements are communicated to the stakeholders and end-users.
Another important factor in social acceptability the amount of extra effort which
users must put into the system. Based on the results of the end-users’ survey, we
conclude that social acceptability could be increased by improving communica-
tion regarding a project or individual intervention.

9.3 Sustainable Buildings

The energy consumption of non-residential buildings around the world con-
tributes significantly to the world’s total energy consumption. The work

presented in this thesis is driven by the motivation to reduce resource consump-
tion within non-residential (office) buildings using an ICT system, in ways that
are efficient, as well as economically and socially acceptable.

In this thesis we used design science research methodology to create a smart
energy system intended to make an organization’s operations more sustainable.
Our work focused on design, implementation and deployment of the system in a
real operating environment, as well as optimization of the infrastructure used by
the system itself. Moreover, we identified related work and evaluated the system
from environmental, economic and social perspectives.

In Chapter 2 we started by collecting the requirements for the system from all
involved stakeholders. Through this process, we documented the requirements
essential for proper design of the system. We introduced an architecture for a
smart energy system, described each component in detail, and explained how
the system communicates and operates.

In Chapters 3 and 4 we described how the system is implemented and de-
ployed in the Bernoulliborg in Groningen (The Netherlands). We presented and
motivated our technological choices, and described the setting and management
of each intervention.

In Chapter 5 we investigated how the use of computing and storage infras-
tructure can be optimized using AI techniques, scheduling and planning. More-
over, we evaluated the performance of each technique, taking into account a
typical size of the resource allocation problems for optimization of building op-
erations.

In Chapter 6 we conducted and presented experiments designed to evaluate
efficiency of the system. Moreover, we used real project costs and savings to
evaluate the payback periods and economic acceptability of the system.

In Chapter 7 we conducted user surveys to evaluate the social acceptability
of the system.

Next, in Chapter 8 we presented our findings regarding work done in sim-
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ilar ICT research projects and energy saving studies, and we described similar
software architectures and commercially available products.

Finally, we evaluated the overall system and discussed the factors affecting
acceptability. We reviewed satisfaction of the system requirements and provided
answers to the research questions.

9.4 Reflection
We have based our conclusions on the implementation of a relatively mod-

ern building, the Bernoulliborg. We stipulate, however, that our results are more
general and are portable to other office buildings. The solutions for saving en-
ergy on PCs are independent of the envelope. The way in which lights are con-
trolled in office buildings or in restaurants, using fixed schedules and PIR, has
been the most common one for past decades. So our interventions promise to
be easily portable to other buildings and to bring comparable savings. Even
when considering a state of the art building like The Edge we think that our in-
tegrated solution can bring additional benefits by reusing information between
different sensor systems, as well as by using user feedback to correct the control
mechanisms. Our current plan to deploy this solution in more buildings of the
University of Groningen and several buildings of the Municipality of Groningen
will either confirm or invalidate the portability of the solution and transfer of
savings. It is also interesting to consider for future research the transfer of these
solutions to radically different types of buildings.

The transition to smart and sustainable non-residential buildings is a major
change that has to be carried out if we are to reduce energy consumption and
overall environmental damage. This transition can go smoothly only if all in-
volved parties understand and embrace the individual and collective benefits of
the transition.

It is vital to know what types of interventions can be realized on the way
towards more sustainable buildings. Moreover, it is important to understand
which interventions have a significant impact, how to evaluate interventions,
and which techniques best support the execution of these interventions.

This thesis contributes to the body of knowledge in the area of sustainable
buildings by providing a proposal for the design and deployment of a support-
ing ICT system in an actual operating building. It also contributes to the under-
standing of crucial factors affecting the economic and social acceptability of such
systems.

The system built during this dissertation showed to be scalable and portable
to other buildings. That resulted in emerging possibilities and demand for com-
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mercial exploitations of the system. The impact of this work can be significant if
the presented solutions are extended to support more energy consuming subsys-
tems, and if the system scales out to more non-residential buildings. Moreover,
the impact can be increased if the system is also applied to residential buildings,
especially for buildings with no building management system. Furthermore, im-
provements in cost-efficiency over time will make this system more appealing to
stakeholders in the residential sector.

9.4.1 Reflection on used methodologies

We reflect on two methodologies used within this thesis: Scrum and Tech-
nology Acceptance Model (TAM). In general, the scrum methodology that we
used during the software implementation process brought a number of benefits.
Most important benefits were reflected in continuous, structured improvement
of the products. Each team took responsibility for the delivery and quality of
their product(s) under development. The focus moved from traditional project
management to realization of the scrum development process. As software was
delivered in short iterations, small functional pieces of software were demon-
strated frequently, feedback collected from stakeholders, and necessary correc-
tions carried out regularly to the satisfaction of product owners and clients. One
drawback of this methodology was that more time was used for team meetings;
that placed an additional workload on the developers. However, we mitigated
this issue by adjusting the frequency of meetings to the pace of our team and the
planned number of developers’ working hours; this meant a maximum of three
meetings per week.

To evaluate the social acceptability of the GreenMind System, we used the
constructs of the Technology Acceptance Model - TAM (Davis 1986). As previ-
ously stated, according to TAM a user will have a positive attitude toward using
a system if he or she perceives that system to be easy to use as well as useful, and
a positive attitude leads to actual system use. In this thesis, we took the TAM
method as referent and did not question its validity. However, our observation
was that actual users of the system (in our case facility managers or building
users) may not necessarily be the ones who decide whether to use or implement
the system. The people making those decisions may come from a higher level of
management, or even be building owners or building maintainers. Therefore, for
future study, besides for gathering requirements, after a project is implemented it
would be useful to interview the actual decision makers to understand their rea-
sons for accepting and adopting the system. From our research we understand
that decision makers may be more influenced by factors like economic accept-
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ability, and related to this, they may need to know whether a newly installed
system would be socially acceptable and therefore used properly to bring the
expected savings.

9.5 Future Directions
The issues explored in this thesis are open to further investigation and point

to several directions for additional research. Regarding the system itself, there
is space for improvement to make the proposed solution more resilient and to
increase its compatibility with more hardware components and software inter-
faces, as well as standard building management systems. Moreover, some char-
acteristics of the system, such as configurability and maintainability, should be
improved in order to support its business scalability.

With regard to the Computer Sleep Mode control solution, it would be inter-
esting to compare the results from computers of staff members with the results
from publicly available computers for students. The reason is that computers
publicly available for students are often left running while not in active use; the
sleep mode could in such cases result in even higher savings.

Moreover, the automated control part of the system could be tested with dif-
ferent AI techniques to evaluate which techniques are most effective. Machine
learning algorithms supporting dynamic timeouts and personalization of space
management should also be applied and tested. For manual and scheduled con-
trol, user-interfaces for managers should be implemented.

Additionally, we tried to minimize influences between different saving in-
terventions by implementing them during different time periods. For example,
automated lighting control in the restaurant area was carried out during a differ-
ent period than office PC control, and mainly involved different users. Moreover,
all actions that involved informing the building users, such as promotional cam-
paigns using posters, stickers and energy consumption dashboards, were done
at the end of the project to minimize the influence of these actions on experiments
and measurements performed as a part of other interventions. However, behav-
ioral changes on the part of workers may have had some minor influence on the
savings introduced by the technology. In future research, the interventions could
be better isolated to minimize influences between interventions. Moreover, so-
cial acceptability considerations could be deepened by examining why users are
satisfied, or not, and which factors affect differences in satisfaction.

The fact that our team was granted the second Green Mind Award (2014)1

in a row, should ensure the continuity of this work. The award will enable the

1http://www.rug.nl/about-us/who-are-we/sustainability/green-mind-award/winners-2014
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extension of the system to the one remaining uncovered building subsystems, in
particular HVAC. Therefore, as part of this follow up project, a compatible room-
level automated heating control solution should be implemented and deployed
in one of the buildings of the University of Groningen.



Appendices

Appendix 1 - Sustainable Bernoulli Building - base-
line survey (before the start of the project)

The data the researcher collects about you will only be used for this research. The
researcher saves your data without a personal information to keep it anonymous. In
reports on the study joint results will presented. Participation is completely voluntary.

Q1. How much time in average you spend daily INSIDE your office?

Q2. How much time in average you spend OUTSIDE your office during a
working day?

Q3. How much time in average you spend INSIDE your office but not
working behind your computer during a working day?

Q4. Which devices do you use during your working hours, and for how long
(in hours)?
(Offered items: Desktop computer, Laptop, Additional lamp(s), Radio, Water cooker,
Microwave, Coffee machine, Heater, Other device)

Q5. How often you think about energy saving?
˝ Several times everyday ˝ One time a day ˝ Several times a week ˝ One time a week ˝

Several times a month ˝ One time a month ˝ Several times a year ˝ I don’t think about
it at all ˝ Other

Q6. Which energy saving actions do you take?
˝ I put my computer to standby mode when going to a lunch break ˝ I put my computer
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to standby mode when leaving my office ˝ I turn off my computer when leaving my office
˝ I set my computer standby timeout to a proper value ˝ I set my computer standby
timeout to a very low value ˝ I do not use any additional devices (besides the computer
and the phone) in my office ˝ Other

Q7. I often think about the fact that I work in my department
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q8. I feel committed to other colleagues of my department
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q9. The fact that I work in my department is an important part of my
identity
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q10. I feel a bond with other colleagues from my department
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q11. I have a lot in common with the average colleague of my department
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q12. I am similar to the average colleague of my department
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q13. I would feel guilty for consuming a lot of energy at work
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q14. I would feel proud for conserving energy at work
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q15. I would feel morally obliged to conserve energy at work
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q16. People who are close to me would find it important to conserve energy
at work
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q17. Colleagues from my department would find it important to conserve
energy at work
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Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q18. Are there any other aspects that you would like to mention/change in
your office?
˝ Intensity of light should be higher ˝ Intensity of light should be lower ˝ A number of
lamps should be higher ˝ A number of lamps should be lower ˝ I prefer to have a desk
lamp so that I can switch it on/off manually ˝ Sensors that trigger the lights should
be set on shorter time-out (lights should stay ON short period of time after there is no
movement) ˝ Sensors that trigger the lights should be set on longer time-out (lights
should stay ON long period of time after there is no movement) ˝ Sensors that trigger
the lights should be placed in a better location inside my room ˝ The room is being
overheated ˝ The room is being underheated ˝ Room ventilation is too intensive ˝ Room
ventilation is poor ˝ Other

Q19. If needed, explain desired changes in more detail
.....................................................................

Q20. Overall satisfaction with the working environment?
Not satisfied at all ˝ ˝ ˝ ˝ ˝ ˝ ˝ Extremely satisfied
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Appendix 2 - A Survey for Facility and Energy Man-
agers

Thank you very much for agreeing to be a part of this study! The aim of this
interview and survey is to collect information on how facility managers perceive
a possible new smart energy system that the university may implement and
how they evaluate it. [The system is introduced]

Q1. How does this compare with your current building automation systems
(BAS), if any?

Q2. What parts of the system could you see your organization adopting?
Why?

Q3. What barriers do you foresee can hinder or delay the adoption of such
features in a real setting?

Realization of a Smart Energy System
Please indicate to what extent you agree with the statements below if this

system would be implemented.

Q4. The system should have the possibility to adjust HEATING, VENTI-
LATION, and AIR CONDITIONING (HVAC) according to presence and/or
activity of people inside of a building.
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q5. The system should have the possibility to adjust LIGHTING according
to presence and/or activity of people inside of a building.
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q6. The system should have the possibility to adjust APPLIANCES (PCs,
printers, projectors, boilers) according to presence and/or activity of people
inside of a building.
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q7. The system should have the ability to adjust environment conditions on
a level of:
˝ Area (a part of the room) ˝ Section (a set of areas in a larger room, e.g. restaurant) ˝

Room ˝ Wing ˝ Floor ˝ Building ˝ Other
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Q8. The system should be able to scale from the level of one room to the
level the whole building.
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q9. Do you consider it acceptable to have additional hardware add-ons
(e.g., sensors, wireless switches, actuators) installed in order to get additional
functionalities and/or services within a building.
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q10. Historic data about the activities and conditions in a building should
be stored and reused for building operation optimization purposes (e.g., space
usage planning, cleaning, etc.).
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q11. It is important that the collected data should be owned by the organi-
zation providing or generating data.
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q12. The collected data should be kept by the organization providing the
service of smart energy system and has knowledge of secure data collection and
storage.
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q13. In your opinion, this type of a Smart Energy System is most appropriate
for:
˝ existing buildings without BAS ˝ existing buildings with BAS ˝ newly built
buildings with BAS ˝ newly built buildings without BAS ˝ both existing and newly
built buildings with BAS ˝ both existing and newly built buildings without BAS both
existing and newly ˝ built buildings with and without BAS ˝ Other

Q14. A system may NEGATIVELY affect occupant’s comfort and productiv-
ity.
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q15. A system may POSITIVELY affect occupant’s comfort and productivity.
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q16. It is acceptable to use the employee public calendar to adjust energy
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consuming systems (heating, lighting, appliances, etc.)
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q17. From the operational point of view, Facility Managers must have the
chance to adjust rules to make buildings use optimal.
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q18. The system should be smart, but the users should have the final
decision (e.g., to turn of the light or heating).
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q19. For building occupants, it would be useful to have user applications
(e.g., mobile apps) to MONITOR their PERSONAL energy consumption?
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q20. For building occupants, it would be useful to have user applications to
MONITOR their OVERALL energy consumption of a building?
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q21. For building occupants, it would be useful to have user applications
(e.g., mobile apps) to CONTROL of personal space/office.
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q22. For Facility managers, it would be useful to have a WEB application to
MONITOR the consumption within a building.
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q23. For Facility managers, it would be useful to have a MOBILE application
to MONITOR the consumption within a building.
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q24. For Facility managers, it would be useful to have a WEB application to
CONTROL devices within a building.
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q25. For Facility managers, it would be useful to have a MOBILE application
to CONTROL devices within a building.
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree
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Q26. For Facility managers, it would be useful to receive notifications (e.g.,
by SMS or email) when the consumption exceeds certain planned or expected
limits.
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q27. For Facility managers, it would be useful to have an option of auto-
mated energy REPORT generation?
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q28. The system should be easy to maintain (e.g., faulty behavior of devices
should be detected and maintenance department notified about failures, e.g.,
broken sensors).
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q29. The system should have simple interface for users.
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q30. Privacy of users should not be compromised within this system.
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q31. The data collected by sensors (e.g., presence sensor) should not be
accessible outside the system (e.g., by third-party system)?
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q32. Users should see clear benefits in order to accept the system (e.g.,
ability to adjust their system according to their preferences or needs)
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q33. In a building, the following factors should be measured:
˝ Light levels (for lighting control) ˝ Temperature (for heating and cooling control)
˝ Movement (for presence/absence detection) ˝ CO2 levels (for the air conditioning
control) ˝ Sound (simple microphone for activity detection) ˝ User connection to the
WiFi network (for person count) ˝ Other

Q34. In case of unpredictable failures (e.g., power blackouts) the system
should return to its normal working mode.
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q35. The system should be able to react in the real time.
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Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q36. The system should not react too fast, but using some delays/timeouts
(e.g., if somebody leaves a room only for a short time the system puts devices in
a room to energy saving mode)
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q37. The system should be reliable. The system should consistently perform
according to its functional specifications.
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q38. The system should not affect the comfort nor productivity of the users,
building occupants. In other words, if the the system works properly it should
not be noticed by the end-users.
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q39. In a building, the following factors should be measured:
˝ 1-3 years ˝ 3-5 years ˝ 5-7 years ˝ 7-10 years ˝ 10-15 years ˝ 15-20 years ˝ Payback
period is not relevant.

Q40. In your opinion, maintenance of the system should not be done more
frequently than:
˝ once in a week ˝ once in a month ˝ once in 3 months ˝ once in 6 months ˝ once in a
year ˝ once in three years ˝ Frequency of maintenance is not relevant.

Q41. In your opinion, annual maintenance of the system should not be more
expensive than:
˝ 0.5 fte of a maintenance worker ˝ 1.0 fte of a maintenance worker ˝ 2.0 fte of a
maintenance worker ˝ 3.0 fte of a maintenance worker ˝ Other

Q42. I believe that this particular system would enhance my job perfor-
mance?
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q43. I believe that this particular system would be easy to use?
Completely disagree ˝ ˝ ˝ ˝ ˝ ˝ ˝ Completely agree

Q44. Would you be interested in using this smart energy system in your
building?
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˝ Yes ˝ No ˝ Other

Q45. Would you like to be informed about developments on this project?
˝ Yes ˝ No ˝ Other
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Appendix 3 - Questionnaire on new waste separation
system

Dear employee of the University of Groningen,
Thank you very much for filling in this questionnaire. The University of

Groningen aims to reduce the amount of waste that is produced. One solution
would be to install a new waste separation policy in university buildings to in-
crease recycling. Trash bins in offices of employees will be removed and instead,
new trash bins will be placed at central locations on each floor. These new trash
bins allow for separating paper, can, plastic and other types of garbage. This
way, more waste can be recycled, resulting in less waste. The aim of this ques-
tionnaire is to test how people working in the Bernoulli building perceive the
new waste separation policy and how they evaluate it.

Researchers from the faculty of Behavioral and Social Sciences have drawn up
a questionnaire to evaluate the acceptability and effectiveness of this new waste
separation system. The data collected from this questionnaire will be treated
confidentially, so it wont be possible to deduce individual responses. A sum-
mary of the results will be made available. We would like to ask you to fill in the
questionnaire.

Completing the questionnaire will take about 10 minutes. By continuing
with this questionnaire you indicate the following: you have read the informa-
tion above, you are aware of the conditions and the procedure of the study as
indicated above, you consent to participate in this study.

Q1. What is your gender?
˝ Female ˝ Male

Q2. Below, you will find a description of a waste separation policy recently
implemented by the university to increase recycling among employees of the
Bernoulli Building. Please read the policy. ”Recently, all trash bins in your offices
were removed. Instead, new trash bins are placed at a central location on each floor,
which allows for separating paper, can, plastic and other types of garbage. Hence, you
now have to go out of your office every time you need to use the trash bin, and throw
your trash to a specific container on your floor. By this, the university aims at increasing
the amount of recycled garbage in Bernoulli Building.” Implementation of this policy
might have induced certain responses by you. Please indicate the extent to
which you responded in the following ways. (answers on scale 1 to 7)

˝ 1- I protested against the policy ˝ 2- I refused to behave in line with the policy ˝ 3-
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I accepted the policy ˝ 4- I felt that the policy was unfair to me ˝ 5- I agreed with the
policy ˝ 6- The implementation of the policy reduced my productivity at work

Q3. The following statements are about the effort it takes you to unplug
devices at home. Please indicate to what extent you agree with these statements:
(answers on scale 1 to 7)
˝ It requires little effort for me to always unplug devices at home ˝ I unplug devices at
home automatically ˝ I easily forget to unplug devices at home ˝ It is feasible for me to
unplug devices at home ˝ I am able to unplug devices at home

Q4. Please indicate the extent to which you agree with the following
statements. You can answer on a scale from 1 (totally disagree) to 7 (totally
agree).
˝ 1- The university is considering environmental benefits by implementing such a policy
˝ 2- The university is considering financial benefits by implementing such a policy ˝ 3-
I trust the decision of the university with implementing this policy

Q5. The following statements are about your recycling behaviour at work.
Please indicate to what extent you agree with the statements below on a scale
from 1 (never) to 7 (always).
˝ I separate my waste at work ˝ I separate paper from the rest of my waste at work ˝ I
separate cans from the rest of my waste at work ˝ I separate plastic from the rest of my
waste at work

Q6. Please indicate the extent to which you engage in the following
behaviours. You can answer on a scale from 1 (Never) to 7 (Always).
˝ 1- I recycle paper at home ˝ 2- I try to reduce the amount of waste at work ˝ 3- I
recycle plastic bottles at home ˝ 4- I recycle cans at home ˝ 5- I use my own mug at work
instead using disposable cups ˝ 6- I recycle glass at home ˝ Several times a year ˝ I don’t
think about it at all ˝ 7- I try to consume products with less waste to reduce the amount
of waste at work

Q7. Please indicate the extent to which you agree with the following
statements. You can answer on a scale from 1 (totally disagree) to 7 (totally
agree).
˝ I am the type of person who acts environmentally friendly ˝ Acting environmentally
friendly is an important part of who I am ˝ I see myself as the type of person who acts
environmentally friendly
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Q8. Finally we would like to ask you some general questions on what you
find important. Below you will find 16 values. Behind each value there is a short
explanation concerning the meaning of the value. Could you please rate how
important each value is for you?

Your scores can vary from -1 up to 7. The higher the number (-1, 0, 1, 2, 3, 4, 5, 6, 7),
the more important the value is as a guiding principle in YOUR life. Try to distinguish
as much as possible between your ratings of the values by using different numbers.

˝ equal opportunity for all ˝ harmony with other species ˝ control over others,
dominance ˝ joy, gratification of desires ˝ fitting into nature ˝ free of war and conflict ˝

material possessions, money ˝ the right to lead or command ˝ correcting injustice, care
for the weak ˝ enjoying food, sex, leisure, etc. ˝ preserving nature ˝ having an impact
on people and events ˝ working for the welfare of others ˝ protecting natural resources ˝

doing pleasant things ˝ hard working, aspiring
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Appendix 4 - Smart Lighting in the Bernoulli Building
Restaurant

Usability evaluation of the lighting system in the Bernoulliborg restaurant
In the scope of the Bernoulliborg - The building of sustainability project,
we have developed and implemented a lighting system that automatically con-
trols the lamps in the restaurant of Bernoulliborg. The restaurant has been
equipped with sensors that provide information on, for example, movement of
people within a particular space. We have deployed and used the system in the
restaurant in the past two weeks. If you have been in the restaurant in these
weeks, we kindly ask you to take 5 minutes and answer the following questions.

The following questions require general information from you.

• I am ...

˝ Working in this building

˝ Studying in this building

˝ Visiting the building

• What do you use the space of the restaurant for?

˝ Lunch

˝ Studying/Working

˝ Both, lunch and sometimes studying/working

˝ Other activities, namely

I am aware of sustainability issues
I engage in environmentally friendly behaviour

I am familiar with automated control in buildings
I am familiar with lamps triggered by movement sensors

I do not pay too much attention to technology
1-totally disagree, 5 - totally agree
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The following questions relate to the usefulness and effectiveness of au-
tomated lighting system that you might have experienced. For example,
when there is not enough natural light, the lamps can be switched on
by your movement in front of a sensor.

What do you think about the automated lighting system?
1 - Not useful at all, 5 - Very useful, 6 - I do not know

The system saves energy
The system considers natural light level
The system considers people’s presence

The system does not cause distraction
Switching lamps causes distraction

Sensors detect my presence
I have waved so as for a sensor to detect me

I have got up and walked so as for a sensor to detect me
I know that there are sensors in the restaurant

The lamps stay on long enough after their switch
I find the duration of lamps being switched on important

For me, it is easy to use the lighting system
I think that there is always enough light for me to perform my activity

The system reacts immediately to changes
1 - Not useful at all, 5 - Very useful, 6 - I do not know

What is your overall satisfaction with the system?
1 - Totally dissatisfied , 5 - Totally satisfied, 6 - Does not apply
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Appendix 5 - Evaluation sleep-mode software
A while ago you have indicated that you would like to be part of the testing the

sleep-mode software for energy savings. The sleep-mode software test is part of the Sus-
tainable Bernoulliborg project. We would like to know how you experienced having sleep
mode enabled on your computer. Thank you for your time, your feedback is valuable to us.

Q1. I turn off the computer after leaving the office
˝ Always ˝ Very frequently ˝ Frequently ˝ Occasionally ˝ Rarely ˝ Very rarely ˝

Never ˝ I don’t know

Q2. Enabling sleep mode has made me more aware of how I use my com-
puter

˝ Strongly agree ˝ Agree ˝ Neutral ˝ Disagree ˝ Strongly disagree ˝ I don’t know

Q3. Enabling sleep mode has made me put the computer to sleep more often
˝ Strongly agree ˝ Agree ˝ Neutral ˝ Disagree ˝ Strongly disagree ˝ I don’t know

Q4. Enabling sleep mode has made me turn the computer off more often
˝ Strongly agree ˝ Agree ˝ Neutral ˝ Disagree ˝ Strongly disagree ˝ I don’t know

Q5. On some occasions the computer entered sleep mode while I was actively
using the computer

˝ Always ˝ Very frequently ˝ Frequently ˝ Occasionally ˝ Rarely ˝ Very rarely ˝

Never ˝ I don’t know

Q6. Having to wake up my computer from sleep mode disrupts my work-
flow

˝ Not much ˝ Little ˝ Somewhat ˝ Much ˝ A great deal ˝ I don’t know
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Appendix 6 - Social acceptability evaluation (upon
project completion)

As a part of the Sustainable Bernoulliborg project, several interventions in electricity
consumption, water conservation and responsible waste recycling were performed in the
Bernoulliborg. To evaluate acceptance of the interventions by you, the users and the
buildings occupants, we would like to ask you to take part in a survey. This would
give us new insights on improvements that will be used for purpose of research and
publication, as well as advice for future interventions.

Displaying power consumption

The Energy Dashboard has been installed on several displays at the entrance of the
building to provide feedback on the total electricity consumption of the building. This
way, the occupants can see the real-time consumption of the building and decide to take
saving actions to reduce the electricity consumption.

Q1. Seeing real-time and historic power consumption of the building raised my
awareness about electricity used within our working environment.

˝ Strongly agree ˝ Agree ˝ Neutral ˝ Disagree ˝ Strongly disagree ˝ I don’t know

Q2. Motivated by power consumption display, I performed energy saving
actions at WORK more frequently.

˝ Strongly agree ˝ Agree ˝ Neutral ˝ Disagree ˝ Strongly disagree ˝ I don’t know

Q3. If your answer to the previous question was affirmative, please state
which energy saving actions you performed.

.....................................................................

Q4. Motivated by the power consumption display, I performed energy sav-
ing actions at HOME more frequently.

˝ Strongly agree ˝ Agree ˝ Neutral ˝ Disagree ˝ Strongly disagree ˝ I don’t know

Q5. In my opinion, displaying power consumption was an acceptable inter-
vention.

˝ Strongly agree ˝ Agree ˝ Neutral ˝ Disagree ˝ Strongly disagree ˝ I don’t know

Q6. I was satisfied with the quality of power consumption display.
˝ Strongly agree ˝ Agree ˝ Neutral ˝ Disagree ˝ Strongly disagree ˝ I don’t know
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Q7. If your answer to the previous question was negative, please state what
aspects of the consumption display could be improved.

.....................................................................

Adjustment of existing light/movement sensors

In several offices, consumption of office lights has been affected by adding a square
sensor holder which enables better positioning of the movement sensor and more eco-
nomic sensor settings. That gives better presence detection as well as the opportunity to
reduce the time the lights are turned ON when not necessary to a minimum value (e.g.,
when employees leave office after finishing their work).

Q8. Adjustment of existing movement sensor increased my satisfaction with
how the lights are controlled within my office.

˝ Strongly agree ˝ Agree ˝ Neutral ˝ Disagree ˝ Strongly disagree ˝ I don’t know

Q9. I was satisfied with the quality of the added sensor holder.
˝ Strongly agree ˝ Agree ˝ Neutral ˝ Disagree ˝ Strongly disagree ˝ I don’t know

Q10. In my opinion, existing movement sensors adjustment was an accept-
able intervention.

˝ Strongly agree ˝ Agree ˝ Neutral ˝ Disagree ˝ Strongly disagree ˝ I don’t know

Water flow reduction

To save water, water flow reductors have been installed to all water faucets within
the building. Q11. Adding water flow reductors on water faucets in the building
did not decrease my satisfaction regarding water usage from faucets.

˝ Strongly agree ˝ Agree ˝ Neutral ˝ Disagree ˝ Strongly disagree ˝ I don’t know

Q12. Motivated by water flow reduction action, I performed water saving
actions at WORK more frequently.

˝ Strongly agree ˝ Agree ˝ Neutral ˝ Disagree ˝ Strongly disagree ˝ I don’t know

Q13. If your answer for the previous question was affirmative, please state
which water saving actions you performed.

.....................................................................
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Q14. Motivated by the water flow reduction action, I performed water saving
actions at HOME more frequently.

˝ Strongly agree ˝ Agree ˝ Neutral ˝ Disagree ˝ Strongly disagree ˝ I don’t know

Q15. In my opinion, the water flow reduction was an acceptable intervention.
˝ Strongly agree ˝ Agree ˝ Neutral ˝ Disagree ˝ Strongly disagree ˝ I don’t know

Overall project

Q16. My overall satisfaction with the Sustainable Bernoulliborg project is:
˝ Very satisfied ˝ Satisfied ˝ Neither satisfied nor dissatisfied ˝ Dissatisfied ˝ Very

dissatisfied ˝ I don’t know

Q17. I think that the effects of this project could be increased if:
.....................................................................

Q18. Other comments, questions or remarks
.....................................................................
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Samenvatting

Bestaande gebouwen zijn verantwoordelijk voor meer dan 40% van het totale
energieverbruik wereldwijd. Er wordt geschat dat dergelijke gebouwen verant-
woordelijk zijn voor een derde van de totale broeikasgasemissies in de wereld,
dit komt voornamelijk door het gebruik van fossiele brandstoffen gedurende de
tijd dat de gebouwen operationeel zijn. Uit onderzoek blijkt dat gemiddeld 30%
van de gebruikte energie in niet-residentile gebouwen, zoals kantoor- of uni-
versiteitsgebouwen, verspild wordt. Het is daarom van cruciaal belang dat het
verbruik van energie en andere middelen in niet-residentile gebouwen wordt
teruggebracht door verbeteringen in het operationele proces.

Tegenwoordig worden veel niet-residentile gebouwen bestuurd door ge-
bouwbeheersystemen (GBS). Een GBS is een computersysteem om de mecha-
nische en elektrische systemen van een gebouw aan te sturen en te monitoren.
Bestaande GBS-en zijn echter niet in staat om zowel het onnodige energiever-
bruik terug te brengen als het comfortniveau van de gebruiker te behouden. Een
van de redenen hiervoor is dat GBS-en over het algemeen vooraf ingeplande
handelingen uitvoeren en daardoor niet om kunnen gaan met de veranderingen
in het gebouw veroorzaakt door de wisselwerking tussen de gebruiker en de
omgeving.

We ontwerpen, implementeren, optimaliseren en evalueren een slim ener-
giesysteem dat rekening houdt met het gedrag van de gebruikers in een gebouw
door automatisch het energieverbruik te sturen alsmede het aansturen van appa-
ratuur in een daadwerkelijk operationele omgeving. Hiermee worden een aan-
tal belangrijke technologische bijdragen geleverd: ten eerste verbeteren we het
beheer van de software-infrastructuur door gebruik te maken van kleine, onaf-
hankelijke services (’micro-services’). Door het gebruik van deze infrastuctuur
wordt het systeem schaalbaar en vereenvoudigt het de bouw, implementatie en
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het uitvoeren van gedistribueerde systemen. Ten tweede stroomlijnen we de
software-architectuur door historische data een belangrijke rol te laten spelen.
Ten derde richten wij ons op ‘Graphical User Interfaces (GUIs), aangezien de
grootste winst te behalen is bij de interactie tussen mens en machine. GUIs wor-
den gebruikt om gebruikers te voorzien van belangrijke informatie betreffende
hun energieverbruik, om mileubewustzijn te verhogen en om ze actief dan wel
passief te betrekken in het verminderen van het energieverbruik.

Naast ons belangrijkste doel, het verminderen van het energieverbruik in ge-
bouwen, onderzoeken wij ook hoe we dezelfde principes op vergelijkbare situ-
aties kunnen toepassen, zoals bijvoorbeeld het waterverbruik verminderen en
het afvalverwerkingsproces optimaliseren. Bovendien maken we gebruik van
op cloud-technologie gebaseerde services bij het implementeren van het voorge-
stelde systeem, met als doel om het gebruik van beschikbare computercapaciteit
te optimaliseren. Dit zal leiden tot verdere energiebesparingen. Cloud-systemen
bieden schaalbaarheid doordat een enkele installatie gebruikt kan worden door
meerdere partijen. Om de implementatie van de verschillende soorten servi-
ces te optimaliseren maken we gebruik van scheduling- en planning technieken.
Daarnaast evalueren we de prestaties van deze technieken door middel van ex-
perimenten.

Voor dit onderzoek is de Bernouliborg, een modern universiteitsgebouw, ge-
bruikt als case study. In dit gebouw hebben wij een prototype geplaatst om te
laten zien hoe een gentegreerd systeem verwezenlijkt kan worden in een kan-
tooromgeving. Het gebouw is gebruikt als evaluatieplatform voor ons onder-
zoek en voor het uitvoeren van benchmarks op het gebied van mileu- en sociale
overwegingen. Daarnaast is het gebouw ook gebruikt voor de beoordeling van
de economische besparingen.

We laten zien dat de behaalde mileubesparingen van de gemplementeerde
oplossingen variren van 9,5% voor het aansturen van de slaapstand van com-
puters, tot 80% voor het automatisch aansturen van verlichtingsinstallaties. De
kostenbesparing laat zien dat de door ons ontwikkelde systemen zichzelf terug-
verdienen in ongeveer twee jaar bij het verminderen van de waterconsumptie
en binnen 7,8 jaar voor het automatisch in en uitschakelen van de verlichting.
De terugverdientijd is afhankelijk van de totale investering en van de jaarlijkse
besparingen die gerealiseerd worden door efficinte oplossingen. Een evaluatie
van de gebruikersacceptatie laat zien dat een meerderheid van de deelnemers de
systemen als zeer acceptabel en nuttig ondervinden.


