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#### Abstract

Genomic evolution can be viewed as string-editing processes driven by mutations. An understanding of the statistical properties resulting from these mutation processes is of value in a variety of tasks related to biological sequence data, e.g., estimation of model parameters and compression. At the same time, due to the complexity of these processes, designing tractable stochastic models and analyzing them are challenging. In this paper, we study two kinds of systems, each representing a set of mutations. In the first system, tandem duplications and substitution mutations are allowed and in the other, interspersed duplications. We provide stochastic models and, via stochastic approximation, study the evolution of substring frequencies for these two systems separately. Specifically, we show that $k$-mer frequencies converge almost surely and determine the limit set. Furthermore, we present a method for finding upper bounds on entropy for such systems.
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## I. Introduction

DUE to advances in DNA sequencing, vast amounts of biological sequence data are available nowadays. Developing efficient methods for the analysis and storage of this type of data will benefit from gaining a better mathematical understanding of the structure of these sequences. Biological sequences are formed by genomic mutations, which alter the sequence in each generation to create a new sequence in the next generation. These processes can be viewed as stochastic string editing operations that shape the statistical properties of sequence data.

In this paper, our goal is to gain a better understanding of the evolution of sequences under random mutations. We represent the evolutionary process as a stochastic system in which an arbitrary initial string evolves through random mutation events. In such systems, we will study the evolution of the frequencies of words of length $k$, i.e., $k$-mers, as the sequence evolves. The analysis of $k$-mers has various applications, including identifying functions and evolutionary

[^0]features [26]. Alignment-free sequence comparison also relies on $k$-mer frequencies [29]. Their analysis is also of interest because other statistical properties can be computed from $k$ mer frequencies.

From an information-theoretic point of view, stochastic sequence generation process through mutation can be viewed as a source of information. We study the entropy of such sources, which can be viewed as representing the complexity of sequences generated by the source. Sequence complexity measures, including entropy, have been used to determine the origin and/or the role of DNA sequences [9], [24], [28], for example to classify protein-coding and non-coding regions of a genome. The entropy of a source also determines how well the sequences it produces can be compressed, an increasingly important problem given the growth of biological data.

Several types of mutations exist, including substitution, duplication, insertion, and deletion. Substitution refers to changing a symbol in the sequence, e.g., ACGTCT $\rightarrow$ ACGCCT. Duplication mutations, where a segment of DNA (called the template) is copied and inserted elsewhere in the genome, may be of the tandem or interspersed type. In tandem duplication, the copy is inserted immediately after the template. For example, from ACGTCT, we may obtain AC $\overline{G T G T C T}$, where the template is overlined and the copy is underlined. For interspersed duplication, there is generally no relationship between where the template is located and where the copy is inserted. As an example, two possibilities for AGTTC after a single interspersed duplication are AGTTAGTC and $\overline{\mathrm{AG}}$ AGT $\bar{T} T C$. Our focus will be on duplication mutations, which are thought to play a critical role in generating new genetic material [23].

Tandem duplication is generally thought to be caused by slipped-strand mispairings [22], where during DNA synthesis, one strand in a DNA duplex becomes misaligned with the other. Tandem duplications and substitutions, along with other mutations, lead to tandem repeats, i.e., stretches of DNA in which the same pattern is repeated many times. Tandem repeats are known to cause important phenomena such as chromosome fragility [27]. Interspersed duplications are caused by transposons, or "jumping genes", which are elements in the genome that can "copy/paste" themselves into different locations. Interspersed duplication is of interest as it leads to interspersed repeats, which form $45 \%$ of the human genome [17].

We will analyze two systems involving the types of duplications discussed. The first system models a sequence evolving through tandem duplications and substitutions (TDS) and
the second system represents interspersed duplications (ID). Along with duplications, other types of mutations occur. But for simplicity, our attention is limited to the aforementioned systems, and we leave more comprehensive analysis to future work. Furthermore, the significantly more complex effect of natural selection is not considered.

In TDS systems, in each step, i) a randomly chosen substring of the sequence is duplicated and inserted in tandem, or ii) a position is chosen at random and the symbol in that position is changed to one of the other symbols. In ID systems, a string evolves through random interspersedduplication events, i.e., in each step, a random segment of the string is duplicated and then inserted in a random position in the string, independent of the position of the original segment.

Our analysis starts by considering how $k$-mer frequencies evolve as mutations occur. To analyze their evolution, we use the stochastic-approximation method, which enables modeling of a discrete dynamic system by a corresponding continuous system described by an ordinary differential equation (ODE). For the TDS model, our approach allows us to compute the limit for the frequency of any $k$-mer as a function of model parameters. We will then use these results to provide bounds on the entropy of sequences generated by tandem duplications and substitutions. For the ID model, we show that the frequencies of strings of length larger than one are, in the limit, consistent with those of iid sequences; implying that in a certain sense, a sequence evolving through interspersed duplication is unrecognizable from an iid sequence. Note that an iid sequence has the maximum entropy among sequences with a given symbol distribution. The structure of the limit set for $k$-mer frequencies in ID systems, however, leads to trivial upper bounds on the entropy. However, in certain cases these bounds are satisfied with equality.

In previous work, the related problem of finding the combinatorial capacity of duplication systems has been studied. The combinatorial capacity is related to entropy but is defined based on the size of the set of sequences that can be generated by the system, without considering their probabilities. The combinatorial capacity is studied by [12], [15], for duplication systems (without allowing other types of mutations) and by [14] for systems with both tandem duplication and substitution. Compared to combinatorial capacity, entropy, which is studied in this paper, provides a more accurate measure of the complexity and compressibility of sequences generated by the system. For duplication systems and duplication/substitution systems, entropy has been studied by [4], [5]. While this work considers a wider range of systems, it only allows duplications involving single symbols. Furthermore, it does not study $k$-mer frequencies. The stochastic-approximation framework has been used for estimation of model parameters in tandem duplication systems [11]. Estimating the entropy of DNA sequences has been studied in [9], [20], [25]. However these works focus on estimating the entropy from a given sequence, rather than computing the entropy of a stochastic sequence generation system that models evolution. Duplication systems have also been studied in the context of designing error-correcting codes [2], [3], [16], [18].

The rest of the paper is organized as follows. Notation and
preliminaries are given in the next section. In Section III we present the framework for the application of stochastic approximation to our string-duplication systems. Section IV contains the analysis of the evolution of $k$-mer frequencies in tandem duplication systems and the proof of entropy bounds. Section V is devoted to the analysis of $k$-mer frequencies in strings undergoing random interspersed duplications. We close the paper with concluding remarks in Section VI.

## II. Notation and Preliminaries

For a positive integer $m$, let $[m]=\{1, \ldots, m\}$. For a finite alphabet $\mathcal{A}$, the set of all finite strings over $\mathcal{A}$ is denoted $\mathcal{A}^{*}$, and the set of all finite non-empty strings is denoted $\mathcal{A}^{+}$. Also, let $\mathcal{A}^{k}$ denote the set of $k$-mers, i.e., length- $k$ strings, over $\mathcal{A}$. The elements in strings are indexed starting from 1 , e.g., $s=s_{1} \cdots s_{m}$, where $|s|=m$ is the length of $s$. For a string $\boldsymbol{u} \in \mathcal{A}^{*}, \boldsymbol{u}_{i, j}$ denotes the length- $j$ substring of $\boldsymbol{u}$ starting at $u_{i}$. Furthermore, the concatenation of two strings $\boldsymbol{u}$ and $\boldsymbol{v}$ is denoted by $\boldsymbol{u} \boldsymbol{v}$. For a non-negative integer $j$, and $\boldsymbol{u} \in \mathcal{A}^{*}$, $\boldsymbol{u}^{j}$ is a concatenation of $j$ copies of $\boldsymbol{u}$. Vectors and strings are denoted by boldface letters such as $\boldsymbol{x}$, while scalars and symbols by normal letters such as $x$.

Consider an initial string $s_{0}$ and a process where in each step a random transform, or "mutation", is applied to $s_{n}$, resulting in $s_{n+1}$. To avoid the complications arising from boundaries, we assume the strings $s_{n}$ are circular, with a given origin and direction. Let the length of $s_{n}$ be denoted by $L_{n}$. To a duplication of length $\ell$, which may be tandem or interspersed depending on the model under study, we assign probability $q_{\ell}$. For TDS systems, in which substitutions are present, we denote the probability of substitution with $q_{0}$. For ID systems, we let $q_{0}=0$. The position of the template in duplication mutations is chosen at random among the $\left|s_{n}\right|$ possible options. For interspersed duplication, the position at which the copy is inserted is also chosen randomly. Furthermore, for substitution mutations, the position of the symbol that is substituted is chosen randomly. We assume there exists $M$ such that $q_{\ell}=0$ for all $\ell \geqslant M$. Hence, we have $\sum_{\ell=0}^{M-1} q_{\ell}=1$.

For a string $\boldsymbol{u} \in \mathcal{A}^{+}$, denote the number of appearances of $\boldsymbol{u}$ in $\boldsymbol{s}_{n}$ as $\mu_{n}^{\boldsymbol{u}}$, and its frequency as $x_{n}^{\boldsymbol{u}}$, where $x_{n}^{\boldsymbol{u}}=\mu_{n}^{\boldsymbol{u}} / L_{n}$. For example, if $s_{n}=\mathrm{ACGAC}$, then $\mu_{n}^{\mathrm{AC}}=2, x_{n}^{\mathrm{AC}}=\frac{2}{5}$. Furthermore, for any set $U \subseteq \mathcal{A}^{+}$, we define $\boldsymbol{\mu}_{n}=\left(\mu_{n}^{\boldsymbol{u}}\right)_{\boldsymbol{u} \in U}$, and $\boldsymbol{x}_{n}=\left(x_{n}^{\boldsymbol{u}}\right)_{\boldsymbol{u} \in U}$. Thus $\boldsymbol{\mu}_{n}$ is a vector representing the number of appearances of $\boldsymbol{u} \in U$ in the string $\boldsymbol{s}$ at time $n$ and $\boldsymbol{x}_{n}$ is the normalized version of $\boldsymbol{\mu}_{n}$. We let $\left\{\mathcal{F}_{n}\right\}$ be the filtration generated by the random variables $\left\{\boldsymbol{x}_{n}, L_{n}\right\}$.

Before proceeding to the analysis of $k$-mer frequencies, we present two results for the evolution of symbol frequencies (1-mers). These results can be viewed as extensions of results for Pólya urn models. In such models, a random ball is chosen from an urn containing balls of different colors. The chosen ball is returned to the urn, along with a predetermined number of balls of the same color. It is known that the ratio of the balls of each color (equivalent to symbol frequencies) is a martingale and converges almost surely. While strings are more complex objects than urns, we describe similar results
that are valid for any duplication process in which for each $i$, all $i$-substring of $s$ have the same chance of being duplicated. In particular, these results hold both for TDS systems with $q_{0}=0$ and for ID systems.

Theorem 1. In a duplication system with $q_{0}=0$, the random variables $x_{n}^{a}, a \in \mathcal{A}$, are martingales and converge almost surely.

Proof: Suppose $a \in \mathcal{A}$. We have

$$
\begin{aligned}
\mathbb{E}\left[x_{n+1}^{a} \mid \mathcal{F}_{n}\right] & =\mathbb{E}\left[\left.\frac{\mu_{n+1}^{a}}{L_{n+1}} \right\rvert\, \mathcal{F}_{n}\right]=\mathbb{E}\left[\left.\mathbb{E}\left[\left.\frac{\mu_{n+1}^{a}}{L_{n+1}} \right\rvert\, \mathcal{F}_{n}, \ell\right] \right\rvert\, \mathcal{F}_{n}\right] \\
& =\mathbb{E}\left[\left.\frac{\mu_{n}^{a}+\ell x_{n}^{a}}{L_{n}+\ell} \right\rvert\, \mathcal{F}_{n}\right]=x_{n}^{a}
\end{aligned}
$$

We thus have $E\left[x_{n+1}^{a} \mid \mathcal{F}_{n}\right]=x_{n}^{a}$ and so $x_{n}^{a}$ is a martingale. Since it is nonnegative, by the martingale convergence theorem, it converges almost surely.

The above theorem does not in fact require the distribution $q$ to be constant and bounded. Under our assumption that $q$ is so, we can in addition obtain the following result on the probability of $x_{n}^{a}$ deviating from its starting value.

Theorem 2. For all $a \in \mathcal{A}$ and $n \geqslant 1$ we have

$$
\operatorname{Pr}\left(\left|x_{n}^{a}-x_{0}^{a}\right| \geqslant \lambda\right) \leqslant 2 e^{-\lambda^{2} L_{0}^{2} /\left(2 M^{4}\right)}
$$

Proof: Since $q_{i}=0$ for $i \geqslant M$ and $i \leqslant 0, \frac{\mu_{n-1}^{a}}{L_{n-1}+M} \leqslant$ $\frac{\mu_{n}^{a}}{L_{n}} \leqslant \frac{\mu_{n-1}^{a}+M}{L_{n-1}+M}$. Thus

$$
-\frac{M \mu_{n-1}^{a}}{L_{n-1}\left(L_{n-1}+M\right)} \leqslant \frac{\mu_{n}^{a}}{L_{n}}-\frac{\mu_{n-1}^{a}}{L_{n-1}} \leqslant \frac{M\left(L_{n-1}-\mu_{n-1}^{a}\right)}{L_{n-1}\left(L_{n-1}+M\right)}
$$

implying that

$$
\begin{aligned}
\left|x_{n}^{a}-x_{n-1}^{a}\right| & \leqslant \frac{M \max \left\{L_{n-1}-\mu_{n-1}^{a}, \mu_{n-1}^{a}\right\}}{L_{n-1}\left(L_{n-1}+M\right)} \\
& \leqslant \frac{M}{L_{n-1}+M} \leqslant \frac{M}{L_{0}+n-1+M} \leqslant \frac{K}{L_{0}+n} .
\end{aligned}
$$

Let $c_{n}=\frac{K}{L_{0}+n}$ so that $\left|x_{n}^{a}-x_{n-1}^{a}\right| \leqslant c_{n}$ and note that

$$
\begin{aligned}
\sum_{i=1}^{n} c_{i}^{2} & =M^{2} \sum_{i=1}^{n} \frac{1}{\left(L_{0}+i\right)^{2}} \leqslant M^{2} \int_{0}^{n} \frac{d t}{\left(L_{0}+t\right)^{2}} \\
& =\frac{M^{2}}{L_{0}}-\frac{M^{2}}{L_{0}+n}=\frac{M^{2} n}{L_{0}\left(L_{0}+n\right)} \leqslant \frac{M^{2}}{L_{0}}
\end{aligned}
$$

By the Hoeffding-Azuma inequality, we have $\operatorname{Pr}\left(\left|x_{n}^{a}-x_{0}^{a}\right| \geqslant \lambda\right) \leqslant 2 \exp \left(\frac{-\lambda^{2} L_{0}^{2}}{2 M^{4}}\right)$.

The preceding theorem implies that it is unlikely for the composition of a long DNA sequence to change dramatically through random duplication events of bounded length. Such changes, if observed, are likely the result of context-dependent duplications or other biased mutations.

Unfortunately, this simple martingale argument does not extend to $x_{n}^{\boldsymbol{u}}$ when $|\boldsymbol{u}|>1$. Therefore, for analyzing such cases, we use the more flexible technique of stochastic approximation as described in the sequel.

## III. Stochastic Approximation for Duplication Systems

In this section, we present an overview of the application of stochastic approximation to the analysis of duplication systems. By using stochastic approximation, our goal is to find out how $\boldsymbol{x}_{n}$ changes with $n$ by finding a differential equation whose solution approximates $\boldsymbol{x}_{n}$.

We state a set of conditions that must be satisfied for our analysis. Let $\mathbb{E}_{\ell}[\cdot]$ denote the expected value conditioned on the fact that the length of the duplicated substring is $\ell$ and let $\boldsymbol{\delta}_{\ell}=\mathbb{E}_{\ell}\left[\boldsymbol{\mu}_{n+1} \mid \mathcal{F}_{n}\right]-\boldsymbol{\mu}_{n}$. In the case of substitution, we let $\ell=0$. We consider the following conditions.
(A1) There exists $M \in \mathbb{N}$ such that $q_{i}=0$ for $i \geqslant M$.
(A2) $\boldsymbol{\mu}_{n+1}-\boldsymbol{\mu}_{n}$, and thus $\boldsymbol{\delta}_{\ell}$, are bounded.
(A3) $\boldsymbol{x}_{n}$ is bounded.
(A4) For each $\ell, \boldsymbol{\delta}_{\ell}$ is a function of $\boldsymbol{x}_{n}$ only, so we can write $\boldsymbol{\delta}_{\ell}=\boldsymbol{\delta}_{\ell}\left(\boldsymbol{x}_{n}\right)$.
(A5) The function $\boldsymbol{\delta}_{\ell}\left(\boldsymbol{x}_{n}\right)$ is Lipschitz.
We assume (A 1) holds. From this follows (A 2) since for each $k$-mer, a mutation can create or eliminate a bounded number of occurrences. Additionally, (A 3 ) holds because each element of $\boldsymbol{x}_{n}$ is between 0 and 1 . The correctness of (A 4 ) and (A5) will be shown for each system.

To understand how $\boldsymbol{x}_{n}$ varies, our starting point is its difference sequence $\boldsymbol{x}_{n+1}-\boldsymbol{x}_{n}$. We note that

$$
\begin{equation*}
\boldsymbol{x}_{n+1}-\boldsymbol{x}_{n}=\mathbb{E}\left[\boldsymbol{x}_{n+1}-\boldsymbol{x}_{n} \mid \mathcal{F}_{n}\right]+\left(\boldsymbol{x}_{n+1}-\mathbb{E}\left[\boldsymbol{x}_{n+1} \mid \mathcal{F}_{n}\right]\right) \tag{1}
\end{equation*}
$$

For the first term of the right side of (1), we have

$$
\begin{align*}
\mathbb{E}\left[\boldsymbol{x}_{n+1}-\boldsymbol{x}_{n} \mid \mathcal{F}_{n}\right] & =\sum_{\ell=0}^{M-1} q_{\ell}\left(\mathbb{E}_{\ell}\left[\boldsymbol{x}_{n+1} \mid \mathcal{F}_{n}\right]-\boldsymbol{x}_{n}\right) \\
& =\sum_{\ell=0}^{M-1} q_{\ell}\left(\frac{\boldsymbol{\mu}_{n}+\boldsymbol{\delta}_{\ell}\left(\boldsymbol{x}_{n}\right)}{L_{n}+\ell}-\frac{\boldsymbol{\mu}_{n}}{L_{n}}\right) \\
& =\frac{1}{L_{n}} \sum_{\ell=0}^{M-1} q_{\ell} \boldsymbol{h}_{\ell}\left(\boldsymbol{x}_{n}\right)\left(1+O\left(L_{n}^{-1}\right)\right) \\
& =\frac{1}{L_{n}} \boldsymbol{h}\left(\boldsymbol{x}_{n}\right)\left(1+O\left(L_{n}^{-1}\right)\right) \tag{2}
\end{align*}
$$

where $\boldsymbol{h}_{\ell}\left(\boldsymbol{x}_{n}\right)=\boldsymbol{\delta}_{\ell}\left(\boldsymbol{x}_{n}\right)-\ell \boldsymbol{x}_{n}, \boldsymbol{h}\left(\boldsymbol{x}_{n}\right)=\sum_{\ell=0}^{M-1} q_{\ell} \boldsymbol{h}_{\ell}\left(\boldsymbol{x}_{n}\right)$, and where we have used $1 /\left(L_{n}+\ell\right)=\left(1+O\left(L_{n}^{-1}\right)\right) / L_{n}$, which follows from the boundedness of $\ell$ (see (A11).

Furthermore, for the second term of the right side of (1), we have

$$
\begin{align*}
\boldsymbol{x}_{n+1}-\mathbb{E}\left[\boldsymbol{x}_{n+1} \mid \mathcal{F}_{n}\right] & =\frac{\boldsymbol{\mu}_{n+1}}{L_{n+1}}-\mathbb{E}\left[\left.\frac{\boldsymbol{\mu}_{n+1}}{L_{n+1}} \right\rvert\, \mathcal{F}_{n}\right] \\
& =\frac{1+O\left(L_{n}^{-1}\right)}{L_{n}}\left(\boldsymbol{\mu}_{n+1}-\mathbb{E}\left[\boldsymbol{\mu}_{n+1} \mid \mathcal{F}_{n}\right]\right) \\
& =\frac{1}{L_{n}}\left(1+O\left(L_{n}^{-1}\right)\right) M_{n+1} \tag{3}
\end{align*}
$$

where $\boldsymbol{M}_{n+1}=\boldsymbol{\mu}_{n+1}-\mathbb{E}\left[\boldsymbol{\mu}_{n+1} \mid \mathcal{F}_{n}\right]$. Note that $\boldsymbol{M}_{n}$ is a bounded martingale difference sequence.

From (1), (2), and (3), we find

$$
\boldsymbol{x}_{n+1}=\boldsymbol{x}_{n}+\frac{1}{L_{n}}\left(\boldsymbol{h}\left(\boldsymbol{x}_{n}\right)+\boldsymbol{M}_{n+1}+O\left(L_{n}^{-1}\right)\right)
$$

where we have used the fact that $\boldsymbol{h}\left(\boldsymbol{x}_{n}\right)\left(1+O\left(L_{n}^{-1}\right)\right)=$ $\boldsymbol{h}\left(\boldsymbol{x}_{n}\right)+O\left(L_{n}^{-1}\right)$. This follows from the boundedness of $\boldsymbol{h}\left(\boldsymbol{x}_{n}\right)$, which in turn follows from the boundedness of $\boldsymbol{\delta}_{\ell}\left(\boldsymbol{x}_{n}\right)$ for all $0 \leqslant \ell<M$. We note that $\boldsymbol{h}$ determines the overall expected behavior of the system.

In the rest of the paper, the element of $\boldsymbol{\delta}_{\ell}\left(\boldsymbol{x}_{n}\right)$ that corresponds to $\boldsymbol{u}$ is denoted by $\delta_{\ell}^{\boldsymbol{u}}\left(\boldsymbol{x}_{n}\right)$. More precisely, $\delta_{\ell}^{u}\left(\boldsymbol{x}_{n}\right)=\mathbb{E}_{\ell}\left[\mu_{n+1}^{u}-\mu_{n}^{u} \mid \mathcal{F}_{n}\right]$. This notation also extends to $h$.

An additional condition requires $\sum_{n} 1 /\left|s_{n}\right|=\infty$ and $\sum_{n} 1 /\left|s_{n}\right|^{2}<\infty$, which can be proven using the BorelCantelli lemma if $q_{0}<1$. Given these and our discussion above, the following theorem, which relates the discrete system describing $\boldsymbol{x}_{n}$ to a continuous system, follows from the stochastic-approximation theorem [1, Theorem 2].

Theorem 3. The vector of $k$-mer frequencies $\boldsymbol{x}_{n}$ converges almost surely to a compact connected internally chain transitive invariant set of the $O D E d \boldsymbol{x}_{t} / d t=\boldsymbol{h}\left(\boldsymbol{x}_{t}\right)$.

Note the dual use of the symbol $\boldsymbol{x}$ in the theorem; the meaning is however clear from the subscript. We recall that [1, Theorem 2] a set $A$ is an invariant set of an ODE $d \boldsymbol{z}_{t} / d t=$ $\boldsymbol{f}\left(\boldsymbol{z}_{t}\right)$ if it is closed and $\boldsymbol{z}_{t^{\prime}} \in A$ for some $t^{\prime} \in \mathbb{R}$ implies that $\boldsymbol{z}_{t} \in A$ for all $t \in \mathbb{R}$. The invariant set $A$ is internally chain transitive with respect to the ODE $d \boldsymbol{z}_{t} / d t=\boldsymbol{f}\left(\boldsymbol{z}_{t}\right)$, provided that for every $\boldsymbol{y}, \boldsymbol{y}^{\prime} \in A$ and positive reals $T$ and $\epsilon$, there exist $N \geqslant 1$ and a sequence $\boldsymbol{y}_{0}, \ldots, \boldsymbol{y}_{N}$ with $\boldsymbol{y}_{i} \in A, \boldsymbol{y}_{0}=\boldsymbol{y}$, and $\boldsymbol{y}_{N}=\boldsymbol{y}^{\prime}$ such that for $0 \leqslant i<n$, if $\boldsymbol{z}_{0}=\boldsymbol{y}_{i}$, then for some $t \geqslant T, \boldsymbol{z}_{t}$ is in the $\epsilon$-neighborhood of $\boldsymbol{y}_{i+1}$.

## IV. Tandem Duplication with Substitution

In this section, we study the behavior of a system that allows tandem duplication and substitution mutations. First, we will determine the limits of the frequencies of $k$-mers. Then, after presenting a theorem relating the limits to entropy, we find bounds on the entropy of these systems.

Let $U=\mathcal{A}^{k}$, so $\boldsymbol{\mu}_{n}$ is the vector of all $k$-mer occurrences, and $\boldsymbol{x}_{n}$ is the vector of all $k$-mer frequencies. From Section III we know that we can use the differential equation $d \boldsymbol{x}_{t} / d t=$ $\boldsymbol{h}\left(\boldsymbol{x}_{t}\right)$ to determine the limit of $k$-mer frequencies. To find the differential equation, in Theorem 4 , we determine $\delta_{\ell}^{\boldsymbol{u}}\left(\boldsymbol{x}_{n}\right)$ for $\ell$ with $q_{\ell}>0$ and $\boldsymbol{u} \in U$, where it can be observed that (A.4) and (A 5 ) hold in our model

In the next subsection, we will give some necessary definitions. We will then prove that $\delta_{\ell}^{\boldsymbol{u}}\left(\boldsymbol{x}_{n}\right)$ is a linear function of $\boldsymbol{x}_{n}$, which leads to a linear first-order differential equation. This linear form facilitates determining the asymptotic behavior of the $k$-mer frequencies. We will then show that the entropy of stochastic string systems can be related to the capacity of semiconstrained systems defined by the limit set of the $k$-mer frequencies. Leveraging the simple form of the limits for systems with tandem duplications and substitutions, we will provide bounds on the entropy of these systems.

## A. Definitions

The following definitions will be useful for finding $\boldsymbol{\delta}_{\ell}\left(\boldsymbol{x}_{n}\right)$. For $\boldsymbol{u} \in \mathcal{A}^{*}$ and $m \in \mathbb{N}^{+}$, define $\phi_{m}(\boldsymbol{u})$ to be a sequence
of length $|\boldsymbol{u}|$ whose $i$ th element is determined by whether the symbol in position $i$ of $\boldsymbol{u}$ equals the symbol in position $i-m$. More specifically, the $i$ th element of $\phi_{m}(\boldsymbol{u})$ is

$$
\boldsymbol{\phi}_{m}(\boldsymbol{u})_{i}= \begin{cases}0, & m+1 \leqslant i \leqslant|\boldsymbol{u}|, u_{i}=u_{i-m} \\ \mathrm{X}, & \text { otherwise }\end{cases}
$$

where $X$ is a dummy variable. Only the positions of ' 0 's in $\phi_{m}(\boldsymbol{u})$ are of importance to us. Let the lengths of the maximal runs of ' 0 's immediately after the initial $X^{m}$ and at the end of $\phi_{m}(\boldsymbol{u})$ be denoted by $l_{m}^{\boldsymbol{u}}$ and $r_{m}^{\boldsymbol{u}}$, respectively. Note that either of $l_{m}^{u}$ or $r_{m}^{u}$ may be equal to 0 . If $\phi_{m}(\boldsymbol{u})=\mathrm{X}^{m} 0^{|\boldsymbol{u}|-m}$, then $l_{m}^{u}=r_{u}^{\boldsymbol{u}}=|\boldsymbol{u}|-m$. Otherwise, we have $\phi_{m}(\boldsymbol{u})=$ $\mathrm{X}^{m} 0^{l_{m}^{u}} Y 0^{r_{m}^{u}}$, for some $Y$ that starts and ends with X . For example, for $\mathcal{A}=\{\mathrm{A}, \mathrm{C}, \mathrm{G}, \mathrm{T}\}$, we may have

$$
\begin{aligned}
\boldsymbol{u} & =\text { ACA A CC ACC AA CAAC, } \\
\phi_{3}(\boldsymbol{u}) & =\text { XXX } 00 \times 0000 \times 0000
\end{aligned}
$$

and $l_{m}^{u}=2$, and $r_{m}^{u}=4$. Note that a duplication of length $m$ is equivalent to inserting $m$ 0s into $\phi_{m}(\boldsymbol{u})$. For example, $\boldsymbol{u}$ may come from $\boldsymbol{u}^{\prime}=$ ACA $\overline{A C C A A C A A C ~ a f t e r ~ a ~ l e n g t h ~} 3$ tandem duplication with the overlined substring as a template and $\phi_{3}(\boldsymbol{u})$ can be viewed as the result of inserting three 0 s into $\phi_{3}\left(\boldsymbol{u}^{\prime}\right)=\mathrm{XXX} 00 \times \overline{0 X} 0000$ between the overlined two symbols.

To enable us to succinctly represent the results, we define several functions. These functions relate $\boldsymbol{u}$ to the frequencies of other substrings that can generate $\boldsymbol{u}$ via appropriate duplication events.

Consider the sequence $\boldsymbol{u}=$ ACACAGAG, for which $\phi_{2}(\boldsymbol{u})=\mathrm{XX} 000 \times 00$. This string can be created through duplications of length 2 from ACAGAG (in two ways) and from ACACAG. These correspond to runs of 0 of length 2 in $\phi_{2}(\boldsymbol{u})$. For a string $\boldsymbol{u}$ and positive integers $m$ and $z \in|\boldsymbol{u}|-m+1$, let $D_{z, m}(\boldsymbol{u})$ be the sequence $\boldsymbol{u}_{1, z-1} \boldsymbol{u}_{z+m,|\boldsymbol{u}|-z-m+1}$ obtained from $\boldsymbol{u}$ by removing symbols in positions $z, \ldots, z+m-1$. For example, $D_{4,2}($ ACACAGAG $)=$ ACAGAG. Define

$$
G_{m}^{\boldsymbol{u}}(\boldsymbol{x})=\sum_{z} x^{D_{z, m}(\boldsymbol{u})}
$$

where the sum is over all $z$ that are the indices of the start of (not necessarily maximal) runs of 0 s in $\phi_{m}(\boldsymbol{u})$, i.e., $\left(\boldsymbol{\phi}_{m}(\boldsymbol{u})\right)_{z, m}=0^{m}$. For $\boldsymbol{u}=$ ACAACCACCA, $G_{3}^{\boldsymbol{u}}(\boldsymbol{x})=$ $2 x^{\text {ACAACCA }}$. There is a slight abuse of notation in the definition of $G$ above (as well as the definitions of $F$ and $M$ below). While the argument of $G$ is $\boldsymbol{x}=\left(x^{\boldsymbol{v}}\right)_{\boldsymbol{v} \in \mathcal{A}^{k}}$, on the right side, $x^{\boldsymbol{w}}$ for sequences $\boldsymbol{w}$ with $|\boldsymbol{w}|<k$ may appear. We note however that $x^{\boldsymbol{w}}$ can be obtained from $\boldsymbol{x}$ by summing over the elements of $\boldsymbol{x}$ corresponding to strings that include $\boldsymbol{w}$ as a prefix.

New occurrences of $\boldsymbol{u}$ can also be generated from strings that are not of the form $D_{z, m}(\boldsymbol{u})$. For example, consider the sequence $\boldsymbol{u}=$ ACGACTG, for which $\phi_{3}(\boldsymbol{u})=$ XXX00XX. This sequence can be created through a length-3 tandem duplication from $\overline{C G A C T G}$ and $\overline{G A C T G}$, where the part that
is to be duplicated is overlined. The following definitions will be of use in the analysis of this type of duplication.

$$
\begin{aligned}
& F_{m, l}^{\boldsymbol{u}}(\boldsymbol{x})=\sum_{i=1}^{\min \left(l_{m}^{\boldsymbol{u}}, m-1\right)} x^{\boldsymbol{u}_{i+1,|\boldsymbol{u}|-i}}, \\
& F_{m, r}^{\boldsymbol{u}}(\boldsymbol{x})=\sum_{i=1}^{\min \left(r_{m}^{u}, m-1\right)} x^{\boldsymbol{u}_{1,|\boldsymbol{u}|-i}} .
\end{aligned}
$$

In the special case where $\boldsymbol{\phi}_{m}(\boldsymbol{u})=\mathrm{X}^{m} 0^{|\boldsymbol{u}|-m}$ and $|\boldsymbol{u}| \leqslant$ $2 m-2$, we will benefit from defining

$$
M_{m}^{\boldsymbol{u}}(\boldsymbol{x})=\sum_{b=|\boldsymbol{u}|-m+1}^{m-1} x^{\boldsymbol{u}_{b+1, m-b} \boldsymbol{u}_{1, b}} .
$$

We let $M_{m}^{\boldsymbol{u}}(\boldsymbol{x})=0$ if $\phi_{m}(\boldsymbol{u}) \neq \mathrm{X}^{m} 0^{|\boldsymbol{u}|-m}$.
Lastly, we use $\mathcal{B}_{1}(\boldsymbol{u})$ to denote set of strings at Hamming distance 1 from $\boldsymbol{u}$. For example, for $\boldsymbol{u}=\mathrm{AC}, \mathcal{B}_{1}(\boldsymbol{u})=$ $\{\mathrm{GC}, \mathrm{CC}, \mathrm{TC}, \mathrm{AA}, \mathrm{AG}, \mathrm{AT}\}$. Also for $\boldsymbol{u}, \boldsymbol{v} \in \mathcal{A}^{*}$, the indicator function $I(\boldsymbol{u}, \boldsymbol{v})$ equals 1 if $\boldsymbol{u}=\boldsymbol{v}$ and equals 0 otherwise.

## B. Evolution of $k$-mer Frequencies

We first find $\boldsymbol{\delta}_{\ell}(\boldsymbol{x})=\left(\delta_{\ell}^{\boldsymbol{u}}(\boldsymbol{x})\right)_{\boldsymbol{u} \in U}$ for $\ell>0$ (duplication) and then for $\ell=0$ (substitution).

When analyzing $\delta_{\ell}^{\boldsymbol{u}}(\boldsymbol{x})$, we only consider substrings $\boldsymbol{u}$ of length $|\boldsymbol{u}|>\ell$, which simplifies the derivation. The frequencies of shorter substrings can be found by summing over the frequencies of longer substrings.
Theorem 4. For an integer $\ell>0$ and a string $\boldsymbol{u}=$ $u_{1} u_{2} \cdots u_{k}$, if $\ell+1 \leqslant k<2 \ell$, then

$$
\delta_{\ell}^{\boldsymbol{u}}(\boldsymbol{x})=F_{\ell, l}^{\boldsymbol{u}}(\boldsymbol{x})+F_{\ell, r}^{\boldsymbol{u}}(\boldsymbol{x})+M_{\ell}^{\boldsymbol{u}}(\boldsymbol{x})-(k-1-\ell) x^{\boldsymbol{u}},
$$

and if $k \geqslant 2 \ell$,

$$
\delta_{\ell}^{\boldsymbol{u}}(\boldsymbol{x})=F_{\ell, l}^{\boldsymbol{u}}(\boldsymbol{x})+F_{\ell, r}^{\boldsymbol{u}}(\boldsymbol{x})+G_{\ell}^{\boldsymbol{u}}(\boldsymbol{x})-(k-1-\ell) x^{\boldsymbol{u}} .
$$

Before proving the theorem, we present two examples for $\ell=3$ and $\mathcal{A}=\{\mathrm{A}, \mathrm{C}, \mathrm{G}, \mathrm{T}\}:$

$$
\begin{aligned}
\delta_{3}^{\mathrm{ACGA}}(\boldsymbol{x})= & x^{\mathrm{ACG}}+x^{\mathrm{CGA}}+x^{\mathrm{GAC}} \\
\delta_{3}^{\mathrm{ACGACGAC}}(\boldsymbol{x})= & 3 x^{\mathrm{ACGAC}}+x^{\mathrm{ACGACG}}+x^{\mathrm{ACGACGA}}+ \\
& x^{\mathrm{GACGAC}}+x^{\mathrm{CGACGAC}}-4 x^{\mathrm{ACGACGAC}}
\end{aligned}
$$

Proof: Suppose a duplication of length $\ell$ occurs in $s_{n}$, resulting in $\boldsymbol{s}_{n+1}$. The number of occurrences of $\boldsymbol{u}$ may change due to the duplication event. To study this change, we consider the $k$-substrings of $s_{n}$ that are eliminated (do not exist in $\boldsymbol{s}_{n+1}$ ) and the $k$-substrings of $\boldsymbol{s}_{n+1}$ that are new (do not exist in $s_{n}$ ). Any new $k$-substring must intersect with both the template and the copy in $s_{n+1}$. Likewise, an eliminated $k$ substring must include symbols on both sides of the template in $s_{n}$, i.e., the template must be a strict substring of the $k$-substring that includes neither its leftmost symbol nor its rightmost symbol.

As an example, suppose

$$
\begin{equation*}
\boldsymbol{s}_{n}=\boldsymbol{v A C G T A G A T} \boldsymbol{w}, \quad \boldsymbol{s}_{n+1}=\boldsymbol{v} \text { ACGTAG} \underline{\text { TAGAT } w} \tag{4}
\end{equation*}
$$

where $\ell=3$, the (new) copy is underlined and the template is overlined, and $\boldsymbol{v}, \boldsymbol{w} \in \mathcal{A}^{*}$. Let $k=5$, the new 5 -substrings


Figure 1. Possible cases for new occurrences of $\boldsymbol{u}$ in $\boldsymbol{s}_{n+1}$. Cases above and below $\boldsymbol{s}_{n+1}$ correspond to $\ell+1 \leqslant k<2 \ell$ and $k \geqslant 2 \ell$, respectively. The hatched boxes, from left to right, are the template and the copy.
are GTAGT, TAGTA, AGTAG, GTAGA and the eliminated substring is GTAGA. Note that here the two GTAGA substrings are counted as different. Formally, let

$$
\begin{aligned}
\boldsymbol{s}_{n} & =a_{1} \cdots a_{i} a_{i+1} \cdots a_{i+\ell} a_{i+\ell+1} \cdots a_{\left|s_{n}\right|} \\
\boldsymbol{s}_{n+1} & =a_{1} \cdots a_{i} a_{i+1} \ldots a_{i+\ell} a_{i+1} \ldots a_{i+\ell} a_{i+\ell+1} \ldots a_{\left|s_{n}\right|}
\end{aligned}
$$

where the substring $a_{i+1} \cdots a_{i+\ell}$ is duplicated. The new $k$ substrings created in $s_{n+1}$ are

$$
\boldsymbol{y}_{b}=a_{i+\ell+1-b} a_{i+\ell+2-b} \ldots a_{i+\ell} a_{i+1} a_{i+2} \ldots a_{i+k-b}
$$

for $1 \leqslant b \leqslant k-1$. Note that we have defined $\boldsymbol{y}_{b}$ such that the first element of the copy, $a_{i+1}$, is at position $b+1$ in $\boldsymbol{y}_{b}$. The $k$-substrings eliminated from $s_{n}$ are $a_{i-c+1} \cdots a_{i+k-c}$, for $1 \leqslant c \leqslant k-\ell-1$.

For a given $\boldsymbol{u}$, let $Y_{b}$ denote the indicator random variable for the event that $\boldsymbol{y}_{b}=\boldsymbol{u}$, that is, the duplication creates a new occurrence of $\boldsymbol{u}$ in $s_{n+1}$ in which the first symbol of the copy is in position $b+1$. In example denoted by (4), if $\boldsymbol{u}=$ TAGTA, then $\boldsymbol{y}_{3}=\boldsymbol{u}$ and thus $Y_{3}=1$.
Furthermore, let $W$ denote the number of occurrences of $\boldsymbol{u}$ that are eliminated. We have

$$
\begin{aligned}
\delta_{\ell}^{\boldsymbol{u}}(\boldsymbol{x}) & =\left(\sum_{b=1}^{k-1} \mathbb{E}_{\ell}\left[Y_{b} \mid \mathcal{F}_{n}\right]\right)-\mathbb{E}_{\ell}\left[W \mid \mathcal{F}_{n}\right] \\
& =\left(\sum_{b=1}^{k-1} \mathbb{E}_{\ell}\left[Y_{b} \mid \mathcal{F}_{n}\right]\right)-(k-\ell-1) x^{\boldsymbol{u}}
\end{aligned}
$$

where the second equality follows from the fact that each of the $k-\ell-1$ eliminated $k$-substrings are equal to $\boldsymbol{u}$ with probability $x^{u}$.

To find $\delta_{k}^{u}$, it suffices to find $\mathbb{E}_{\ell}\left[Y_{b} \mid \mathcal{F}_{n}\right]$, or equivalently, $\operatorname{Pr}\left(Y_{b}=1 \mid \mathcal{F}_{n}, \ell\right)$. We consider different cases based on the value of $b$, which determines how $\boldsymbol{u}$ overlaps with the template and the copy. These cases are illustrated in Figure 1 and are considered in Lemmas [5-7]

From Lemma 5, we have

$$
\begin{align*}
\sum_{b=1}^{\min (\ell-1, k-\ell)} \mathbb{E}_{\ell}\left[Y_{b} \mid \mathcal{F}_{n}\right] & =\sum_{b=1}^{\min (\ell-1, k-\ell)} x^{\boldsymbol{u}_{b+1, k-b}} I\left(\boldsymbol{u}_{1, b}, \boldsymbol{u}_{1+\ell, b}\right) \\
& =\sum_{b=1}^{\min (\ell-1, k-\ell)} x^{\boldsymbol{u}_{b+1, k-b}} I\left(\boldsymbol{\phi}_{\ell}(\boldsymbol{u})_{\ell+1, b}, 0^{b}\right) \\
& =\sum_{b=1}^{\min \left(\ell-1, k-\ell, l_{\ell}^{u}\right)} x^{\boldsymbol{u}_{b+1, k-b}} \\
& =\sum_{b=1}^{\min \left(\ell-1, l_{\ell}^{u}\right)} x^{\boldsymbol{u}_{b+1, k-b}} \\
& =F_{\ell, l}^{u}(\boldsymbol{x})
\end{align*}
$$

where the fourth equality follows from the fact that $l_{\ell}^{u} \leqslant k-\ell$.
Similarly, using Lemma 7, it can be shown that

$$
\begin{equation*}
\sum_{b=\max }^{k-1} \mathbb{E}_{\ell}\left[Y_{b} \mid \mathcal{F}_{n}\right]=F_{\ell, r}^{\boldsymbol{u}}(\boldsymbol{x}) \tag{6}
\end{equation*}
$$

To complete the proof, we need to show that $\mathbb{E}_{\ell}\left[Y_{b} \mid \mathcal{F}_{n}\right]$ summed over the range $\min (\ell, k-\ell+1) \leqslant b \leqslant \max (k-$ $\ell, \ell-1)$ reduces to $G_{\ell}^{\boldsymbol{u}}(\boldsymbol{x})$ or $M_{\ell}^{\boldsymbol{u}}(\boldsymbol{x})$ as appropriate.

From Lemma 6, if $\ell+1 \leqslant k \leqslant 2 \ell-2$, then

$$
\begin{align*}
& \sum_{b=\min (\ell, k-\ell+1)}^{\max (k-\ell, \ell-1)} \mathbb{E}_{\ell}\left[Y_{b} \mid \mathcal{F}_{n}\right]=\sum_{b=k-\ell+1}^{\ell-1} \mathbb{E}_{\ell}\left[Y_{b} \mid \mathcal{F}_{n}\right] \\
& =\sum_{b=k-\ell+1}^{\ell-1} x^{\boldsymbol{u}_{b+1, \ell-b} \boldsymbol{u}_{1, b}} I\left(\boldsymbol{u}_{1, k-\ell}, \boldsymbol{u}_{\ell+1, k-\ell}\right) \\
& =\sum_{b=k-\ell+1}^{\ell-1} x^{\boldsymbol{u}_{b+1, \ell-b} \boldsymbol{u}_{1, b}} I\left(\boldsymbol{\phi}_{\ell}(\boldsymbol{u})_{\ell+1, k-\ell, 0^{k-\ell}}\right) \\
& =M_{\ell}^{\boldsymbol{u}}(\boldsymbol{x}) \tag{7}
\end{align*}
$$

and if $k=2 \ell-1$, also

$$
\begin{equation*}
\sum_{b=\min }^{\max (\ell, k-\ell+1)} \mathbb{E}_{\ell}\left[Y_{b} \mid \mathcal{F}_{n}\right]=0=M_{\ell}^{\boldsymbol{u}}(\boldsymbol{x}) \tag{8}
\end{equation*}
$$

Finally, if $k \geqslant 2 \ell$, from the same lemma, we find

$$
\begin{align*}
& \sum_{b=}^{\max (k-\ell, \ell-1)} \mathbb{E}_{\ell}\left[Y_{b} \mid \mathcal{F}_{n}\right]=\sum_{b=\ell}^{k-\ell} \mathbb{E}_{\ell}\left[Y_{b} \mid \mathcal{F}\right] \\
= & \sum_{b=\ell}^{k-\ell} x^{\boldsymbol{u}_{1, b-\ell} \boldsymbol{u}_{b+1, k-b}} I\left(\boldsymbol{u}_{b-\ell+1, \ell}, \boldsymbol{u}_{b+1, \ell}\right) \\
= & \sum_{b=\ell}^{k-\ell} x^{\boldsymbol{u}_{1, b-\ell} \boldsymbol{u}_{b+1, k-b}} I\left(\boldsymbol{\phi}_{\ell}(\boldsymbol{u})_{b+1, \ell}, 0^{\ell}\right)=G_{k}(\boldsymbol{u}) \tag{9}
\end{align*}
$$

where the last step follows from the definition of $G_{k}$.
Summing over the expressions provided by $57-9]$ provides the desired result.

Lemma 5 (Case 1). For $1 \leqslant b<\min (\ell, k-\ell+1)$,

$$
\mathbb{E}_{\ell}\left[Y_{b} \mid \mathcal{F}_{n}\right]=x^{\boldsymbol{u}_{b+1, k-b}} I\left(\boldsymbol{u}_{1, b}, \boldsymbol{u}_{1+\ell, b}\right)
$$

Proof: For $1 \leqslant b<\min (\ell, k-\ell+1)$ (regardless of whether $k \geqslant 2 \ell$ or $k<2 \ell$ ), the new occurrences of $\boldsymbol{u}$ always contain some (but not all) of the template and all of the new copy. This scenario is labeled as Case 1 in Figure 1 .

Suppose $Y_{b}=1$. Since the copy and the template are identical, elements of $\boldsymbol{u}$ that coincide with the same positions in these two substrings must also be identical. So a necessary condition for $Y_{b}=1$ is

$$
\boldsymbol{u}_{1, b}=\boldsymbol{u}_{1+\ell, b}
$$

Assume this condition is satisfied. Then $Y_{b}=1$ if and only if the sequence starting at the beginning of the template in $s_{n}$ is equal to $\boldsymbol{u}_{b+1, k-b}$, which has probability $x^{\boldsymbol{u}_{b+1, k-b}}$. As an example for $k \geqslant 2 \ell$, consider

$$
\begin{aligned}
\boldsymbol{s}_{n} & =\boldsymbol{v} 1234567 \boldsymbol{w} \\
\boldsymbol{s}_{n+1} & =\boldsymbol{v} 12 \overline{3123456} 7 \boldsymbol{w}, \text { where } Y_{b}=1 \text { for } b=1 \\
u_{1} & =u_{4}=3
\end{aligned}
$$

where $\boldsymbol{v}, \boldsymbol{w} \in \mathcal{A}^{*}, \boldsymbol{u}$ is overlined, and the copy is underlined. Note that $s_{n}$ contains $\boldsymbol{u}_{b+1, k-b}=123456$. For $k<2 \ell$, consider

$$
\begin{aligned}
\boldsymbol{s}_{n} & =\boldsymbol{v} 1234 \boldsymbol{w} \\
\boldsymbol{s}_{n+1} & =\boldsymbol{v} 12 \overline{3123} 4 \boldsymbol{w}, \text { where } Y_{b}=1 \text { for } b=1 \\
u_{1} & =u_{4}=3
\end{aligned}
$$

Lemma 6 (Case 2). Suppose $\min (\ell, k-\ell+1) \leqslant b<\max (k-$ $\ell+1, \ell)$. If $k \geqslant 2 \ell$, then

$$
\mathbb{E}_{\ell}\left[Y_{b} \mid \mathcal{F}_{n}\right]=x^{\boldsymbol{u}_{1, b-\ell} \boldsymbol{u}_{b+1, k-b}} I\left(\boldsymbol{u}_{b-\ell+1, \ell}, \boldsymbol{u}_{b+1, \ell}\right)
$$

and if $\ell+1 \leqslant k \leqslant 2 \ell-2$, then

$$
\mathbb{E}_{\ell}\left[Y_{b} \mid \mathcal{F}_{n}\right]=x^{\boldsymbol{u}_{b+1, \ell-b} \boldsymbol{u}_{1, b}} I\left(\boldsymbol{u}_{1, k-\ell}, \boldsymbol{u}_{\ell+1, k-\ell}\right)
$$

In this Case 2, u either i) contains both the template and the copy completely, or ii) intersects with both but contains neither. Note that this case cannot occur if $k=2 \ell-1$.

Proof: First, assume $k \geqslant 2 \ell$. The condition on $b$ translates to $\ell \leqslant b<k-\ell+1$ and the new occurrence of $\boldsymbol{u}$ contains both the template and the copy. This is labeled as Case 2 in Figure 1 (below $\boldsymbol{s}_{n+1}$ ). With the same logic as in Case 1, it is clear that we need

$$
\boldsymbol{u}_{b-\ell+1, \ell}=\boldsymbol{u}_{b+1, \ell}
$$

Assuming this condition is satisfied, we have $Y_{b}=1$ if and only if the substring $\boldsymbol{u}_{1, b-\ell} \boldsymbol{u}_{b+1, k-b}$ occurs in $\boldsymbol{s}_{n}$ at a certain position, which occurs with probability $x^{\boldsymbol{u}_{1, b-\ell} \boldsymbol{u}_{b+1, k-b}}$.

For example, consider

$$
\begin{aligned}
\boldsymbol{s}_{n} & =\boldsymbol{v} 412356 \boldsymbol{w} \\
\boldsymbol{s}_{n+1} & =\boldsymbol{v} \overline{41231235} 6 \boldsymbol{w}, \text { where } Y_{b}=1 \text { for } b=4 \\
\boldsymbol{u}_{2,3} & =\boldsymbol{u}_{5,3}=123
\end{aligned}
$$

Now suppose $\ell+1 \leqslant k \leqslant 2 \ell-2$. The condition on $b$ from the statement of the lemma is $k-\ell+1 \leqslant b<\ell$. The new occurrence of $\boldsymbol{u}$ contains some (but not all) of the elements of the template and some (but not all) of the elements of the copy,
as illustrated in Figure 1, Case 2, above $s_{n+1}$. The following constraint on $\boldsymbol{u}$ must hold

$$
\boldsymbol{u}_{1, k-\ell}=\boldsymbol{u}_{\ell+1, k-\ell}
$$

implying that $\phi_{\ell}(\boldsymbol{u})=\mathrm{X}^{\ell} 0^{k-\ell}$. For example, consider

$$
\begin{aligned}
\boldsymbol{s}_{n} & =\boldsymbol{v} 123 \boldsymbol{w}, \\
\boldsymbol{s}_{n+1} & =\boldsymbol{v} 1 \overline{2312} 3 \boldsymbol{w}, \text { where } Y_{b}=1 \text { for } b=2, \\
u_{1} & =u_{4}=2
\end{aligned}
$$

We have $Y_{b}=1$ iff the sequence starting at the beginning of the template in $\boldsymbol{s}_{n}$ is equal to $\boldsymbol{u}_{b+1, \ell-b} \boldsymbol{u}_{1, b}$, which has probability $x^{\boldsymbol{u}_{b+1, \ell-b} \boldsymbol{u}_{1, b}}$.

Lemma 7 (Case 3). For $\max (k-\ell+1, \ell) \leqslant b \leqslant k-1$,

$$
\mathbb{E}_{\ell}\left[Y_{b} \mid \mathcal{F}_{n}\right]=x^{\boldsymbol{u}_{1, b}} I\left(\boldsymbol{u}_{b-\ell+1, k-b}, \boldsymbol{u}_{b+1, k-b}\right)
$$

Proof: For $\max (k-\ell+1, \ell) \leqslant b \leqslant k-1$ (regardless of whether $k \geqslant 2 \ell$ or $k<2 \ell$ ), the new occurrence of $\boldsymbol{u}$ contains the template and some (but not all) of the elements of the copy. This is labeled as Case 3 in Figure 1. The constraint on $\boldsymbol{u}$ is

$$
\boldsymbol{u}_{b-\ell+1, k-b}=\boldsymbol{u}_{b+1, k-b}
$$

As examples, consider

$$
\begin{aligned}
\boldsymbol{s}_{n} & =\boldsymbol{v} 456123 \boldsymbol{w} \\
\boldsymbol{s}_{n+1} & =\boldsymbol{v} \overline{456123 \underline{1} 23} \boldsymbol{w}, \text { where } Y_{b}=1 \text { for } b=6 \\
u_{4} & =u_{7}=1
\end{aligned}
$$

for $k \geqslant 2 \ell$, and

$$
\begin{aligned}
\boldsymbol{s}_{n} & =\boldsymbol{v} 4123 \boldsymbol{w} \\
\boldsymbol{s}_{n+1} & =\boldsymbol{v} \overline{4123 \underline{1} 23} \boldsymbol{w}, \text { where } Y_{b}=1 \text { for } b=4 \\
u_{2} & =u_{5}=1
\end{aligned}
$$

for $\ell<k<2 \ell$.
We have $Y_{b}=1$ if and only if $\boldsymbol{u}_{1, b}$ occurs in $\boldsymbol{s}_{n}$ at a certain position, which has probability $x^{\boldsymbol{u}_{1, b}}$.
Theorem 8. For a string $\boldsymbol{u}$ of length $k$, we have

$$
\delta_{0}^{\boldsymbol{u}}(\boldsymbol{x})=\frac{1}{|\mathcal{A}|-1} \sum_{\boldsymbol{v} \in \mathcal{B}_{1}(\boldsymbol{u})} x^{\boldsymbol{v}}-k x^{\boldsymbol{u}} .
$$

Before proving the theorem, we give an example for $\mathcal{A}=$ $\{1,2,3\}$ :
$\delta_{0}^{123}(\boldsymbol{x})=\frac{1}{2}\left(x^{223}+x^{323}+x^{113}+x^{133}+x^{121}+x^{122}\right)-3 x^{123}$
Proof: A new occurrence of $\boldsymbol{u}$ results from an appropriate substitution in some $\boldsymbol{v} \in \mathcal{B}_{1}(\boldsymbol{u})$, which has probability $x^{\boldsymbol{v}} /(|\mathcal{A}|-1)$. On the other hand, an occurrence of $\boldsymbol{u}$ is eliminated if a substitution occurs in any of its $k$ positions. So the expected number occurrences that vanish is $k x^{\boldsymbol{u}}$.

## C. ODE and the Limits of Substring Frequencies

Theorems 4 and 8 provide expressions for $\boldsymbol{\delta}_{\ell}(\boldsymbol{x})$ for $0 \leqslant$ $\ell \leqslant M-1$. With these results in hand, we can formulate an ordinary differential equation (ODE) whose limits are the same as those of the substring frequencies of interest, $\boldsymbol{x}=$ $\left(x^{\boldsymbol{u}}\right)_{\boldsymbol{u} \in \mathcal{A}^{k}}$, where $k \geqslant M$.

We first show that $\delta_{\ell}^{\boldsymbol{u}}(\boldsymbol{x})$ can be written as a linear combination of the elements of $\boldsymbol{x}$, i.e., a linear combination of $x^{\boldsymbol{v}}, \boldsymbol{v} \in \mathcal{A}^{k}$. To see this, note that on the right side in expressions for $\delta_{\ell}^{u}$ in Theorems 4 and 8 , terms of the form $x^{\boldsymbol{w}}$ appear where $|\boldsymbol{w}| \leqslant k$. We can replace $x^{\boldsymbol{w}}$ with $\sum_{\boldsymbol{v}} x^{\boldsymbol{v}}$, where the summation is over all strings $\boldsymbol{v}$ of length $k$ such that $\boldsymbol{w}$ is a prefix of $\boldsymbol{v}$. For example, consider the alphabet $\{1,2,3\}$ and $k=3$. From Theorem 4, we have

$$
\begin{aligned}
\delta_{2}^{121}(\boldsymbol{x}) & =x^{12}+x^{21} \\
& =x^{121}+x^{122}+x^{123}+x^{211}+x^{212}+x^{213}
\end{aligned}
$$

For $0 \leqslant \ell<M$, let $A_{\ell}$ be the matrix satisfying $\boldsymbol{\delta}_{\ell}(\boldsymbol{x})-$ $\ell \boldsymbol{x}=A_{\ell} \boldsymbol{x}$. Based on the argument above, such a matrix exists and can be computed from Theorems 4 and 8 . Furthermore, let

$$
\begin{equation*}
A=\sum_{\ell=0}^{M-1} q_{\ell} A_{\ell} \tag{10}
\end{equation*}
$$

Note that $\boldsymbol{h}_{\ell}(\boldsymbol{x})=A_{\ell} \boldsymbol{x}$ and $\boldsymbol{h}(\boldsymbol{x})=\sum_{\ell} q_{\ell} \boldsymbol{h}_{\ell}(\boldsymbol{x})=A \boldsymbol{x}$.
For example, consider $q_{0}=\alpha, q_{1}=1-\alpha, \mathcal{A}=\{0,1\}$, and $\boldsymbol{x}=\left(x^{00}, x^{01}, x^{10}, x^{11}\right)$. From Theorems 4 and 8 , it can be shown that

$$
A_{0}=\left(\begin{array}{cccc}
-2 & 1 & 1 & 0 \\
1 & -2 & 0 & 1 \\
1 & 0 & -2 & 1 \\
0 & 1 & 1 & -2
\end{array}\right), \quad A_{1}=\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 1 & 0
\end{array}\right)
$$

and

$$
A=\left(\begin{array}{cccc}
-2 \alpha & 1 & \alpha & 0  \tag{11}\\
\alpha & -(1+\alpha) & 0 & \alpha \\
\alpha & 0 & -(1+\alpha) & \alpha \\
0 & \alpha & 1 & -2 \alpha
\end{array}\right)
$$

Theorem 9. Consider a tandem duplication and substitution system with distribution $q=\left(q_{\ell}\right)_{0 \leqslant \ell<M}$ over these mutations, with $q_{0}<1$, and let $A$ be the matrix defined for this system by (10). The frequencies of substrings $\boldsymbol{u}$ of length $k \geqslant M$, $\left(x^{u}\right)_{u \in \mathcal{A}^{k}}$, converge almost surely to the null space of the matrix $A$.

Proof: We first show that the resulting ODE is stable. This is done by applying the Gershgorin circle theorem to the columns of $A$ (see e.g., 11). In each column, the diagonal element is the only element that can be negative. We show that each column of $A$ sums to 0 , which implies that the rightmost point of each circle is the origin. Thus, each eigenvalue of $A$ is either 0 or has a negative real part.

We show that each column of $A_{\ell}$ sums to zero for each $\ell$, which implies the desired result. Fix $\boldsymbol{v} \in U$ and consider the column in $A_{\ell}$ that corresponds to $x^{v}$. To identify the elements in this column, we must consider expressions for $h_{\ell}^{\boldsymbol{u}}(\boldsymbol{x})=$ $\delta_{\ell}^{u}(\boldsymbol{x})-\ell x^{\boldsymbol{u}}$ and check if $x^{\boldsymbol{v}}$ appears on the right side. For
$\ell>0$, the only negative term corresponds to $h_{\ell}^{\boldsymbol{v}}$, where the coefficient is $-(k-1)$. Inspecting the proofs of Lemmas $5-7$ shows that for each value of $b \in[k-1]$, there is only one $\boldsymbol{u}$ such that $x^{\boldsymbol{v}}$ appears in $h_{\ell}^{\boldsymbol{u}}$ with a nonnegative coefficient, and the coefficient is 1 . For example, for $b=1$, from Lemma 5 this $\boldsymbol{u}$ is equal to $\boldsymbol{v}_{\ell} \boldsymbol{v}_{1, k-1}$. Since there are $k-1$ possible choices for $b$, the sum of every column in $A_{\ell}$ is 0 , as desired. For $\ell=0$, we have $h_{\ell}^{\boldsymbol{u}}(\boldsymbol{x})=\delta_{\ell}^{\boldsymbol{u}}(\boldsymbol{x})$, where $\delta_{\ell}^{\boldsymbol{u}}(\boldsymbol{x})$ is given in Theorem 8. The column corresponding to $x^{v}$ has a negative term equal to $-k$ and $k(|\mathcal{A}|-1)$ positive terms, where each of the positive terms is equal to $\frac{1}{|\mathcal{A}|-1}$, so the sum is again 0 .

We have shown that all eigenvalues are either 0 or have negative real parts. For any valid initial point $\boldsymbol{x}_{0}$, the sum of the elements must be 1 . Furthermore, each element must be nonnegative. The fact that the columns of $A$ sum to 0 shows that the sum of the elements of any solution $x_{t}$ also equals 1 as $d \boldsymbol{x}_{t} / d t=A \boldsymbol{x}_{t}$. Furthermore, since only diagonal terms in $A$ can be negative, each element of $\boldsymbol{x}_{t}$ is also nonnegative. Thus $\boldsymbol{x}_{t}$ is bounded.

From the Jordan canonical form theorem, we can write $A=$ $P J P^{-1}$ for an invertible matrix of generalized eigenvectors $P$, where $J=\left(\begin{array}{cc}J^{\prime} & 0 \\ 0 & J^{\prime \prime}\end{array}\right)$ and $J^{\prime}$ and $J^{\prime \prime}$ are square matrices corresponding to eigenvalue $\lambda=0$ and other eigenvalues respectively. Let $\boldsymbol{y}_{t}=P^{-1} \boldsymbol{x}_{t}$, so that $\dot{\boldsymbol{y}}_{t}=J \boldsymbol{y}_{t}$, which we can write in the form $\dot{\boldsymbol{u}}_{t}=J^{\prime} \boldsymbol{u}_{t}$ and $\dot{\boldsymbol{w}}_{t}=J^{\prime \prime} \boldsymbol{w}_{t}$ with $\boldsymbol{y}_{t}=\left(\boldsymbol{u}_{t}, \boldsymbol{w}_{t}\right)^{T}$. Let $C$ be any compact internally chain transitive set of the ODE $\dot{\boldsymbol{y}}_{t}=J \boldsymbol{y}_{t}$. We first show that if $\boldsymbol{y}=(\boldsymbol{u}, \boldsymbol{w}) \in C$, then $\boldsymbol{w}=0$. Consider the flow starting from $\boldsymbol{y}_{0}=\left(\boldsymbol{u}_{0}, \boldsymbol{w}_{0}\right)^{T} \in C$ with $\boldsymbol{w}_{0} \neq \mathbf{0}$. We have $\boldsymbol{w}_{t}=e^{J^{\prime \prime}} \boldsymbol{w}_{0}$. Since $J^{\prime \prime}$ has only eigenvalues with negative real parts, $\left\|\boldsymbol{w}_{t}\right\| \leqslant c_{0} e^{-c_{1} t}\left\|\boldsymbol{w}_{0}\right\|$ for $t \geqslant 0$ and some constants $c_{0}, c_{1}>0$. If $\boldsymbol{y}=(\boldsymbol{u}, \boldsymbol{w}) \in C$, then $\boldsymbol{w}$ is also in an internally chain transitive set of lower dimension. For $T, \epsilon>0$, let $\boldsymbol{w}^{(1)}, \ldots, \boldsymbol{w}^{(n)}=\boldsymbol{w}^{(1)}$ be a chain of points such that the flow of $\dot{\boldsymbol{w}}_{t}=J^{\prime \prime} \boldsymbol{w}_{t}$ starting at $\boldsymbol{w}^{(i)}$ meets the $\epsilon$-neighborhood of $\boldsymbol{w}^{(i+1)}$ after a time $\geqslant T$. We thus have

$$
\begin{equation*}
\left\|\boldsymbol{w}^{(i+1)}\right\| \leqslant c_{0} e^{-c_{1} T}\left\|\boldsymbol{w}^{(i)}\right\|+\epsilon \tag{12}
\end{equation*}
$$

Since $T, \epsilon$ are arbitary, we choose them such that $c_{0} e^{-c_{1} T}<$ $1 / 2$ and $c_{0} e^{-c_{1} T}\left\|\boldsymbol{w}^{(1)}\right\|<\epsilon<\left\|\boldsymbol{w}^{(1)}\right\| / 2$ if $\left\|\boldsymbol{w}^{(1)}\right\|>0$. Hence, $\left\|\boldsymbol{w}^{(2)}\right\| \leqslant c_{0} e^{-c_{1} T}\left\|\boldsymbol{w}^{(i)}\right\|+\epsilon<2 \epsilon$ and by induction $\left\|\boldsymbol{w}^{(i+1)}\right\| \leqslant c_{0} e^{-c_{1} T}\left\|\boldsymbol{w}^{(i)}\right\|+\epsilon<2 \epsilon$ for $i>1$. This leads to a contraction since it implies that $\left\|\boldsymbol{w}^{(n)}\right\|=\left\|\boldsymbol{w}^{(1)}\right\|<2 \epsilon$. Thus $\left\|\boldsymbol{w}^{(1)}\right\|=0$ and for any $\boldsymbol{y}=(\boldsymbol{u}, \boldsymbol{w})^{T} \in C$ we must have $\boldsymbol{w}=\mathbf{0}$.

Next, note that since $\boldsymbol{x}_{t}$ is bounded, so is $\boldsymbol{y}_{t}$. Hence for $\boldsymbol{y}=(\boldsymbol{u}, \mathbf{0})^{T} \in C, e^{J^{\prime} t} \boldsymbol{u}$ must be a constant since it contains no exponential terms $(\lambda=0)$ and cannot contain a polynomial term in $t$ with degree $\geqslant 1$ (because of boundedness). So all flows initiated in $C$ are constant. The same must hold for all flows in $D$, for any $D$ that is an internally chain transitive invariant set of the ODE $\dot{\boldsymbol{x}}_{t}=A \boldsymbol{x}_{t}$. Hence, any point in $\boldsymbol{x} \in D$ must be in the null space of $A$, that is, $A \boldsymbol{x}=0$.

For the matrix $A$ of $\sqrt[11]]{ }$, for $0<\alpha<1$, the vector in the null space whose elements sum to 1 , and thus the limit of $\boldsymbol{x}_{n}$, is

$$
\begin{equation*}
\frac{1}{2(1+3 \alpha)}(\alpha+1,2 \alpha, 2 \alpha, \alpha+1)^{T} . \tag{13}
\end{equation*}
$$



Figure 2. 2-mer frequencies vs the number of mutations in a tandem duplication and substitution system, with $\mathcal{A}=\{0,1\}, \boldsymbol{s}_{0}=0100010, q_{0}=$ $\frac{1}{4}$, and $q_{1}=\frac{3}{4}$.

If we let $\alpha=\frac{1}{4}$ as an example, the limit of $\boldsymbol{x}_{n}$ then is

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(x_{n}^{00}, x_{n}^{01}, x_{n}^{10}, x_{n}^{11}\right)^{T}=\left(\frac{5}{14}, \frac{1}{7}, \frac{1}{7}, \frac{5}{14}\right)^{T} \tag{14}
\end{equation*}
$$

Figure 2 shows the result of simulation of the above TDS system, where $\mathcal{A}=\{0,1\}, s_{0}=0100010, q_{0}=\frac{1}{4}$ and $q_{1}=$ $\frac{3}{4}$. As the number $n$ of mutations increases, the frequency vector $x_{n}$ converges to the analytical result (14). Note that the limits do not depend on the initial sequence $s_{0}$.

Let us consider the two extreme cases. As $\alpha \rightarrow 1$, all four 2 -substrings become equally likely, each with probability $1 / 4$. Note however that our analysis is not applicable to $q_{0}=\alpha=1$ since the condition $\sum_{n} 1 /\left|s_{n}\right|^{2}<\infty$ is not satisfied. On the other hand, for a small probability of substitution, $0<\alpha \ll 1$, almost all 2 -substrings are either 00 or 11 , as expected. For $\alpha=0$, the null space is spanned by $\boldsymbol{z}_{1}=(1,0,0,0)^{T}$ and $\boldsymbol{z}_{2}=(0,0,0,1)^{T}$ and the limit set is $\left\{a \boldsymbol{z}_{1}+(1-a) \boldsymbol{z}_{2}:\right.$ $0 \leqslant a \leqslant 1\}$. In this case, the asymptotic behavior of $k$-mer frequencies will depend on the initial sequence $s_{0}$.

## D. Bounds on Entropy

We now turn to provide upper bounds on the entropy. We first formally define the entropy, and then argue that the entropy is upper bounded by the capacity of an appropriately defined semiconstrained system [6]-[8].
Consider the string $s_{n}$, obtained from $s_{0}$ by $n$ rounds of mutations, as described previously. Its expected length is $\mathbb{E}\left[\left|s_{n}\right|\right]=\left|s_{0}\right|+n \sum_{\ell=1}^{M-1} \ell q_{\ell}$. We define the entropy after $n$ rounds as

$$
\begin{equation*}
\mathcal{H}_{n}=-\frac{1}{\mathbb{E}\left[\left|\boldsymbol{s}_{n}\right|\right]} \sum_{\boldsymbol{w} \in \mathcal{A}^{*}} \operatorname{Pr}\left(\boldsymbol{s}_{n}=\boldsymbol{w}\right) \log _{|\mathcal{A}|} \operatorname{Pr}\left(\boldsymbol{s}_{n}=\boldsymbol{w}\right) \tag{15}
\end{equation*}
$$

and the entropy $\mathcal{H}_{\infty}=\lim \sup _{n \rightarrow \infty} \mathcal{H}_{n}$.
It is common to define the entropy of DNA sequences based on the limit of block entropies [13], [19], [25]. Specifically, let $h_{k}=-\sum_{\boldsymbol{u} \in \Sigma^{k}} p_{\boldsymbol{u}} \log p_{\boldsymbol{u}}$, where $p_{\boldsymbol{u}}$ is the probability
of observing $\boldsymbol{u}$. Entropy is then obtained as $h_{k+1}-h_{k}$ for $k \rightarrow \infty$. This definition may lead to misleading results. For example, consider a string system in which $s_{n}$ is the De Bruijn sequence of order $n$ (which contains all strings of length $n$ precisely once), obtained according to some deterministic algorithm. Based on block entropies, the entropy of the system can be shown to equal $\log |\Sigma|$, while the system is in fact deterministic. The definition in 15 gives the correct entropy, i.e., 0 , since there is only one possibility for $s_{n}$ for each $n$.

Let us recall some definitions concerning semiconstrained systems (see |7|). Fix $k$ and let $\mathcal{P}\left(\mathcal{A}^{k}\right)$ denote the set of all probability measures on $\mathcal{A}^{k}$. A semiconstrained system is defined by $\Gamma_{k} \subseteq \mathcal{P}\left(\mathcal{A}^{k}\right)$. The set of the admissible words of the semiconstrained system, denoted $\mathcal{B}\left(\Gamma_{k}\right)$, contains exactly all finite words over the alphabet $\mathcal{A}$ whose $k$-mer distribution is in $\Gamma_{k}$. Let $\mathcal{B}_{n}\left(\Gamma_{k}\right)=\mathcal{B}\left(\Gamma_{k}\right) \cap \mathcal{A}^{n}$. An expansion of $\Gamma_{k}$ by $\epsilon>0$ is defined as

$$
\mathbb{B}_{\epsilon}\left(\Gamma_{k}\right)=\left\{\boldsymbol{\xi} \in \mathcal{P}\left(\mathcal{A}^{k}\right): \inf _{\boldsymbol{\nu} \in \Gamma_{k}}\|\boldsymbol{\nu}-\boldsymbol{\xi}\|_{\mathrm{TV}} \leqslant \epsilon\right\}
$$

where $\|\cdot\|_{\mathrm{TV}}$ denotes the total-variation norm. Thus, $\mathbb{B}_{\epsilon}\left(\Gamma_{k}\right)$ contains all the measures in $\Gamma_{k}$ as well as those which are $\epsilon$-close to some measure in $\Gamma_{k}$. The capacity of $\Gamma_{k}$ is then defined as

$$
\operatorname{cap}\left(\Gamma_{k}\right)=\lim _{\epsilon \rightarrow 0^{+}} \limsup _{n \rightarrow \infty} \frac{1}{n} \log _{|\mathcal{A}|}\left|\mathcal{B}_{n}\left(\mathbb{B}_{\epsilon}\left(\Gamma_{k}\right)\right)\right|
$$

which intuitively measures the information per symbol in strings whose $k$-mer distribution is in (or "almost" in) $\Gamma_{k}$.

Theorem 10. For the mutation process described above, for $k \in \mathbb{N}^{+}$, if the vector of the frequencies $\boldsymbol{x}$ of strings of length $k$ converges almost surely to a set $\Gamma_{k}$, then $\mathcal{H}_{\infty} \leqslant \operatorname{cap}\left(\Gamma_{k}\right)$.

Proof: Fix some positive real number $\epsilon>0$. by Hoeffding's inequality,

$$
\operatorname{Pr}\left(\left|\left|s_{n}\right|-\mathbb{E}\left[\left|s_{n}\right|\right]\right| \geqslant \epsilon n\right) \leqslant 2 \exp \left(-\frac{2 \epsilon^{2}}{(M-1)^{2}} n\right)
$$

We also note that $\left|s_{n}\right| \leqslant\left|s_{0}\right|+(M-1) n$ for all $n$.
We know that $\boldsymbol{x}_{n}$ converges almost surely to some point in $\Gamma_{k}$ as $n \rightarrow \infty$, and thus, for every $\epsilon>0$, there exists $N(\epsilon)$ such that $\boldsymbol{x}_{n} \in \mathbb{B}_{\epsilon}\left(\Gamma_{k}\right)$ for all $n \geqslant N(\epsilon)$ with probability at least $1-\epsilon$. Hence, for all large enough $n$,

$$
\begin{align*}
\mathcal{H}_{n} & =-\frac{1}{\mathbb{E}\left(\left|\boldsymbol{s}_{n}\right|\right)} \sum_{\substack{\boldsymbol{w} \in \mathcal{A}^{*} \\
|\boldsymbol{w}| \leqslant\left|\boldsymbol{s}_{0}\right|+(M-1) n}} \operatorname{Pr}\left(\boldsymbol{s}_{n}=\boldsymbol{w}\right) \log _{|\mathcal{A}|} \operatorname{Pr}\left(\boldsymbol{s}_{n}=\boldsymbol{w}\right) \\
\leqslant & \frac{1-\epsilon-2 \exp \left(-\frac{2 \epsilon^{2}}{(M-1)^{2}} n\right)}{\mathbb{E}\left(\left|\boldsymbol{s}_{n}\right|\right)} \log _{|\mathcal{A}|}\left(\sum_{i=\mathbb{E}\left(\left|\boldsymbol{s}_{n}\right|\right)-\epsilon n}^{\mathbb{E}\left(\left|\boldsymbol{s}_{n}\right|\right)+\epsilon n}\left|\mathcal{B}_{i}\left(\mathbb{B}_{\epsilon}\left(\Gamma_{k}\right)\right)\right|\right) \\
& +\frac{\epsilon+2 \exp \left(-\frac{2 \epsilon^{2}}{(M-1)^{2}} n\right)}{\mathbb{E}\left(\left|\boldsymbol{s}_{n}\right|\right)} \log _{|\mathcal{A}|}\left|\bigcup_{i=1}^{\left|\boldsymbol{s}_{0}\right|+(M-1) n} \mathcal{A}^{i}\right| \\
& +H_{2}\left(\epsilon+2 \exp \left(-\frac{2 \epsilon^{2}}{(M-1)^{2}} n\right)\right) \log _{|\mathcal{A}|} 2, \tag{16}
\end{align*}
$$

where $H_{2}(x)=-x \log _{2} x-(1-x) \log _{2}(1-x)$ is the binary entropy function.

Again, by the definition of the capacity of semiconstrained systems, for all large enough $n$,

$$
\left|\mathcal{B}_{i}\left(\mathbb{B}_{\epsilon}\left(\Gamma_{k}\right)\right)\right| \leqslant|\Sigma|^{i \cdot \operatorname{cap}\left(\mathbb{B}_{\epsilon}\left(\Gamma_{k}\right)\right)+\epsilon} .
$$

Plugging this back into the main inequality (16), and further simplifying gives

$$
\begin{aligned}
\mathcal{H}_{n} \leqslant & \frac{1}{\mathbb{E}\left(\left|\boldsymbol{s}_{n}\right|\right)} \log _{|\mathcal{A}|}\left(2 \epsilon n|\mathcal{A}|^{\left(\mathbb{E}\left(\left|\boldsymbol{s}_{n}\right|\right)+\epsilon n\right)\left(\operatorname{cap}\left(\mathbb{B}_{\epsilon}\left(\Gamma_{k}\right)\right)+\epsilon\right)}\right) \\
& +\frac{\epsilon+2 \exp \left(-\frac{2 \epsilon^{2}}{(M-1)^{2}} n\right)}{\mathbb{E}\left(\left|\boldsymbol{s}_{n}\right|\right)}\left(\left|\boldsymbol{s}_{0}\right|+(M-1) n+1\right) \\
& +H_{2}\left(\epsilon+2 \exp \left(-\frac{2 \epsilon^{2}}{(M-1)^{2}} n\right)\right) \log _{|\mathcal{A}|} 2 .
\end{aligned}
$$

Taking $\lim \sup _{n \rightarrow \infty}$ of both sides we obtain

$$
\begin{aligned}
\mathcal{H}_{\infty} \leqslant & \left(1+\frac{\epsilon}{\sum_{i=1}^{M-1} i q_{i}}\right) \cdot\left(\operatorname{cap}\left(\mathbb{B}_{\epsilon}\left(\Gamma_{k}\right)\right)+\epsilon\right) \\
& +\frac{\epsilon(M-1)}{\sum_{i=1}^{M-1} i q_{i}}+H_{2}(\epsilon) \log _{|\Sigma|} 2 .
\end{aligned}
$$

Finally, taking $\lim _{\epsilon \rightarrow 0^{+}}$of both sides, we obtain the claim.
Remark 11. We comment that if $\Gamma_{k}=\left\{\boldsymbol{\xi}_{k}\right\}$, i.e., $\Gamma_{k}$ contains a single shift-invariant measure ${ }^{1}$, then $\operatorname{cap}\left(\Gamma_{k}\right)$ has a nice form for all $k \in \mathbb{N}^{+}$(see [7], [8]):

$$
\operatorname{cap}\left(\Gamma_{k}\right)=-\sum_{a_{1} \ldots a_{k} \in \mathcal{A}^{k}} \boldsymbol{\xi}_{k}^{a_{1} \ldots a_{k}} \log _{|\mathcal{A}|} \frac{\boldsymbol{\xi}_{k}^{a_{1} \ldots a_{k}}}{\overline{\boldsymbol{\xi}}_{k}^{a_{1} \ldots a_{k-1}}},
$$

where $\overline{\boldsymbol{\xi}}_{k}$ is the marginal of $\boldsymbol{\xi}_{k}$ on the first $k-1$ coordinates, i.e., $\overline{\boldsymbol{\xi}}_{k}^{a_{1} \ldots a_{k-1}}=\sum_{b \in \mathcal{A}} \boldsymbol{\xi}_{k}^{a_{1} \ldots a_{k-1} b}$. Furthermore, $\forall k \in \mathbb{N}^{+}$,

$$
\operatorname{cap}\left(\Gamma_{k}\right) \geqslant \operatorname{cap}\left(\Gamma_{k+1}\right)
$$

which follows from the fact that $\operatorname{cap}\left(\Gamma_{k}\right)$ can be viewed as the conditional entropy of a symbol given the $k-1$ previous symbols in a stationary process.

Using the preceding remark and Theorem 10, we can find a series of upper bounds on a given system:

$$
\operatorname{cap}\left(\Gamma_{1}\right) \geqslant \operatorname{cap}\left(\Gamma_{2}\right) \geqslant \cdots \geqslant \operatorname{cap}\left(\Gamma_{k}\right) \geqslant \cdots \geqslant \mathcal{H}_{\infty}
$$

with $\Gamma_{k}$ being the limit of $\left(x^{\boldsymbol{u}}\right)_{\boldsymbol{u} \in \mathcal{A}^{k}}$
In particular, for the system whose limit is given by (13), we have $\boldsymbol{\xi}^{0}=\boldsymbol{\xi}^{1}=1 / 2, \boldsymbol{\xi}^{00}=\boldsymbol{\xi}^{11}=(\alpha+1) / 2(1+3 \alpha), \boldsymbol{\xi}^{01}=$ $\boldsymbol{\xi}^{10}=\alpha / 7$. It then follows that for this system $\mathcal{H}_{\infty} \leqslant$ $H_{2}\left(\frac{2 \alpha}{1+3 \alpha}\right)=\operatorname{cap}\left(\Gamma_{2}\right)$. We can also compute $\operatorname{cap}\left(\Gamma_{k}\right)$ for $k=3,4, \ldots$. Figure 3 shows the entropy bound we find using 2-mer and 3-mer frequencies. The two bounds are close, which suggests that we may be close to the exact entropy values. However, in the absence of a lower bound, this conjecture cannot be verified. The figure shows that when there is only one possible duplication length, the source of diversity is substitution, as may be expected. As $\alpha \rightarrow 1$, the relative number of substitutions increases, causing $\Gamma_{k}$ to be close to
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Figure 3. Entropy bound vs the probability of substitution, with $\mathcal{A}=\{0,1\}$.


Figure 4. Contour plot of entropy bounds, with $\mathcal{A}=\{0,1\}, k=3, q_{0}=$ $1-\alpha-\beta, q_{1}=\alpha, q_{2}=\beta$.
the uniform distribution, and the entropy tends to 1 . On the other hand, as $\alpha \rightarrow 0$, only duplications occur. This leads to the generation of low complexity sequences that consists of long runs of 0 s and 1 s , and thus entropy that is close to 0 .

Figure 4 shows the entropy bound computed using 3-mer frequencies for the case in which $\mathcal{A}=\{0,1\}, q_{1}=\alpha, q_{2}=$ $\beta$ and $q_{0}=1-\alpha-\beta$. So in this system, duplications of lengths 1 and 2 are both possible. It can be seen that similar to Figure 3, even a small probability of substitution leads to relatively high values of entropy. Furthermore, we note that, as may be expected, longer duplications lead to a smaller value of entropy.

## V. Interspersed Duplication

In this section, we study the evolution of $k$-mer frequencies of the interspersed-duplication system, also using the stochastic-approximation technique.

Let $U=\bigcup_{i=1}^{k} \mathcal{A}^{i}$, i.e., the set consisting of all non-empty strings of length at most $k$. Also, let the vectors $\boldsymbol{x}_{n}$ and $\boldsymbol{\mu}_{n}$ be defined as before using $U$.

Theorem 12. Consider $\boldsymbol{u} \in U$. In an interspersed-duplication system, for $\ell<|\boldsymbol{u}|$, we have

$$
\begin{aligned}
\delta_{\ell}^{\boldsymbol{u}}= & -(|\boldsymbol{u}|-1) x_{n}^{\boldsymbol{u}}+\sum_{i=1}^{\ell} x_{n}^{\boldsymbol{u}_{1, i}} x_{n}^{\boldsymbol{u}_{i+1,|\boldsymbol{u}|-i}} \\
& +\sum_{i=1}^{\ell} x_{n}^{\boldsymbol{u}_{1,|\boldsymbol{u}|-i}} x_{n}^{\boldsymbol{u}_{|\boldsymbol{u}|-i+1, i}}+\sum_{i=1}^{|\boldsymbol{u}|-\ell-1} x_{n}^{\boldsymbol{u}_{1, i} \boldsymbol{u}_{i+\ell+1,|\boldsymbol{u}|-\ell-i}} x_{n}^{\boldsymbol{u}_{i+1, \ell}}
\end{aligned}
$$

Proof: The term $-(|\boldsymbol{u}|-1) x_{n}^{\boldsymbol{u}}$ accounts for the expected number of lost occurrences of $\boldsymbol{u}$ in $\boldsymbol{s}_{n}$ as a result of inserting the duplicate substring. To illustrate, assume $\mathcal{A}=\{\mathrm{A}, \mathrm{C}, \mathrm{G}, \mathrm{T}\}, \boldsymbol{u}=\mathrm{ACT}$ and $\ell=1$. An occurrence of $\boldsymbol{u}=\mathrm{ACT}$ will be lost if for example an occurrence of the symbol $G$ is duplicated and inserted after $A$ in this occurrence of $\boldsymbol{u}$, since it becomes AGCT. The probability that a certain occurrence is lost equals $\frac{|\boldsymbol{u}|-1}{L_{n}}$. Since there are $\mu_{n}^{\boldsymbol{u}}$ such occurrences, the expected number of lost occurrences of $\boldsymbol{u}$ equals $\mu_{n}^{\boldsymbol{u}} \frac{|\boldsymbol{u}|-1}{L_{n}}=x_{n}^{\boldsymbol{u}}(|\boldsymbol{u}|-1)$. Note that if the symbol $T$ is duplicated and inserted after $C$ in an occurrence of ACT, we still count the original occurrence as lost, but count a new occurrence in the resulting ACTT, as seen in what follows. We now explain the first summation above. This summation represents the newly created occurrences of $\boldsymbol{u}$ where the first $i$ symbols come from the duplicate and the next $|\boldsymbol{u}|-i$ are from the substring that starts after the point of insertion of the duplicate. There are $\mu_{n}^{\boldsymbol{u}_{1, i}}$ occurrences of $\boldsymbol{u}_{1, i}$. The duplicate ends with one of these with probability $\frac{\mu_{n}^{u_{1, i}}}{L_{n}}=x_{n}^{\boldsymbol{u}_{1, i}}$. Furthermore, the duplicate is inserted before an occurrence of $u_{i+1,|\boldsymbol{u}|-i}$ with probability $x_{n}^{\boldsymbol{u}_{i+1,|\boldsymbol{u}|-i}}$. Hence, the probability of a new occurrence created in this way is $x_{n}^{\boldsymbol{u}_{1, i}} x_{n}^{\boldsymbol{u}_{i+1,|\boldsymbol{u}|-i}}$, and so is the expected number of such new occurrences. The role of the second summation is similar, except that the duplicate provides the second part of $\boldsymbol{u}$. The last summation accounts for new occurrences of $\boldsymbol{u}$ in which the duplicate substring forms a middle part of $\boldsymbol{u}$ of length $\ell$ and previously existing substrings contribute a prefix of length $i$ and a suffix of length $|\boldsymbol{u}|-\ell-i$. In terms of our running example with $\boldsymbol{u}=\mathrm{ACT}$ and $\ell=1$, one such new occurrence is created if $C$ is duplicated and inserted after A in an occurrence of AT. The probability of such an event is $x_{n}^{\boldsymbol{u}_{1, i} \boldsymbol{u}_{i+\ell+1,|\boldsymbol{u}|-\ell-i}} x_{n}^{\boldsymbol{u}_{i+1, \ell}}=x_{n}^{\mathrm{AT}} x_{n}^{\mathrm{C}}$, where $i=1$.

Theorem 13. For $\ell \geqslant|\boldsymbol{u}|$, we have

$$
\begin{aligned}
\delta_{\ell}^{\boldsymbol{u}}= & -(|\boldsymbol{u}|-1) x_{n}^{\boldsymbol{u}}+\sum_{i=1}^{|\boldsymbol{u}|-1} x_{n}^{\boldsymbol{u}_{1,|\boldsymbol{u}|-i}} x_{n}^{\boldsymbol{u}_{|\boldsymbol{u}|-i+1, i}} \\
& +\sum_{i=1}^{|\boldsymbol{u}|-1} x_{n}^{\boldsymbol{u}_{1, i}} x_{n}^{\boldsymbol{u}_{i+1,|\boldsymbol{u}|-i}}+(\ell-|\boldsymbol{u}|+1) x_{n}^{\boldsymbol{u}}
\end{aligned}
$$

Proof: The first two summations are similar to the first two summations for the case of $\ell<|\boldsymbol{u}|$, but a term corresponding to the third summation is not present. The term
$(\ell-|\boldsymbol{u}|+1) x_{n}^{\boldsymbol{u}}$ corresponds to the cases in which a new occurrence of $\boldsymbol{u}$ is created as a substring of the duplicate substring.

Note that $\delta_{\ell}^{\boldsymbol{u}}$ depends only on $\boldsymbol{x}_{n}$ and is Lipschitz since $x_{n} \in[0,1]^{|U|}$. Thus, (A 4) and (A 5) hold.

Since $h_{\ell}^{\boldsymbol{u}}\left(\boldsymbol{x}_{n}\right)=\delta_{\ell}^{\boldsymbol{u}}\left(\boldsymbol{x}_{n}\right)-\ell x_{n}^{\boldsymbol{u}}$, we have for $\ell<|\boldsymbol{u}|$ and $\ell \geqslant|\boldsymbol{u}|$, respectively,

$$
\begin{align*}
& h_{\ell}^{\boldsymbol{u}}\left(\boldsymbol{x}_{n}\right)=-(\ell+|\boldsymbol{u}|-1) x_{n}^{\boldsymbol{u}}+\sum_{i=1}^{\ell} x_{n}^{\boldsymbol{u}_{1, i}} x_{n}^{\boldsymbol{u}_{i+1,|\boldsymbol{u}|-i}}  \tag{17}\\
& \quad+\sum_{i=1}^{\ell} x_{n}^{\boldsymbol{u}_{1,|\boldsymbol{u}|-i}} x_{n}^{\boldsymbol{u}_{|\boldsymbol{u}|-i+1, \boldsymbol{i}}+\sum_{i=1}^{|\boldsymbol{u}|-\ell-1} x_{n}^{\boldsymbol{u}_{1, i}} \boldsymbol{u}_{i+\ell+1,|\boldsymbol{u}|-\ell-i}} x_{n}^{\boldsymbol{u}_{i+1, \ell}} \\
& h_{\ell}^{\boldsymbol{u}}\left(\boldsymbol{x}_{n}\right)=-2(|\boldsymbol{u}|-1) x_{n}^{\boldsymbol{u}}+2 \sum_{i=1}^{|\boldsymbol{u}|-1} x_{n}^{\boldsymbol{u}_{1, i}} x_{n}^{\boldsymbol{u}_{i+1,|\boldsymbol{u}|-i}} \tag{18}
\end{align*}
$$

Recall that $\boldsymbol{h}_{\ell}(\boldsymbol{x})=\left(h_{\ell}^{\boldsymbol{u}}(\boldsymbol{x})\right)_{\boldsymbol{u} \in U}$. So from 17) and 18, we can find the ODE $d \boldsymbol{x}_{t} / d t=\boldsymbol{h}\left(\boldsymbol{x}_{t}\right)=\sum_{\ell=1}^{M=1} q_{\ell} \boldsymbol{h}_{\ell}\left(\boldsymbol{x}_{t}\right)$. As an example, if $k=3$ and $\mathcal{A}=\{\mathrm{A}, \mathrm{C}\}$, then $U=$ $(A, C, A A, A C, C A, C C, A A A, \ldots, C C C)$ and some of the equations of the ODE system are

$$
\begin{align*}
\frac{d}{d t} x_{t}^{\mathrm{A}} & =\frac{d}{d t} x_{t}^{\mathrm{C}}=0 \\
\frac{d}{d t} x_{t}^{\mathrm{AA}} & =-2 x_{t}^{\mathrm{AA}}+2\left(x_{t}^{\mathrm{A}}\right)^{2}, \quad \frac{d}{d t} x_{t}^{\mathrm{AC}}=-2 x_{t}^{\mathrm{AC}}+2 x_{t}^{\mathrm{A}} x_{t}^{\mathrm{C}} \\
\frac{d}{d t} x_{t}^{\mathrm{AAC}} & =-\left(4-q_{1}\right) x_{t}^{\mathrm{AAC}}+2 x_{t}^{\mathrm{A}} x_{t}^{\mathrm{AC}}+\left(2-q_{1}\right) x_{t}^{\mathrm{C}} x_{t}^{\mathrm{AA}} \tag{19}
\end{align*}
$$

For a vector $\boldsymbol{x}$ that contains the elements $\left(x^{a}\right)_{a \in \mathcal{A}}$ and for $\boldsymbol{v} \in \mathcal{A}^{*}$, define $p(\boldsymbol{v}, \boldsymbol{x})=\prod_{a \in \mathcal{A}}\left(x^{a}\right)^{n_{\boldsymbol{v}}^{(a)}}$, where $n_{\boldsymbol{v}}(a)$ is the number of occurrences of $a$ in $\boldsymbol{v}$, and note that $p(\boldsymbol{v} \boldsymbol{w}, \boldsymbol{x})=$ $p(\boldsymbol{v}, \boldsymbol{x}) p(\boldsymbol{w}, \boldsymbol{x})$. We now turn to find the solutions to the ODE $d \boldsymbol{x}_{t} / d t=\boldsymbol{h}\left(\boldsymbol{x}_{t}\right)$.

Lemma 14. Consider the ODE $d \boldsymbol{x}_{t} / d t=\boldsymbol{h}\left(\boldsymbol{x}_{t}\right)$ where $\boldsymbol{h}(\boldsymbol{x})=\sum_{\ell=1}^{M-1} q_{\ell} \boldsymbol{h}_{\ell}(\boldsymbol{x})$ and the elements of $\boldsymbol{h}_{\ell}(\boldsymbol{x})$ are given by (17) and (18). The solution to this ODE is

$$
\begin{equation*}
x_{t}^{\boldsymbol{v}}=p\left(\boldsymbol{v}, \boldsymbol{x}_{0}\right)+\sum_{i} b_{i}^{\boldsymbol{v}} e^{-d_{i}^{v} t}, \quad \boldsymbol{v} \in U \tag{20}
\end{equation*}
$$

where $\boldsymbol{x}_{0}=\left.\boldsymbol{x}_{t}\right|_{t=0}$; the range of $i$ in the summation is finite; and $b_{i}^{v}$ and $d_{i}^{v}$ are constants with $d_{i}^{v}>0$.

Proof: We prove the lemma by induction. The claim 20 holds for $\boldsymbol{v} \in \mathcal{A}$, since the equations for $x_{t}^{a}, a \in \mathcal{A}$, are of the form $d x_{t}^{a} / d t=0$ and so $x_{t}^{a}=x_{0}^{a}$. Fix $\boldsymbol{u} \in U$ such that $|\boldsymbol{u}|>1$, and assume that 20 holds for all $\boldsymbol{v} \in U$ such that $|\boldsymbol{v}|<|\boldsymbol{u}|$. We show that it also holds for $\boldsymbol{u}$, i.e., $x_{t+}^{\boldsymbol{u}}=$ $p\left(\boldsymbol{u}, \boldsymbol{x}_{0}\right)+\sum_{i} b_{i}^{u} e^{-d_{i}^{u} t}$. Using the assumption, we rewrite 17 and (18) as

$$
h_{\ell}^{\boldsymbol{u}}\left(\boldsymbol{x}_{t}\right)=-(\ell+|\boldsymbol{u}|-1)\left(x_{t}^{\boldsymbol{u}}-p\left(\boldsymbol{u}, \boldsymbol{x}_{0}\right)\right)+\sum_{i} b_{i}^{\prime} e^{-d_{i}^{\prime} t}
$$

for $\ell<|\boldsymbol{u}|$, and

$$
h_{\ell}^{\boldsymbol{u}}\left(\boldsymbol{x}_{t}\right)=-2(|\boldsymbol{u}|-1)\left(x_{t}^{\boldsymbol{u}}-p\left(\boldsymbol{u}, \boldsymbol{x}_{0}\right)\right)+\sum_{i} b_{i}^{\prime \prime} e^{-d_{i}^{\prime \prime} t}
$$

for $\ell \geqslant|\boldsymbol{u}|$, where $b_{i}^{\prime}, d_{i}^{\prime}, b_{i}^{\prime \prime}, d_{i}^{\prime \prime}$ are constants with $d_{i}^{\prime}, d_{i}^{\prime \prime}>0$. Hence, $h^{\boldsymbol{u}}\left(\boldsymbol{x}_{t}\right)$ can be written as

$$
h^{\boldsymbol{u}}\left(\boldsymbol{x}_{t}\right)=-c^{\boldsymbol{u}}\left(x_{t}^{\boldsymbol{u}}-p\left(\boldsymbol{u}, \boldsymbol{x}_{0}\right)\right)+\sum_{i} b_{i}^{\prime \prime \prime} e^{-d_{i}^{\prime \prime \prime} t}
$$

where $c^{\boldsymbol{u}}=2|\boldsymbol{u}|-2-\sum_{\ell=1}^{|\boldsymbol{u}|-1} q_{\ell}(|\boldsymbol{u}|-1-\ell)$, and $b_{i}^{\prime \prime \prime}, d_{i}^{\prime \prime \prime}$ are constants with $d_{i}^{\prime \prime \prime}>0$. Thus the solution to the ODE $d x_{t}^{\boldsymbol{u}} / d t=h^{\boldsymbol{u}}\left(\boldsymbol{x}_{t}\right)$ is

$$
\begin{aligned}
x_{t}^{\boldsymbol{u}} & =e^{-c^{\boldsymbol{u}} t} \int e^{c^{u} t^{\prime}}\left(c^{\boldsymbol{u}} p\left(\boldsymbol{u}, \boldsymbol{x}_{0}\right)+\sum_{i} b_{i}^{\prime \prime \prime} e^{-d_{i}^{\prime \prime \prime} t^{\prime}}\right) d t^{\prime}+\bar{b} e^{-c^{u} t} \\
& =p\left(\boldsymbol{u}, \boldsymbol{x}_{0}\right)+\sum_{i} b_{i}^{\boldsymbol{u}} e^{-d_{i}^{u} t},
\end{aligned}
$$

where $\bar{b}, b_{i}^{\boldsymbol{u}}, d_{i}^{u}$ are some constants, with $d_{i}^{u}>0$ (note that $c^{\boldsymbol{u}}>0$ since $|\boldsymbol{u}|>1$ ). This completes the proof.

For example, the solutions to 19 with $q_{1}=0$ are

$$
\begin{aligned}
x_{t}^{\mathrm{A}} & =x_{0}^{\mathrm{A}}, \quad x_{t}^{\mathrm{C}}=x_{0}^{\mathrm{C}} \\
x_{t}^{\mathrm{AA}} & =\left(x_{0}^{\mathrm{A}}\right)^{2}+b_{1}^{\mathrm{AA}} e^{-2 t}, \quad x_{t}^{\mathrm{AC}}=x_{0}^{\mathrm{A}} x_{0}^{\mathrm{C}}+b_{1}^{\mathrm{AC}} e^{-2 t}, \\
x_{t}^{\mathrm{AAC}} & =\left(x_{0}^{\mathrm{A}}\right)^{2} x_{0}^{\mathrm{C}}+b_{1}^{\mathrm{AAC}} e^{-2 t}+b_{2}^{\mathrm{AAC}} e^{-4 t}
\end{aligned}
$$

where $b_{1}^{\mathrm{AAC}}=x_{0}^{\mathrm{A}} b_{1}^{\mathrm{AC}}+x_{0}^{\mathrm{C}} b_{1}^{\mathrm{AA}}$.
In the next theorem, we use Lemma 14 to characterize the limits of the frequencies of substrings in interspersedduplication systems.
Theorem 15. Let $U=\bigcup_{i=1}^{k} \mathcal{A}^{i}$, and let $\boldsymbol{x}_{n}=\left(x_{n}^{\boldsymbol{u}}\right)_{\boldsymbol{u} \in U}$ be the vector of frequencies of these strings at time $n$ in an interspersed-duplication system. The vector $\boldsymbol{x}_{n}$ converges almost surely. Furthermore, its limit $\boldsymbol{x}_{\infty}$ satisfies

$$
x_{\infty}^{\boldsymbol{u}}=\prod_{a \in \mathcal{A}}\left(x_{\infty}^{a}\right)^{n_{\boldsymbol{u}}(a)}, \quad \text { for all } \boldsymbol{u} \in U
$$

Note that the existence of the limits $x_{\infty}^{a}$ of $x_{n}^{a}$, for $a \in \mathcal{A}$, was also shown in Theorem 1

Proof: From Theorem 3, we know that the limit set of $\boldsymbol{x}_{n}$ is an internally chain transitive invariant set of the ODE described by 17 and 18 . Let this set, which consists of points of the form $\boldsymbol{y}=\left(y^{\boldsymbol{v}}\right)_{\boldsymbol{v} \in U}$, be denoted by $H$. Since for each $\boldsymbol{u} \in U, x_{n}^{\boldsymbol{u}} \in[0,1]$, we can assume that $H \subseteq[0,1]^{|U|}$ without any loss of generality. We now use these facts to show that $y^{\boldsymbol{u}}=p(\boldsymbol{u}, \boldsymbol{y})$ for each $\boldsymbol{y} \in H$ and $\boldsymbol{u} \in U$.

Suppose to the contrary that there exist $\boldsymbol{y} \in H$ and $\boldsymbol{u} \in$ $U$ such that $y^{u} \neq p(\boldsymbol{u}, \boldsymbol{y})$. Among all possible choices for such $\boldsymbol{y}$ and $\boldsymbol{u}$, choose the ones where the length $|\boldsymbol{u}|$ of $\boldsymbol{u}$ is minimum. Hence, $y^{\boldsymbol{u}} \neq p(\boldsymbol{u}, \boldsymbol{y})$ but $z^{\boldsymbol{v}}=p(\boldsymbol{v}, \boldsymbol{z})$ for all $\boldsymbol{v} \in \mathcal{A}^{*}$ with $|\boldsymbol{v}|<|\boldsymbol{u}|$, and all $\boldsymbol{z} \in A$. Then, similar to the proof of Lemma 14, one can show that if $\boldsymbol{x}_{0}=\boldsymbol{z} \in A$, then $x_{t}^{\boldsymbol{u}}=p(\boldsymbol{u}, \boldsymbol{z})+b e^{-c^{u} t}$, where $b=z^{\boldsymbol{u}}-p(\boldsymbol{u}, \boldsymbol{z})$ and $c^{\boldsymbol{u}} \geqslant|\boldsymbol{u}|$.

By the definition of internal chain transitivity, for any $\epsilon>0$ and $T>0$, there exist $N \geqslant 1$ and a sequence $\boldsymbol{y}_{0}, \ldots, \boldsymbol{y}_{N}$ with $\boldsymbol{y}_{i} \in H, \boldsymbol{y}_{0}=\boldsymbol{y}_{N}=\boldsymbol{y}$ such that for $0 \leqslant i<N$, if $\boldsymbol{x}_{0}=\boldsymbol{y}_{i}$, then there exists $t \geqslant T$ such that $\boldsymbol{x}_{t}$ is in the $\epsilon$-neighborhood of $\boldsymbol{y}_{i+1}$. Suppose $\boldsymbol{x}_{0}=\boldsymbol{y}_{i}$ and suppose for $t^{\prime} \geqslant T, \boldsymbol{x}_{t^{\prime}}$ is in the $\epsilon$-neighborhood of $\boldsymbol{y}_{i+1}$. We have

$$
\begin{equation*}
\left|y_{i+1}^{\boldsymbol{u}}-x_{t^{\prime}}^{\boldsymbol{u}}\right|=\left|y_{i+1}^{\boldsymbol{u}}-p\left(\boldsymbol{u}, \boldsymbol{y}_{i}\right)-\left(y_{i}^{\boldsymbol{u}}-p\left(\boldsymbol{u}, \boldsymbol{y}_{i}\right)\right) e^{-c^{\boldsymbol{u}} t^{\prime}}\right| \leqslant \epsilon \tag{21}
\end{equation*}
$$



Figure 5. Symbol frequencies vs the number of duplications in an interspersed-duplication system, with $\boldsymbol{s}_{0}=$ AGCGTATGCG, and $q_{4}=q_{6}=$ $1 / 2$.

Furthermore, since for $a \in \mathcal{A}, x_{t^{\prime}}^{a}=p\left(a, \boldsymbol{y}_{i}\right)=y_{i}^{a}$, we also have

$$
\begin{equation*}
\left|y_{i+1}^{a}-y_{i}^{a}\right| \leqslant \epsilon \tag{22}
\end{equation*}
$$

So if $p\left(\boldsymbol{u}, \boldsymbol{y}_{i+1}\right)>0$, we have,

$$
\begin{align*}
& p\left(\boldsymbol{u}, \boldsymbol{y}_{i}\right)-p\left(\boldsymbol{u}, \boldsymbol{y}_{i+1}\right) \\
\leqslant & \prod_{a \in \mathcal{A}}\left(y_{i+1}^{a}\right)^{n_{\boldsymbol{u}}(a)}\left(\prod_{a \in \mathcal{A}}\left(\frac{y_{i+1}^{a}+\epsilon}{y_{i+1}^{a}}\right)^{n_{\boldsymbol{u}}(a)}-1\right) \\
\leqslant & \prod_{a \in \mathcal{A}}\left(1+\frac{\epsilon}{y_{i+1}^{a}}\right)^{n_{\boldsymbol{u}}(a)}-1 \\
\leqslant & \left(1+\frac{\epsilon}{\min _{a \in \mathcal{A}} y_{i+1}^{a}}\right)^{|\boldsymbol{u}|}-1, \tag{23}
\end{align*}
$$

and if $p\left(\boldsymbol{u}, \boldsymbol{y}_{i+1}\right)=0$,

$$
\begin{equation*}
p\left(\boldsymbol{u}, \boldsymbol{y}_{i}\right)-p\left(\boldsymbol{u}, \boldsymbol{y}_{i+1}\right) \leqslant \epsilon^{n_{u}(a)} . \tag{24}
\end{equation*}
$$

Thus, from 21, 23) and 24, it follows that

$$
\begin{equation*}
y_{i+1}^{\boldsymbol{u}}-p\left(\boldsymbol{u}, \boldsymbol{y}_{i+1}\right) \leqslant e^{-c^{\boldsymbol{u}} T}+\epsilon+O(\epsilon) \tag{25}
\end{equation*}
$$

In particular, 25 holds for $i=N-1$, i.e.,

$$
y^{\boldsymbol{u}}-p(\boldsymbol{u}, \boldsymbol{y}) \leqslant e^{-c^{\boldsymbol{u}} T}+O(\epsilon) .
$$

But we can make the right side of the above inequalities arbitrary small by choosing $T$ large enough and $\epsilon$ small enough. Thus $y^{\boldsymbol{u}}=p(\boldsymbol{u}, \boldsymbol{y})$, which is a contradiction. Hence, for each $\boldsymbol{y} \in H$ and $\boldsymbol{u} \in U$, we have $y^{\boldsymbol{u}}=p(\boldsymbol{u}, \boldsymbol{y})$, and the theorem follows.

The theorem shows that for $\boldsymbol{u} \in \mathcal{A}^{*}$, the frequency of $\boldsymbol{u}$ converges to the frequency of same in an iid sequence where the probability of $a \in \mathcal{A}$ equals $x_{\infty}^{a}$. Figure 5 illustrates an example, obtained via simulation, where the system starts with $s_{0}=$ AGCGTATGCG and duplications of lengths 4 and 6
occur with equal probability. As the number $n$ of duplications increases, the frequency vector $\boldsymbol{x}_{n}$ becomes more compatible with that of an iid sequence. For example for $n=15000$, we have $x_{n}^{\mathrm{AC}}=0.0251 \simeq x_{n}^{\mathrm{A}} x_{n}^{\mathrm{C}}=0.0266, x_{n}^{\mathrm{GT}}=0.0872 \simeq$ $x_{n}^{\mathrm{G}} x_{n}^{\mathrm{T}}=0.0880$, and $x_{n}^{\mathrm{GGG}}=0.0992 \simeq\left(x_{n}^{\mathrm{G}}\right)^{3}=0.1084$

The limit set for $\left(x^{u}\right)_{\boldsymbol{u} \in \mathcal{A}^{k}}$ implied by Theorem 15 includes the uniform distribution. As a result, the application of Theorem 10 leads to the trivial upper bound of $|\mathcal{A}|$. It thus appears that determining the entropy of ID systems requires determining not only the limit set for the $k$-mer frequencies but also their limiting distribution, as well as results that can relate this distribution to entropy. We leave pursuing this direction to future work. Nevertheless, the fact that the $k$ mer frequencies are similar to those in iid sequences, suggest that interspersed duplication leads to high entropy. At least for certain special cases, this is indeed the case. For binary ( $\mathcal{A}=\{0,1\}$ ) interspersed duplications of length 1 , the entropy is found in [5] as

$$
\frac{\log _{2} e}{t_{0}+t_{1}}\left(\left(t_{0}+t_{1}\right) \mathrm{H}_{t_{0}+t_{1}}-t_{0} \mathrm{H}_{t_{0}}-t_{1} \mathrm{H}_{t_{1}}\right)
$$

where $t_{0}$ and $t_{1}$ are the numbers of 0 s and 1 s in $\boldsymbol{s}_{0}$, respectively, and $\mathrm{H}_{\mathrm{t}}$ is the $t$ th Harmonic number. For $t_{0}=t_{1} \rightarrow \infty$, the entropy can be shown to equal 1 .

## VI. Conclusion

We studied the limiting behavior of two stochastic duplication systems, tandem duplication with substitution and interspersed duplication. We used stochastic approximation to compute the limits of $k$-mer frequencies for tandem duplications and substitutions. We also provided a method for determining upper bounds on the entropy of these systems. For interspersed duplication system, we established that $k$ mer frequencies tend to the corresponding probabilities in sequences generated by iid sources. This suggests that these systems have high entropy, and the structure of the limit set for $k$-mers prevents us from obtaining non-trivial upper bounds. Many problems are left open. First, for tandem duplication and substitution systems, other mutations, such as deletions were not studied; and for interspersed duplication, substitutions, deletions and other mutations were not considered. Moreover, for interspersed duplication, providing nontrivial upper bounds on the entropy requires further research. While we conjecture that the upper bounds presented here are close to actual values, lower bounds on the entropy are needed to verify this claim. Since this work was limited to the asymptotic analysis of these systems, more research is required to quantify their finite-time behavior.
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