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# ABSTRACT <br> MOTION ESTIMATION <br> USING OPTICAL ELOW FIELD 

by<br>Jingning Pan

Over the last decade, many low-level vision algorithms have been devised for extracting depth from intensity images. Most of them are based on motion of the rigid observer. Translation and rotation are constants with respect to space coordinates. When multi-objects move and/or the objects change shape, the algorithms cannot be used.

In this dissertation, we develop a new robust framework for the determination of dense 3-D position and motion fields from a stereo image sequence. The framework is based on unified optical flow field (UOFF). In the UOFF approach, a four frame mode is used to compute six dense 3-D position and velocity fields. Their accuracy depends on the accuracy of optical flow field computation. The approach can estimate rigid and/or nonrigid motion as well as observer and/or object(s) motion.

Here, a novel approach to optical flow field computation is developed. The approach is named as correlation-feedback approach. It has three different features from any other existing approaches. They are feedback, rubber window, and special refinement. With those three features, error is reduced, boundary is conserved, subpixel estimation accuracy is increased, and the system is robust. Convergence of the algorithm is proved in general.

Since the UOFF is based on each pixel, it is sensitive to noise or uncertainty at each pixel. In order to improve its performance, we applied two Kalman filters. Our analysis indicates that different image areas need different convergence rates,
for instance the areas along boundaries have faster convergence rate than an interior area. The first Kalman filter is developed to conserve moving boundary in optical flow determination by applying needed nonhomogeneous iterations. The second Kalman filter is devised to compute 3-D motion and structure based on a stereo image sequence. Since multi-object motion is allowed, newly visible areas may be exposed in images. How to detect and handle the newly visible areas is addressed. The system and measurement noise covariance matrices, $Q$ and $R$, in the two Kalman filters are analyzed in detail. Numerous experiments demonstrate the efficiency of our approach.
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## CHAPTER 1

## INTRODUCTION

Over the last ten years, research on the analysis of visual motion has come to play a dominant role within the computer vision community [1]. The ultimate goals of this research are vision systems with the ability to navigate, recognize, and track objects and estimate their speed and direction. Such systems are required for tasks that are too expensive, too hazardous, or too inaccessible for people to perform them. For instances, when robots are used for repetitive manufacturing operations, handling hazardous materials, and exploring the oceans or other planets, the robots need vision systems to sense their environments, build internal models of those enviromments, and construct and execute plans for achieving their goals. Most of the operations must be performed in a dynamic world in which both the robots (or cameras) and objects move and change shape overtime.

Most of previous works are based on the motion of camera. Apparently, the camera motion is different from object(s) motion [2]. When a camera moves, the whole scene moves. One can use two constant vectors $T$ and $R$ to describe the motion because camera is rigid and its motion can only be translational and (or) rotational. This model cannot be used in object tracking. Nor can this model be used in multi-objects that have different motions. When the camera is stationary and objects move, background is stationary, and motion representation must be a few functions of different objects. When moving objects change their shape overtime, i.e, they are nonrigid, motion representation is more complicated. Such motion should be represented as a function of each point in 3-D world coordinate or 2-D image plane coodinate. In many literatures [2]-[8], the rotation and translation motion of
camera are known, according to the motions, depth map, time-to-collision, and other three dimensional parameters are considered primarily.

In this research, we apply stereo vision to not only camera motion but also object motion. In other words, application of this work will enable robots to be able to not only travel through unknown enviromments but also to track moving objects. Actually, it can be seen that our model can also be used in nonrigid objects as well as rigid objects.

There are basically two different approaches to recovering the structure of object(s) and the relative motion between object(s) and camera(s): the optical flow field approach [9] and the feature correspondence approach [10]. This dissertation research is based on the optical flow approach because the approach can be used widely as long as its accuracy is improved. Since optical flow field describes motion of each pixel, the optical flow approach inherently is not restricted to rigid or nonrigid motion.

Although the research focuses on robot vision, the research of the optical flow field has much wider potentials. In [11], the possibility using optical flow in video coding application was discussed. Moreover, a significant amomnt of research has focussed on using the optical flow and computer vision techniques in Model-Based video compression [12]-[14]. The model-based video compression coding is to obtain a very low bit rate digital video (about $10 \mathrm{Kbits} / \mathrm{s}$ ). Image motion analysis has also become active in modeling and analysis of heart wall motion [14].
[n this thesis, a new approach to compute optical flow field and a new framework in 3-D motion estimation have been developed and presented. However, before describing our work, we will describe some background and motivation for the research.

### 1.1 Background and Motivation

The procedure of reconstruction of structure and motion of 3-D object(s) can be illustrated in Figure 1.1.

Firstly, images are taken by a camera and then are digitized by an $A / D$ converter one by one to form an image sequence. With this digital image sequence, the object(s) are reconstructed. In this thesis, the reconstruction means that $X(x, y)$, $Y(x, y), Z(x, y), \dot{X}(x, y), \dot{Y}(x, y)$, and $\dot{Z}(x, y)$ are computed, where $X, Y$, and $Z$ are coordinates of 3-D object(s) $\dot{X}, \dot{Y}$, and $\dot{Z}$ are velocities of $X, Y$, and $Z$, and $x$ and $y$ are the coordinates in digital images.

How can these six 3-D fields be computed from the digital image sequence? Generally speaking, in order to recover the 3-D object(s), disparity between a frame and the next frame in the image sequence must be estimated. The disparity is defined as following: If a world point $(P)$ in 3-D space is projected onto the first frame as a pixel with the coordinates $\left(x_{1}, y_{1}\right)$, and because of motion of the world point (P) or motion of a camera the world point $(P)$ is projected onto the second frame as another pixel $\left(x_{2}, y_{2}\right)$ that is not equal to $\left(x_{1}, y_{1}\right)$, then the disparity is the distance between these pixels. Once the disparity is known, 3-D motion can be computed using the perspective projection. We will describe the process next.

### 1.1.1 Optical Flow Computation

There are two basic approaches to compute disparity. As introduced in the begiming of this chapter, they are the feature correspondence approach and the optical flow approach.

In whe feature correspondence approach, the motion of only features, such ani boundaries, coners, and other interesting point sets, is computed. However, extracting and establishing the feature correspondence is difficult [15]. In addition, if an object is nomrigid, the approach usually can not be nsed.


Figure 1.1 Reconstruction of 3-D object(s)

When optical flow approach is applied to compute disparities (or optical flow), the motion field for the entire image is estimated instead of a few interesting point sets. The motion field of images is expressed as

$$
\vec{U}(x, y)=\left[\begin{array}{c}
u(x, y)  \tag{1.1}\\
v(x, y)
\end{array}\right]=\left[\begin{array}{c}
\frac{d x}{d^{t}} \\
\frac{d y}{d t}
\end{array}\right]
$$

$\vec{U}(x, y)$ is called as optical flow field. If intensity of the first image is represented by $I_{1}(x, y, t)$, the second frame image $I_{2}(x, y, t+\delta t)$ should be equal to $I_{1}(x+u(x, y) \delta t, y+$ $v(x, y) \delta t, t+\delta t)$. The optical flow field $\vec{U}(x, y)$ can be computed by minimize the difference between the first image and the second image. This technique to compute optical flow field is call "Correlation-based approach." This technique and another technique named as Gradient-based approach will be discussed in detail in Chapter 2.

Basically, the computation of optical flow field has four problems. They are noise, subpixel, aperture, and smoothness.

1. Noise: In image acquisition and digitization, noise may be generated. This noise can reduce accuracy of optical flow computation. Therefore some kind of filter is needed. In many literatures, image preprocessing is not considered. However, in those literatures, when a refinement process of optical flow computation is used to propagate neighborhood information, this refinement actually is a kind of filtering. When gradient-based approach is used to compute optical flow, derivative is substituted with difference because images are digital. This digitization is a source of noise.
2. Subpixel: We compute optical flow field from a digital image sequence. Digital image means that intensity and coordinates are digitized. If the correlationbased approach is used to compute optical flow field, matching measurement will cause error. Under the assumption that envirommental light taking the first Frame $I_{1}(x, y)$ and the second frame $I_{2}(x, y)$ does not change, this means that
only motion of the 3-D object makes two images different, therefore $I_{2}(x, y)=$ $I_{1}(x+u(x, y), y+v(x, y))$. Around a pixel $P(x, y)$ in the first frame $I_{1}$, a small window $W_{p 1}(x, y)$ is formed. Similarly, the same size window $W_{p 2}(x, y)$ is formed around the pixel $(x, y)$ in the second mage $I_{2}$. When $W_{p 1}(x+u, y+v)$ matches $W_{p^{2}}(x, y)$ exactly, $u$ and $v$ at the pixel are obtained. However, if motion of the 3-D object causes that image shifts over subpixel, once the image is digitized, it is impossible to find a $W_{p 1}$ that matches exactly a $W_{p 2}$. Therefore, estimation of subpixel image velocity is needed.
3. Aperture: Aperture is an inherent problem for every optical flow techniques. When an edge is looked at from an aperture, motion of the edge in some directions is impossible to know. For instance, Figure 1.2 shows an edge. When the edge moves upwards or downwards, the motion is not visible. In gradientbased approach, the aperture problem is represented as that two unknowns are to be solved from one equation. The aperture problem only can be overcome by means of neighborhood information. In the correlation-based approach, the ambiguity can be avoided near corners of an object's image and in textured areas [39].
4. Smoothness: When the neighborhood information is applied to refine the optical flow field, can results be improved? Sometimes, the answer is "no." Because this refinement actually is a low-pass filter, the moving boundary or the other point sets with great intensity variation are to be blurred.

Although optical flow computation has many problems, it does not rely on special features such as edge, corner, and the other interesting point set. It can be used widely in many computer vision tasks, for instance, 3-D) structure and motion analysis.


Figure 1.2 A boundary within aperture

Once optical flow field $\vec{U}(x, y)$ is known, 3-D parameters can be computed by perspective projection. That will be discussed next.

### 1.1.2 3-D Motion Computation

Let's take a look at Figure 1.3, which is to illustrate perspective projection. Assuming that distance $D$ and focal length $f$ are known, once the optical flow $u$ is also known, the $\Delta X$ can be obtained from the perspective projection

$$
\begin{equation*}
\Delta X=-\frac{u D}{f} \tag{1.2}
\end{equation*}
$$

However, it is not easily to know $D$. Actually $D$ is function of $(x, y)$, e.g., $D=Z(x, y)$ that is called "depth." If all ( $x, y$ ) are considered, it is referred to as depth map. In order to compute $Z(x, y)$, two or more cameras are needed. In other words, stereo images should be used. In many literatures [17], motion of a single camera is used to compute depth map. But, when the velocities of objects are considered,


Eigure 1.3 Perspective projection


Figure 1.4 Reconstruction system
a stereo image sequence is needed. Therefore, the robot vision problem is to build up a reconstruction system whose imput is a stereo image sequence and output is a recovered object. Refer to Figure 1.4. Most of previous works are based on this model. From control system theory point of view, this is an open loop system. It is difficult for such system to obtains accurate outputs, high stability, and high . robustness.

In this thesis, we devise a novel system model that can be approximately represented by Figure 1.5.

Obviously, this is a close loop system. According to the recovered object, a virtual image sequence is estimated. By compensating the difference between the real and virtual stereo image sequences, the object can be estimated more accurately.

Dynamic behavior is inherent to the nature of our physical environment. When dynamic behavior of motion is needed, we must consider not only the curent state but also a series of previous states. Kalman filtering is an optimal process to fuse the current state and the previous states. However, when objects move, newly visible area(s) may be exposed in image plane. In the new exposed area(s), the previous states can not be used, otherwise error will be caused.


Figure 1.5 Feedback reconstruction system

### 1.2 Thesis Objective

The objective of this dissertation is to develop a theoretical framework that can estimate motion and position of 3-D objects in dynamic world from a stereo image sequence. Here, dynamic world means that both camera(s) and object(s) can move. In order to reach the goal, the following four tasks must be fulfilled.

1. Enhancing the accuracy of optical flow field.
2. Improving moving boundaries of optical flow field.
3. Setting up relationship between 3-D motion and 2-D optical flow fields.
4. Using the Kalman filter to optimally fuse current and previous information so that 3-D motion and position can be refined over time when a stereo image sequences is applied.

### 1.3 Thesis Overview

Chapter 2 reviews related techniques described in the literatures and explains how they fit into our framework and what differences there are between them and our work. Chapter 3 describes our new optical flow field computation approach that is developed based on the correlation-based approach to optical flow computation and feedback techmique widely used in control system theory. Accuracy of the optical flow field is considerably increased and the system is more robust. Chapter 4 presents UOFF framework and its application in 3-D motion analysis. A four frame image model is introduced. The model is used to compute position and motion of 3-D objects. Chapter 5 describes a new method to improve the moving boundaries of optical flow field. The method is based on a Kalman filter. Conventionally, Kalman filter is used in incremental fashion. But here, we use Kalman filter to refine optical How filter based on a fixed set of images. Chapter 6 describes how to use another Kalman filter and a stereo image sequence to improve the estimates of $3-D$ position and motion, and how to handle newly visible area(s) explosion issue. Finally, Chapter 7 summarizes the major contribution of our research and indicates the directions for future research.

## CHAPTER 2

## MAJOR RELATED APPROACHES

As noted in Chapter 1, the recovery of 3-D motion and structure information from a sequence of images can be decomposed into two steps: 1. Compute image plane velocities from changes in image intensity values, i.e., compute optical flow. 2. Use optical flow fields to estimate 3-D motion and structure.

### 2.1 Optical Flow Computation

Most of the current approaches to the computation of optical flow can be divided according to their choice of a measurement.

1. Those that use the continuous variations of intensity over space and time to measure instantaneous image-velocities, e.g., the gradient-based techniques [9], [19]-[22].
2. Those that measure the displacement of points or primitive image tokens between successive frames of a sequence, e.g., the correlation-based matching techniques [25]-[28] and the symbolic-token based matching techniques [29][31].
3. Those which measure the spatio-temporal energy of the image intensity function in a small area during a small period of time to determine the direction (and possibly the speed) of motion image points i.e. optical flow [32]-[33].

### 2.1.1 The Gradient-based Approach

The gradient-based approach is based on the assumption that intensity of light reflected by a point on a surface of an object and recorded in the image remains constant during a short time interval, although the location of the image of that point may change due to motion. This can be mathematically stated as,

$$
\begin{equation*}
I(x, y, t)=I(x+u \Delta t, y+v \Delta t, t+\Delta t) \tag{2.1}
\end{equation*}
$$

where $\vec{U}=(u, v)$ is an image velocity vector at the point $(x, y)$ and it is assumed to be constant during the interval $(t, t+\Delta t)$. This equation is called intensity constant equation. $I(x, y, t)$ is the image intensity at point $(x, y)$ in the image at time $t$. In the limit, when the time interval $\Delta t$ tends to zero, the intensity-constancy assumption leads to the following equation:

$$
\begin{equation*}
I_{x} u+I_{y} v+I_{t}=0 \tag{2.2}
\end{equation*}
$$

because

$$
\begin{align*}
I(x+u \Delta t, y+v \Delta t, t+\Delta t) & =I(x, y, t)+I_{x} u \Delta t+I_{y} v \Delta t+I_{t} \Delta t \\
& + \text { higher order term.s. } \tag{2.3}
\end{align*}
$$

Ignoring the higher order terms in Equation (2.3), using Equation (2.1) in Equation (2.3) and taking the limit as $\Delta t \rightarrow 0$, Equation (2.2) can be obtained.

The collection of image velocity vectors $\vec{U}$ for the entire image constitutes the optical flow field for the image.

Equation (2.2) embodies two unknowns $u$ and $v$, and is not sufficient by itself to specify the optical flow uniquely. But, it does constrain the solution. It is possible to compute optical fow for images using the optical flow constraint equation together with an additional assumptions. A popular assumption is smoothess constraint, i.e., motion field varies smoothly in most parts of the image. Horn and Schunck [9]
imposed this constraint by mimimizing the error in optical flow.

$$
\begin{equation*}
\int_{D}\left(\Delta I \cdot \vec{U}+I_{t}\right)^{2}+\alpha^{2}\left(\|\Delta u\|_{2}^{2}+\|\Delta v\|_{2}^{2}\right) d X \tag{2.4}
\end{equation*}
$$

where D is integration domain, the magnitude of $\alpha$ reffects the influence of the smoothness term, $\Delta I=\left(I_{x} I_{y}\right)$, and $\|\Delta u\|_{2}^{2}+\|\Delta v\|_{2}^{2}$ are the measure of the departure from smoothness in the optical flow. Here, $\|\Delta u\|_{2}^{2}$ and $\|\Delta v\|_{2}^{2}$ are the squares of the magnitude of the gradient of the optical flow velocity components $u$ and $v$ respectively:

$$
\left(\frac{\partial u}{\partial x}\right)^{2}+\left(\frac{\partial u}{\partial y}\right)^{2} \&\left(\frac{\partial v}{\partial x}\right)^{2}+\left(\frac{\partial v}{\partial y}\right)^{2} .
$$

They derived an iterative method to calculate the optical flow.

$$
\begin{align*}
u^{k+1} & =\bar{u}^{k}-\frac{I_{x}\left[I_{x} \bar{u}^{k}+I_{y} \bar{v}^{k}+I_{t}\right]}{\alpha^{2}+I_{x}^{2}+I_{y}^{2}}  \tag{2.5}\\
v^{k+1} & =\bar{v}^{k}-\frac{I_{y}\left[I_{x} \bar{u}^{k}+I_{y} \bar{v}^{k}+I_{t}\right]}{\alpha^{2}+I_{x}^{2}+I_{y}^{2}} \tag{2.6}
\end{align*}
$$

where $k$ denotes the iteration number, $u^{0}$ and $v^{0}$ denote initial velocity estimates which are set to zero, and $\bar{u}^{k}$ and $\bar{v}^{k}$ denote neighborhood averages of $u^{k}$ and $v^{k}$.

On the boundary the local smoothness of optical flow will not hold. A few people have made efforts to improve optical flow determination along the boundaries, but, it is still a problem.

The primary difficulty for the gradient-based approaches arises from the following facts: They are suitable when the displacements are small with respect to great scale of the image intensity variations. But, sometimes the temporal sampling rate cannot be high because limitation of digitization and resolution. On the other hand, when the scale of the image intensity variation is very small, if the displacements are not enough great, optical flow will not be obtained. Furthermore, above two requirements are not easy to be met simultaneously in real image sequences because the variations of intensities of real images may not be always uniform. About the quantitative error and reliability analysis of the gradient-based approach, Kearney et at. have discussed in detail [34].

### 2.1.2 The Correlation-based Approach

The correlation-based approach is also referred to the correlation matching approach. It is based on the following principles.

If the intensity functions of two images are $f(x, y)$ and $g(x, y)$ that are two successive frames. Then the cross correlation function between the two images is defined as

$$
\begin{equation*}
C_{j g}(\delta x, \delta y)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x-\delta x, y-\delta y) g(x, y) d x d y \tag{2.7}
\end{equation*}
$$

where $\vec{\delta}=(\delta x, \delta y)$ is the relative shift between the two images. $C$ is the correlation function, and $x$ and $y$ vary over the two images. The best estimate of $\vec{\delta}$ is determined by maximizing the $C$ over a set of candidate values for $\vec{\delta}$. When a finite sized window from one image is matched against identical windows from the second image, the definition given above is modified such that the integration is limited to the windows. If the image is represented by a discrete pixel array, the above description will still hold except that "point" is replaced by a "pixel" and the integral is replaced by discrete sum. Since our concern is primarily with digitized images, the following discussion uses the discrete formulations.

The discrete formulation of Equation (2.7) is called "direct correlation measure." There are also other related measures that can be used to determine the match. The most commonly used measures for matching are listed below:

1. Direct correlation, in which the image intensity values of the corresponding pixels in the two windows are multiplied and summed.
2. Mean nomalized correlation, in which the average intensity of each window is subtracted from the intensity values of each pixel in that window before multiplication and summing.
3. Variance normalized correlation, in which the correlation sum is divided by the product of the variances of the intensities in each window.
4. Sum of squared differences, in which the sum of the square of the differences between the intensities at corresponding pixels is calculated.
5. Sum of absolute differences, which is similar to sum of squared differences, except that the absolute values of the differences are used instead of their squares.

In general, these measures can also be used as estimates of matching strength between two feature vectors; hence, they are useful as matching measures [44]-[45] for many different types of image events.

Based on sum-of-square-differences measure, the correlation matching process is discussed below. For each pixel $P(x, y)$ at location $(x, y)$ in the first image $I_{1}$, a correlation - window $W_{p}$ of size $(2 n+1) \times(2 n+1)$ is formed around the pixel. A search-window $W_{s}$ of size $(2 N+1) \times(2 N+1)$ is established around the pixel at the same location $(x, y)$ in the second image $I_{2}$. The $(2 N+1) \times(2 N+1)$ sample of error distribution is computed using the sum-of-squared-differences as

$$
\begin{equation*}
E(\Delta x, \Delta y)=\sum_{i=-n}^{n} \sum_{j=-n}^{n}\left(I_{1}(x+i, y+j)-I_{2}(x+i+\Delta x, y+j+\Delta y)\right)^{2} \tag{2.8}
\end{equation*}
$$

where $-N \leq \Delta x, \Delta y \leq+N$.
In order to handle subpixel issue, many algorithms are developed. Here, Singh's algorithm [44] is discussed. The $(2 N+1) \times(2 N+1)$ sample of response-distribution is computed as follows:

$$
\begin{equation*}
R_{c}(\Delta x, \Delta y)=e^{-k E(\Delta x, \Delta y)} \tag{2.9}
\end{equation*}
$$

where $-N \leq \Delta x, \Delta y \leq+N$.
One could compute an estimate of image velocity using, for instance, a weighted-least-squares approach. Under the assumption that noise is additive and zero-mean, one could also associate a covariance with this estimate. Quantitatively,
the weighted-least-squares based estimate, denoted by $\vec{U}=(u, v)$, is given by

$$
\begin{align*}
u(x, y) & =\frac{\sum_{\Delta x} \sum_{\Delta y} R_{c}(\Delta x, \Delta y) \Delta x}{\sum_{\Delta x} \sum_{\Delta_{y}} R_{c}(\Delta x, \Delta y)}  \tag{2.10}\\
v(x, y) & =\frac{\sum_{\Delta x} \sum_{\Delta_{y}} R_{c}(\Delta x, \Delta y) \Delta y}{\sum_{\Delta x} \sum_{\Delta y} R_{c}(\Delta x, \Delta y)} \tag{2.11}
\end{align*}
$$

where the summation is carried out over $-N \leq u, v \leq+N$. Because of noise, digitization, and aperture problem, this approach can produce great errors in some pixels of the optical flow field. In order to reduce the errors, smooth constraint or other similar techniques have to be used.

The correlation-based approaches have the following two drawbacks. Firstly, it is inevitable that moving boundary is blurred because of use of smoothness. Secondly, when real image vectors are subpixels, it is difficult to accurately calculate image vectors in this approach. In Chapter 3, we discuss the problem in detail.

### 2.2 3-D Motion Computation

As noted in Chapter 1, most of the previous works are just to compute depth map and/or time-collision by assuming that the camera motion is known. Some of literatures consider computing depth map and camera translation together [4]. When optical flow field is known, the computation of the motion of the observer is not difficult because motion of observer can be represented by only six quantities, three instantaneous translational components $\left(T_{x}, T_{y}, T_{z}\right)$ and three instantaneous rotational components $\left(R_{x}, R_{y}, R_{z}\right)$. The $\left(T_{x}, T_{y}, T_{z}\right)$ and $\left(R_{x}, R_{y}, R_{z}\right)$ are constant with respect to space coordinates. However, when multi-objects and shape change exist, $\dot{Z}(x, y), \dot{X}(x, y)$, and $\dot{Y}(x, y)$, three fields, should be computed. This is one of the differences between our work and the previous works. This section will introduce a few concepts and two examples of motion interpretation.


Figure 2.1 Kinetic depth


Figure 2.2 The geometry for stereopsis

### 2.2.1 Motion Parallax

In this section, only the benefits of being able to fixate a point in our 3-D enviromment is considered. Such a point is a point of reference and points (i.e., B) farther away ("behind") appear to move in the same direction as the viewer, while points (i.e., A) that are nearer ("in front") appear to move away in the opposite direction. Figure 2.1 shows the fixation point.

The motion description is that of motion parallax, kinetic depth is the sensation one gets when horizontally moving one's head while fixating a target. Ballard [35] shows how a fixation point facilitates the derivation of depth by providing an instantaneous origin at $\left(0,0, z_{0}\right)$, where $z_{0}$ is the distance of the fixation point from the viewer.

Vergence geometry is given in Figure 2.2. Given the focal length of the camera $f$ and the base (separation) $b$, what remains to be established for deriving the depth $z_{0}$ is the displacement pair $(\alpha, \beta)$. The geometry for triangulation is then quite easy to use.

$$
\begin{equation*}
\frac{z_{0}}{l}=\frac{z_{0}+f}{l+\alpha} ; \frac{z_{0}}{r}=\frac{z_{0}+f}{r+\beta} ; b=l+r \tag{2.12}
\end{equation*}
$$

Hence, one has

$$
\begin{equation*}
z_{0}=\frac{f b}{\alpha+\beta} \tag{2.13}
\end{equation*}
$$

Since

$$
\begin{gather*}
\alpha=f \frac{\cos \gamma_{1}}{\sin \gamma_{1}} ; \beta=f \frac{\cos \gamma_{2}}{\sin \gamma_{2}},  \tag{2.14}\\
z_{0}=\frac{b \sin \gamma_{1} \sin \gamma_{2}}{\sin \left(\gamma_{1}+\gamma_{2}\right)} \tag{2.15}
\end{gather*}
$$

Using perspective projection, and the geonetry of Figure 2.1, any point in the image plane of coordinates $(x, y)$ is given by

$$
\begin{equation*}
x=\frac{-f X}{Z} \tag{2.16}
\end{equation*}
$$

and

$$
\begin{equation*}
y=\frac{-\int Y}{Z} \tag{2.17}
\end{equation*}
$$

where $(X, Y, Z)$ are the 3 -D coordinates. Assume that $(\dot{X}, \dot{Y}, \dot{Z})$ and $(u, v)$ stand for the 3-D (world) and 2-D (optical flow retinal) velocities, respectively. Then differentiating Equations (2.16-2.17) and assuming only translational velocity one obtains

$$
\begin{align*}
& -Z u=f \dot{X}+x \dot{Z} \\
& -Z v=f \dot{Y}+y \dot{Z} \tag{2.18}
\end{align*}
$$

Assuming that we fixate the target, its foveal position implies that the retinal coordinates are approximately zero. Further assume that $\dot{X}$ and $\dot{Y}$ are comparable or greater than $\dot{Z}$, and that $f \gg x, y$. Then

$$
\begin{equation*}
\frac{u}{v} \simeq \frac{\dot{X}}{\dot{Y}} \tag{2.19}
\end{equation*}
$$

The 3-D velocity $V$ can be obtained from Equations (2.18 and 2.19) as

$$
\begin{equation*}
|V|=\left(\dot{X}^{2}+\dot{Y}^{2}\right)^{1 / 2}=\frac{Z}{f}\left(u^{2}+v^{2}\right)^{1 / 2} \tag{2.20}
\end{equation*}
$$

When the head of the observer moves right, a vestibular command motion $V_{H}$ is parallel and of opposite sign to $V$, and if one assumes the $\dot{Z}$ is small and $z_{0}>Z$, from similar triangles one can then write

$$
\begin{equation*}
\frac{\left|V_{H}\right|}{V}=\frac{z_{0}}{z_{0}-Z} \tag{2.21}
\end{equation*}
$$

Finally, from Equations (2.20) and (2.21) one readily obtains that

$$
\begin{equation*}
Z=z_{0}\left[1+\frac{z_{0}\left(u^{2}+v^{2}\right)^{1 / 2}}{V_{H} f}\right]^{-1} \tag{2.22}
\end{equation*}
$$

For $z_{0}<Z$, the sign is negative, as one would expect when moving right and observing targets nearer than the fixation point.

If the approach is explained by single camera motion, we can say that the $z_{0}$ can be computed when the camera rotates counterclockwise over $108^{\circ}-\gamma_{1}-\gamma_{2}$ with respect to the fixation point, then depth map can be computed when the camera translates over $V_{H}$. By the rotation and the translation of the camera, depth map is obtained.

### 2.2.2 Three-dimensional Motion

The more general case that [36] considers both translational velocity ( $T$ ) and angular velocity $(R)$ was treated by Waxman and Duncan [36]. For a 3-D pixel, $P$, the differential motion is defined as

$$
\begin{equation*}
\frac{d P}{d t}=-T-R \times P \tag{2.23}
\end{equation*}
$$

where $T=\left(T_{x}, T_{y}, T_{z}\right), R=\left(R_{x}, R_{y}, R_{z}\right)$ and

$$
\begin{align*}
\frac{d X}{d t} & =-T_{x}-R_{y} Z+R_{z} Y \\
\frac{d Y}{d t} & =-T_{y}-R_{z} X+R_{x} Y \\
\frac{d Z}{d t} & =-T_{z}-R_{x} Y+R_{y} Y \tag{2.24}
\end{align*}
$$

If one were to project $P(X, Y, Z)$ onto a unit focal length image $(f=1)$, the retinal coordinates are again given as $(x, y)=(X / Z, Y / Z)$, and the optical flow $(u, v)$ is obtained as

$$
\left[\begin{array}{l}
u  \tag{2.25}\\
v
\end{array}\right]=\frac{1}{Z}\left[\begin{array}{ccc}
-1 & 0 & x \\
0 & -1 & y
\end{array}\right]\left[\begin{array}{c}
T_{x} \\
T_{y} \\
T_{z}
\end{array}\right]+\left[\begin{array}{ccc}
x y & -\left(1+x^{2}\right) & x \\
\left(1+y^{2}\right) & -x y & -x
\end{array}\right]\left[\begin{array}{c}
R_{x} \\
R_{y} \\
R_{z}
\end{array}\right]
$$

In many literatures, it is assumed that $T$ and $R$ are motion of a camera. When $R=0$ and $T$ is known, i.e., the camera does not rotate, but its translation is known, depth map $Z(x, y)$ can be obtained from following equations:

$$
\left[\begin{array}{l}
u  \tag{2.26}\\
v
\end{array}\right]=\frac{1}{Z}\left[\begin{array}{ccc}
-1 & 0 & x \\
0 & -1 & y
\end{array}\right]\left[\begin{array}{l}
T_{x} \\
T_{y} \\
T_{z}
\end{array}\right]
$$

In those literatures, $T_{y}$ and $T_{z}$ are always chosen to be zeroes ( $T_{y}=T_{z}=0$ ), thus

$$
\begin{equation*}
Z(x, y)=-\frac{T_{x}}{u(x, y)} \tag{2.27}
\end{equation*}
$$

This equation is typically used in the approach of depth from motion. Then, such system is of poor robustness. This will be discussed in Section 4.6.

If $T$ and $R$ are variables with respect to spatial coordinates, the existing approaches can not be used to estimate 3-D motion. In Chapter 4 , we will introduce a new approach, that is, unified optical flow field (UOFF) approach. The UOFF can estimate 3 -D motion $(\dot{X}(x, y), \dot{Y}(x, y), \dot{Z}(x, y))$.

## CHAPTER 3

## CORRELATION-FEEDBACK

In this chapter, a new approach using feedback technique is proposed to compute optical flow. It is well-know that feedback is a powerful technique widely used in the field of automatic control. Feedback can make system robust to noise and raise accuracy. In general, this feedback technique can be used for any existing optical flow determination algorithms, say either gradient-based or correlation-based optical flow techniques. As an illustration of our proposal, we choose to work with correlationbased technique because the recently developed correlation-based technique by Singh in [44] has some attractive merits and is suitable for us to apply the feedback technique. Therefore, we call this specific implementation the correlation-feedback algorithm.

The approach can be briefly represented as following. When the first given image that is taken by a camera and the optical flow velocities are known, the first image is shifted at the optical flow velocities, as a result, an estimate of the second given image is obtained. At beginning, the estimated second image is not accurate since the velocities is not accurate. As long as the system is built appropriately, the velocities will be iteratively compensated to make the difference between the recovered second image and the second given image. Since a true optical flow velocity may be a subpixel, a bilinear interpolation is applied to the digital image to obtain a virtual and contimous estimated second image, so that accuracy of estimated optical flow vectors can be increased considerably. In computation, the recovered image intensities are calculated only at the place needed instead of that entire continuous image. That is why it is called as the virtual and continuous image. We will show the approach is generally convergent. At least, when image intensity is a linear function


Figure 3.1 A schematic diagram.
of coordinates with free noise, the algorithm must converge to true values. In fact, if noise is reduced, the vicinity of a pixel can be thought of that the above condition is satisfied approximately except the moving boundaries. However, the condition is too strict. Actually, as long as extreme points of the response distributions (refer to the next section) are just true optical flow vectors, the true optical flow vectors can be recovered accurately. However, in the vicinity of a pixel, this condition is approximately satisfied.

Section 3.1 proposes framework and the algorithm. Section 3.2 and 3.3 carefully analyze the algorithm, compare it with previous works and discuss the convergence of it. Section 3.4 demonstrates implementation and experiment to verify the algorithm.

### 3.1 Proposed Framework

Figure 3.1 shows an overview of the proposed framework. Every block in the figure will be described below in detail.

### 3.1.1 Initialization

In order to have estimated optical flow field converge to true values and make the convergence faster, an early procedure can be used to compute an initial estimated optical flow field. It is not critical to select the early procedure. But, it is hoped that the procedure is as fast as possible and as accurate as possible. In our experiments, the algorithm of Horm and Schunck [9] is used. This is because that the algorithm is fast and the problem caused by the smoothness is not serious at the first ten to twenty iterations. Furthermore, our experiments show that even if the imposed smoothess constraint canses serious error, subsequent correlation feedback procedure can still make the error to a minimum. Our experiments also show that even if no any early procedure is used and initial optical flow are specified as any value except zero, the algorithm is still convergent, but the convergent speed may be reduced.

After this stage, an initial optical flow field $\left(\vec{l}^{(0)}=\left(u^{(0)}, v^{(0)}\right)\right)$ become available.

### 3.1.2 Observer

As discussed in Chapter 2, it is clear that the correlation-based approach camot accurately recover subpixel optical flow vectors because image field has been digitized. If the corresponding contimons image field $f(x, y)$ conld be known, the accuracy of the recovery would be improved.

The continuous image field $\int(x, y)$ should have the following properties. Firstly,

$$
\begin{equation*}
\int\left(i_{1}, j_{1}\right)=I_{1}\left(i_{1}, j_{1}\right) \tag{3.1}
\end{equation*}
$$

where $I_{1}$ is the first digital image, $i_{1}$ and $j_{1}$ are integer indexes in the first image. That is, on the 2-D grid, the intensities in the continuous image field $f\left(i_{1}, j_{1}\right)$ are coincident with that of the digitized image $I_{1}\left(i_{1}, j_{1}\right)$. Secondly, if $\vec{U}^{(n)}=\left(u^{(n)}, v^{(n)}\right)$ that is optical flow vector obtained in the nth iteration is equal to the true optical
flow vector $\vec{U}^{a}=\left(u^{a}, v^{a}\right)$, it is not difficult to see that

$$
\begin{equation*}
f\left(i_{2}-u^{a}\left(i_{2}, j_{2}\right), j_{2}-v^{a}\left(i_{2}, j_{2}\right)\right)=I_{2}\left(i_{2}, j_{2}\right) \tag{3.2}
\end{equation*}
$$

where $I_{2}$ is the second given digital image, $i_{2}$ and $j_{2}$ are integer indexes of $I_{2}$.
Now, define

$$
\begin{equation*}
\hat{I}_{2}\left(i_{2}, j_{2}\right)=f\left(i_{2}-u^{(n)}\left(i_{2}, j_{2}\right), j_{2}-v^{(n)}\left(i_{2}, j_{2}\right)\right) \tag{3.3}
\end{equation*}
$$

where $\hat{I}_{2}\left(i_{2}, j_{2}\right)$ is an estimate of $I_{2}\left(i_{2}, j_{2}\right)$. The difference between $\hat{I}_{2}\left(i_{2}, j_{2}\right)$ and $I_{2}\left(i_{2}, j_{2}\right)$ is affected by the error of $\vec{U}^{(r)}$. In general, the greater the error, the greater the difference. In other words, the difference between $\hat{I}_{2}\left(i_{2}, j_{2}\right)$ and $I_{2}\left(i_{2}, j_{2}\right)$ contains the information about the accuracy of $\vec{U}^{(n)}$. It is noted that we do not actually estimate the entire continuous image field $f(x, y)$. Only those values needed for optical flow computation, say, $f\left(i_{2}-u^{(n)}\left(i_{2}, j_{2}\right), j_{2}-v^{(n)}\left(i_{2}, j_{2}\right)\right)$ will be estimated from the first given digital image $I_{1}(x, y)$ by using a bilinear interpolation technique.

In our work, the bilinear interpolation discussed in [38] is adopted.

$$
\begin{align*}
& f\left(i_{2}-u^{(n)}\left(i_{2}, j_{2}\right), j_{2}-v^{(n)}\left(i_{2}, j_{2}\right)\right) \\
= & (1-a)\left[(1-b) I_{1}(i, j)+b \times I_{1}(i, j+1)\right] \\
& +a\left[(1-b) I_{1}(i+1, j)+b \times I_{1}(i+1, j+1)\right] \tag{3.4}
\end{align*}
$$

where $i=\operatorname{int}\left(i_{2}-u^{(n)}\right) ; j=\operatorname{int}\left(j_{2}-v^{(n)}\right) ; a=i_{2}-u^{(u)}-i ; b=j_{2}-v^{(n)}-j ; \operatorname{int}(x)$ means that only the integer part of $x$ is retained.

### 3.1.3 Correlation

Once the interpolated image $f\left(i_{2}-u^{(n)}\left(i_{2}, j_{2}\right), j_{2}-v^{(n)}\left(i_{2}, j_{2}\right)\right)$ and the second given digital image $I_{2}\left(i_{2}, j_{2}\right)$ are available, we can select a correlation measure to search for the best match for a given pixel of $I_{2}\left(i_{2}, j_{2}\right)$ in a search-area in the interpolated image $f\left(i_{2}-u^{(n)}\left(i_{2}, j_{2}\right), j_{2}-v^{(n)}\left(i_{2}, j_{2}\right)\right)$. In this thesis, the sum-of-sguare-differences (SSD) [44] [39] is used. In essence, for each pixel $\mathrm{P}\left(i_{2}, j_{2}\right)$ at location $\left(i_{2}, j_{2}\right)$ in the
$I_{2}\left(i_{2}, j_{2}\right)$, a correlation window $W_{c}$ of size $(2 m+1) \times(2 m+1)$ is formed around the pixel. The search window in our proposed approach is quite different from that used in the correlation-based approach, say, in [44] [39]. The search window is a "rubber" window with variable window size. The size of this window depends on $\left(u^{(n)}, v^{(n)}\right)$. Let $u$ be a quantity chosen from the following five quantities $\left(u^{(n)}-\frac{u^{(n)}}{2 n}, u^{(n)}-\right.$ $\left.\frac{u^{(n)}}{4 n}, u^{(n)}, u^{(n)}+\frac{u^{(n)}}{4 n}, u^{(n)}+\frac{u^{(n)}}{2 n}\right)$. Let $v$ be a quantity chosen from the following five quantities $\left(v^{(n)}-\frac{v^{(n)}}{2 n}, v^{(n)}-\frac{y^{(n)}}{4 n}, v^{(n)}, v^{(n)}+\frac{v^{(n)}}{4 n}, v^{(n)}+\frac{v^{(n)}}{2 n}\right.$ ), where $n$ is the number of iterations. Hence, there are $5 \times 5$ possible combinations for $(u, v)$. Each of them corresponds to a pixel in the continuous image plane $f(x, y)$, i.e., $\left(i_{2}-u, j_{2}-v\right)$. A correlation window is centered on this pixel. The $5 \times 5$ samples of error distribution can be computed by using the sum-of-square-differences. That is,

$$
\begin{gather*}
E(u, v)=\sum_{x=-m}^{m} \sum_{y=-m}^{m}\left(I_{2}\left(i_{2}+x, j_{2}+y\right)\right. \\
\left.-f\left(i_{2}+x-u, j_{2}+y-v\right)\right)^{2}  \tag{3.5}\\
u \in\left\{u^{(n)}-\frac{u^{(n)}}{2 n}, u^{(n)}-\frac{u^{(n)}}{4 n}, u^{(n)}, u^{(n)}+\frac{u^{(n)}}{4 n}, u^{(n)}+\frac{u^{(n)}}{2 n}\right\} \\
v \in\left\{v^{(n)}-\frac{v^{(n)}}{2 n}, v^{(n)}-\frac{v^{(n)}}{4 n}, v^{(n)}, v^{(n)}+\frac{v^{(n)}}{4 n}, v^{(n)}+\frac{v^{(n)}}{2 n}\right\} . \tag{3.6}
\end{gather*}
$$

The $5 \times 5$ samples of response distribution can be computed as follows:

$$
\begin{equation*}
R_{c}(u, v)=e^{-k E(u, v)} \tag{3.7}
\end{equation*}
$$

where k is chosen so as to make $R_{c}$ be a number close to unity. The optical flow vector derived at this correlation stage is then calculated as follows according to the weighted-least-squares estimation.

$$
\begin{align*}
& u_{c}^{(n)}\left(i_{2}, j_{2}\right)=\frac{\sum_{u} \sum_{v} R_{c}(u, v) u}{\sum_{u} \sum_{v} R_{c}(u, v)} \\
& v_{c}^{(n)}\left(i_{2}, j_{2}\right)=\frac{\sum_{u} \sum_{v} R_{c}(u, v) v}{\sum_{u} \sum_{v} R_{c}(u, v)} \tag{3.8}
\end{align*}
$$

It is noted that the equations similar to Equations (3.5, 3.7, 3.8) have been used in [44]. However, in our approach, since $f\left(i_{2}+x-u, j_{2}+y-v\right)$ is a 2 -dimensional
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continuous function, $u$ and $v$ are not necessary to be integers. Together with the feedback technique, the accuracy of computing optical flow field can be increased considerably.

### 3.1.4 Propagation

Except for the vicinity of a motion boundary, the optical flow velocity of neighborhood pixels should be similar to the velocity of central pixel. Therefore, neighborhood information should be used to improve computation of optical flow velocities. That is,

$$
\begin{align*}
& u^{(x+1)}=\sum_{x=-N}^{N} \sum_{y=-N}^{N} w(x, y) * u_{c}^{(n)}\left(i_{2}+x, j_{2}+y\right) \\
& v^{(n+1)}=\sum_{x=-N}^{N} \sum_{y=-N}^{N^{\prime}} w(x, y) * v_{c}^{(x)}\left(i_{2}+x, j_{2}+y\right) \tag{3.9}
\end{align*}
$$

where $w(x, y)$ is a weighting function. We choose a Gaussian mask [24] as the weighting lunction $w(x, y)$. When $N=1, w(x, y)$ is depicted in Figure 3.2. Similar propagation stage was used in Singh's algorithm [44].

### 3.1.5 Feedback and Iterations

In each iteration, the output of the algorithm, i.e., the calculated optical flow is fed back into the algorithm. The observation, correlation and propagation discussed above are then carried out. This algorithm can be considered as a feedback control system. From the given digital image $I_{1}\left(i_{1}, j_{1}\right)$ and the calculated optical flow $U^{(n)}$ at the $n$th iteration, a virtual continuous image $f\left(i_{2}-u, j_{2}-v\right)$ is estimated. The difference between another given digital image $I_{2}\left(i_{2}, j_{2}\right)$ and the estimated virtual continuous image $f\left(i_{2}-u, j_{2}-v\right)$ is used to adjust optical flow $U^{(r)}$. Based on the updated $U^{(n)}$, the new iteration optical flow $U^{(n+1)}$ is generated in the propagation stage. If the system model is correct, $U^{(n)}$ will converge to the true optical flow. Two given images are repeatedly utilized. As shown next, the algorithm will converge to the true optical flow in general. When $\left|u^{(n+1)}-u^{(n)}\right|$ and $\left|v^{(n+1)}-v^{(n)}\right|$ are greater than a predefined threshold, we update $\hat{I}_{2}$ in the observer stage according to the values of $u^{(n+1)}(i, j), v^{(n+1)}(i, j)$ and $I_{1}(i, j)$. Otherwise, it is said that the algorithm is convergent.

### 3.2 Convergence Proof

Here, we prove that the correlation-feedback algorithm converges to the true optical flow if the response distribution defined in Equation (3.7) is single-maximum-valued with the maximum being assumed at the true optical flow.

Let us neglect the propagation stage in the proof. Therefore, Equation(3.8) can bermitten as

$$
\begin{equation*}
u^{(n+1)}=\frac{\sum_{i=0}^{4} \sum_{j=0}^{4} R_{c}\left(u_{i}^{(n)}, v_{j}^{(n)}\right) u_{i}^{(n)}}{\sum_{i=0}^{4} \sum_{j=0}^{4} R_{c}\left(u_{i}^{(n)}, v_{j}^{(n)}\right)} \tag{3.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\left(u_{0}^{(n)}, u_{1}^{(n)}, u_{2}^{(n)}, u_{3}^{(n)}, u_{4}^{(n)}\right)=\left(u^{(n)}-\frac{u^{(n)}}{2 n}, u^{(n)}-\frac{u^{(n)}}{4 n}, u^{(n)}, u^{(n)}+\frac{u^{(n)}}{4 n}, u^{n}+\frac{u^{(n)}}{2 n}\right) \tag{3.11}
\end{equation*}
$$



Figure 3.3 Ideal $g\left(u_{i}^{(n)}, v_{i}^{(n)}\right)$.

Let normalized response distribution be denoted by $g\left(u_{i}^{(n)}, v_{j}^{(n)}\right)$,

$$
\begin{equation*}
g\left(u_{i}^{(n)}, v_{j}^{(n)}\right)=\frac{R_{c}\left(u_{i}^{(n)}, v_{j}^{(n)}\right)}{\sum_{i=0}^{4} \sum_{j=0}^{4} R_{c}\left(u_{i}^{(n)}, v_{j}^{(n)}\right)} \tag{3.12}
\end{equation*}
$$

Consider the case where $\left(u_{i}^{(n)}, v_{j}^{(n)}\right)$ is in the vicinity of true image vector ( $u^{a}, v^{n}$ ). Assume $g\left(u_{i}^{(n)}, v_{j}^{(n)}\right)$ is a sample of a surface of revolution having only one extreme point $\left(u^{a}, v^{a}\right)$. The ideal $g\left(u_{i}^{(n)}, v_{j}^{(n)}\right)$ is shown in Figure 3.3. In fact, when $\left(u_{i}^{(n)}, v_{j}^{(n)}\right)$ is the vicinity of $\left(u^{a}, v^{a}\right)$, the assumption holds approximately.

Without loss of generality, only the positive $u^{(n)}, u^{n}, u^{(n+1)}$ values are considered in order to simplify the proof.

Let

$$
\begin{equation*}
h\left(u_{i}^{(n)}\right)=\frac{\sum_{j=0}^{4} R_{c}\left(u_{i}^{(n)}, v_{j}^{(n)}\right)}{\sum_{i=0}^{4} \sum_{j=0}^{4} R_{c}\left(u_{i}^{(n)}, v_{j}^{(n)}\right)} \tag{3.13}
\end{equation*}
$$



Figure 3.4 Curve of $h\left(u_{i}^{(n)}\right)$ and case 1.

It is not difficult to see that $h\left(u_{i}^{(n)}\right)$ is a sample of a symmetrical curve about axis $u_{i}^{(n)}=u^{n}$ with only one extreme value at $u_{i}^{(n)}=u^{a}$. The curve is shown in Figure. 3.4.

The following two lemmas will be used for the convergence proof.
Lemma 1: $h\left(u_{0}^{(n)}\right), h\left(u_{1}^{(n)}\right), h\left(u_{2}^{(n)}\right), h\left(u_{3}^{(n)}\right)$ and $h\left(u_{4}^{(n)}\right)$ satisfy the next equation:

$$
\begin{equation*}
\sum_{i=0}^{4} h\left(u_{i}^{(n)}\right)=1 \tag{3.14}
\end{equation*}
$$

Lemma 2: $u^{(n+1)}$ and $u^{(i)}$ have the following relationships:

$$
\begin{align*}
& \text { 1. } u^{(n+1)}=u^{(n)}+u^{(n)}\left(\frac{h\left(u_{4}^{(n)}\right)-h\left(u_{0}^{(n)}\right)}{2 n}+\frac{h\left(u_{3}^{(n)}\right)-h\left(u_{1}^{(n)}\right)}{4 n}\right)  \tag{3.15}\\
& \text { 2. } \quad u_{3}^{(n)}-u^{(n+1)}=u^{(n)}\left(\frac{3 h\left(u_{0}^{(n)}\right)}{4 n}+\frac{h\left(u_{2}^{(n)}\right)}{4 n}+\frac{2 h\left(u_{1}^{(n)}\right)}{4 n}-\frac{u_{( }^{(n)}}{4 n}\right)  \tag{3.16}\\
& \text { 3. } \quad u_{4}^{(n)}-u^{(n+1)} \geq 0 \tag{3.17}
\end{align*}
$$

Lemmal is apparent and its proof is therefore omitted. The proof of Lemma 2 is given below.

From Equations (3.10) and (3.12), the proof of the first part of Lemma 2 is not difficult to follow,

$$
\begin{aligned}
u^{(n+1)} & =\sum_{i=0}^{4} u_{i}^{(n)} h\left(u_{i}^{(n)}\right) \\
& =h\left(u_{0}^{(n)}\right)\left(u^{(n)}-\frac{u^{(n)}}{2 n}\right)+h\left(u_{1}^{(n)}\right)\left(u^{(n)}-\frac{u^{(n)}}{4 n}\right)+h\left(u_{2}^{(n)}\right) u^{(n)} \\
& +h\left(u_{3}^{(n)}\right)\left(u^{(n)}+\frac{u^{(n)}}{4 n}\right)+h\left(u_{4}^{(n)}\right)\left(u^{(n)}+\frac{u^{(n)}}{2 n}\right) \\
& =\left(h\left(u_{0}^{(n)}\right)+h\left(u_{1}^{(n)}\right)+h\left(u_{2}^{(n)}\right)+h\left(u_{3}^{(n)}\right)+h\left(u_{4}^{(n)}\right)\right) u^{(n)} \\
& +u^{(n)}\left(\frac{f\left(u_{4}^{(n)}\right)-h\left(u_{0}^{(n)}\right)}{2 n}+\frac{h\left(u_{3}^{(n)}\right)-h\left(u_{1}^{(n)}\right)}{4 n u}\right) \\
& =u^{(n)}+u^{(n)}\left(\frac{h\left(u_{4}^{(n)}\right)-h\left(u_{0}^{(n)}\right)}{2 n}+\frac{h\left(u_{3}^{(n)}\right)-h\left(u_{1}^{(n)}\right)}{4 n}\right)
\end{aligned}
$$

Similarly, the second part of Lemma 2 follows from Equations (3.10), (3.11) and (3.13) straightforward.

$$
\begin{aligned}
u_{3}^{(n)}-u^{(n+1)} & =u^{(n)}+\frac{u^{(n)}}{4 n}-u^{(n)}-u^{(n)}\left(\frac{h\left(u_{4}^{(n)}\right)-h\left(u_{0}^{(n)}\right)}{2 n}+\frac{h\left(u^{(n)}\right)-h\left(u^{(n)}\right)}{4 n}\right) \\
& =\frac{u^{(n)}}{4 n}-u^{(n)}\left(\frac{h\left(u^{(n)}\right)-h\left(u_{0}^{(n)}\right)}{2 n}+\frac{h\left(u_{3}^{(n)}\right)-h\left(u_{1}^{(n)}\right)}{4 n}\right) \\
& =\frac{h\left(u_{0}^{(n)}\right)+h\left(u_{1}^{(n)}\right)+h\left(u_{n 2}\right)+h\left(u_{3}^{(n)}\right)+h\left(u_{4}^{(n)}\right)}{4 n} u^{(n)} \\
& -\left(\frac{2 h\left(u_{4}^{(n)}\right)-2 h\left(u_{0}^{(n)}\right)}{4 n}+\frac{h\left(u_{3}^{(n)}\right)-h\left(u_{1}^{(n)}\right)}{4 n}\right) u^{(n)} \\
& =u^{(n)}\left(\frac{3 h\left(u_{0}^{(n)}\right)}{4 n}+\frac{h\left(u_{2}^{(n)}\right)}{4 n}+\frac{2 h\left(u_{1}^{(n)}\right)}{4 n}-\frac{h\left(u_{4}^{(n)}\right)}{4 n}\right)
\end{aligned}
$$

With Equations (3.10), (3.11) and (3.13), and some algebraic manipulation, the third part of Lemma 2 can be proved as follows.

$$
\begin{aligned}
u_{4}^{(n)}-u^{(n+1)} & =u^{(n)}+\frac{u^{(n)}}{2 n}-u^{(n)} \\
& -u^{(n)}\left(\frac{h\left(u_{4}^{(n)}\right)-h\left(u_{0}^{(n)}\right)}{2 n}+\frac{h\left(u_{3}^{(n)}\right)-h\left(u_{1}^{(n)}\right)}{4 n}\right) \\
& =\frac{h\left(u_{0}^{(n)}\right)+h\left(u_{1}^{(n)}\right)+h\left(u_{2}^{(n)}\right)+h\left(u_{3}^{(n)}\right)+h\left(u_{4}^{(n)}\right)}{2 n} u^{(n)} \\
& -\frac{h\left(u_{4}^{(n)}\right)-h\left(u_{0}^{(n)}\right)}{2 n} u^{(n)}-\frac{h\left(u_{3}^{(n)}\right)-h\left(u_{1}^{(n)}\right)}{4 n} u^{(n)} \\
& =u^{(n)}\left(\frac{h\left(u_{0}^{(n)}\right)}{n}+\frac{3 h\left(u_{1}^{(n)}\right)}{4 n}+\frac{h\left(u_{2}^{(n)}\right)}{2 n}+\frac{h\left(u_{3}^{(n)}\right)}{4 n}\right)
\end{aligned}
$$



Figure 3.5 Case 2.
$u_{4}^{(n)}-u^{(n+1)}>0$, since $h\left(u_{i}^{(n)}\right)>0 \quad i=0,1,2,3,4$. Now, let's prove the convergence of the algorithm.

Case 1: $u_{4}^{(n)} \leq u^{a}$.
Because $h\left(u_{4}^{(n)}\right)>h\left(u_{0}^{(n)}\right)$ and $h\left(u_{3}^{(n)}\right)>h\left(u_{1}^{(n)}\right)$, and from Equations (3.15) and $(3.17)$, we have
$u_{4}^{(n)}>u^{(n+1)}>u^{(n)}$.
According to Figure 3.4, we know

$$
\begin{equation*}
\left|\frac{u^{(n+1)}-u^{a}}{u^{(n)}-u^{a}}\right| \leq 1 \tag{3.18}
\end{equation*}
$$

( iase 2: $u_{4}^{(n)}>u^{a}$ and $u_{3}^{(n)} \leq u^{n}$ as shown in Figure 3.5.
From Equations (3.15), (3.17) and Figure 3.5, one has
$u_{4}^{(n)}>u^{(n+1)}>u^{(n)}$ and $\left|u_{4}^{(n)}-u^{a}\right| \leq\left|u^{(n)}-u^{a}\right|$.
Thus

$$
\begin{equation*}
\left|u^{(n+1)}-u^{a}\right| \leq\left|u^{(n)}-u^{u}\right| . \tag{3.19}
\end{equation*}
$$



Figure 3.6 Case 3.

Case 3: $u_{3}^{(n)}>u^{a}, u_{2}^{(n)} \leq u^{(a}$ and $h\left(u_{4}^{(n)}\right) \leq h\left(u_{2}^{(n)}\right) \leq h\left(u_{3}^{(n)}\right)$ as shown in Figure 3.5

Because $h\left(u_{4}^{(n)}\right) \leq h\left(u_{2}^{(n)}\right)$, and $u_{3}^{(n)}-u^{(n+1)}>0$ according to Equation (3.16), one las
$u_{3}^{(n)}>u^{(n+1)}>u^{(n)}$.
Fiom Figure 3.6, we know

$$
\left|u^{(n+1)}-u^{u}\right| \leq\left|u^{(n)}-u^{u}\right| \text { and }\left|u^{(n+1)}-u^{u}\right| \leq \frac{\left|u^{(n)}\right|}{4 n} .
$$

Case 4: $u_{3}^{(n)}>u^{u}, u_{2}^{(n)} \leq u^{\alpha}$ and $h\left(u_{2}^{(n)}\right)>h\left(u_{3}^{(n)}\right) \geq h\left(u_{4}^{(n)}\right)$.
Becanse $h\left(u_{4}^{(n)}\right) \leq h\left(u_{2}^{(n)}\right)$, and $u_{3}^{(n)}-u^{(n+1)}>0$ arcurding to Equation (3.16), one hati
$u_{3}^{(n)}>u^{(n+1)}>u^{(n)}$.
As shown in Figure 3.7, $\left|u^{(n+1)}-u^{a}\right| \leq \frac{\left|u^{(n)}\right|}{4 n}$.
When $n \rightarrow \infty,\left|u^{(x)}-u^{\prime \prime}\right| \rightarrow 0$.


Figure 3.7 Case 4.

Similarly, $\left|v^{(n)}-v^{a}\right|$ eventually tends to zero when $n \rightarrow \infty$.
From the above discussion about these four cases and the known symmetry, we conclude the proof of the convergence.

In our experiments, three successive image frames are used to computer $R_{c}$ so that assumption about the existence of only one extreme point holds much better. In the Section 3.4, the computation of $R_{c}$ will be described in detail. Our experiments have shown that the algorithm is convergent indeed.

### 3.3 Analysis

### 3.3.1 Subpixel

This approach uses leedback techmique to iteratively estimate and refine optical fow held. The correlation-based approach can not accurately estmate subpixel optical How velocity because they don't sufficiently make use of information that is provided by images.
$F(x)$


Figure 3.8 Intensities of the first image.

In the correlation-based approaches, the basic procedures are represented as follows. First, a correlation window $W_{c}$ of size $(2 m+1)$ by $(2 m+1)$ is formed around the $(x, y)$ pixel in the first image. A search window $W_{s}$ of size $(2 N+1)$ by $(2 N+1)$ is established around the pixel at the same location of $(x, y)$ in the second image. The (mis)match measure $\mathrm{M}(\Delta x, \Delta y)$ between $W_{c}$ and a window of the same size $(2 m+1)$ by $(2 m+1)$ around each pixel in $W_{s}$, displaced from $(x, y)$ by an amount ( $\Delta x, \Delta y$ ), is computed. According to these measurements, we can compute the image vector $(u, v)$. But, since images are digital, usually we cannot recover true optical flow vectors by the measurements accurately. Therefore, subpixel estimation must be adopted. Are previous subpixel estimations efficient? Let us take a look at the following example.

For the simplicity, a one-dimension case is considered. Intensities of the first inage is shown in Figure 3.8. A correlation window $W_{c}$ of size 3 is formed around the central pixel in the first image. Assume that the intensity is a continuous linear fnuction. That is, $F(x)=a+b x$, where $x$ is the location of pixel. Therefore, when the true image vector is $\Delta x$ pixel, the second image can be represented as $F(x-\Delta x)=a+b(x-\Delta x)$. When the sum-square-difference is used, we have the error

$$
E^{2}\left(x_{1}\right)=\left[F(x-1)-F\left(x-1-\Delta x+x_{1}\right)\right]^{2}+\left[F(x)-F\left(x-\Delta x+x_{1}\right)\right]^{2}
$$

$$
\begin{align*}
& +\left[F(x+1)-F\left(x+1-\Delta x+x_{1}\right)\right]^{2} \\
& =3 b^{2}\left(\Delta x-x_{1}\right)^{2} \tag{3.20}
\end{align*}
$$

where $x_{1}$ is the center pixel in the correlation window in the second image. According to [44], we denote the response distribution by $R_{x_{1}}$. We then have

$$
\begin{equation*}
R_{x_{1}}=e^{-E^{2}\left(x_{1}\right) k}=e^{-3 b^{2}\left(\Delta x-x_{1}\right)^{2} k} \tag{3.21}
\end{equation*}
$$

where $k$ is a parameter appropriately chosen. For a discussion of the selection of parameter $k$, refer to Section 3.4. Here it is chosen as:

$$
\begin{equation*}
k=\frac{\ln (0.95)}{-3 b^{2} \min _{x_{1}=-2}^{2}\left(\left(\Delta x-x_{1}\right)^{2}\right)} \tag{3.22}
\end{equation*}
$$

Using the weighted-least-squares, one can estimate the velocity $u$ as follows.

$$
\begin{equation*}
u=\frac{\sum_{x_{1}=-2}^{2} x_{1} R_{x_{1}}}{\sum_{x_{1}=-2}^{2} R_{x_{1}}} \tag{3.23}
\end{equation*}
$$

The relative error is then

$$
\begin{equation*}
\frac{\Delta x-u}{\Delta x} 100 \% \tag{3.24}
\end{equation*}
$$

By using computer simulation, Figures 3.9 and 3.10 , the diagrams depicting the relative error and the absolute error versus true displacement, respectively, are obtained. From these figures, we see that when the true disparities are $-1,0$ and 1 , the associated errors are zero. Usually the relative errors exceed easily beyond much greater than $10 \%$. The Equation (3.23) is a kind of optimal estimation to handle the sulpixel problem. Clearly it camot accurately recover optical How velocity vectors whose components involve subpixels.

This example indicates that even if image intensily is a linear function and noise free, the correlation-based approach do not work efficiently. This is because they do not sufficiently use information that images provide. They use the information only one time. In fact, if true velority is not an integer, it is impossible to at once recover the true velocity accurately.


Figure 3.9 Rehative emor.

Although many refinement processes are used in improve the situation, the eflect of the impovement is not always remarkable. Our experments have shown that when the true image velocity vectors are integer pixels, some correlation-based algorithm can recover some of the vectors acmabely, but when the true velocity vectors are subpixels, eror is jucreased.

In armetation-ferdback apmoach, "mbiner" winlow is used, i.e., SSD starch is based on the variable size instead of tixed grid. Thememe, it is now necessary that
 Whe optival flem fiek wo that we fold bocomes mome and more acmate.

### 3.3.2 Refmement

Mosi of provious refinement meihods are hased on some sert of opimal objertive Gitera. Any criterion may have limitation and weakness. Most of these effinements make nisp of the neighborlond opion! Row velocity vectors to improve the veloriby
 using them is not helpfol and not reliable. Also, wise of the neightorhood image



Figure 3.10 Absolute error.
stances that only image sequence is known, it is best and most reliable to make use of matching relationship between the images to refine optical flow. Our optimal objective criterion is just based on the idea. The criterion is to make the difference between the second given image $I_{2}(i, j)$ and the image $f\left(i_{2}-u, j_{2}-v\right)$ estimated from the first given image $I_{1}(i, j)$ minimal. Our experiments verified that the optimal objective criterion make not only the effect of noise reduced but also the boundary information conserved.

### 3.3.3 Convergence

In Section 3.2, it is proved that the correlation-feedback algorithm is convergent, if the nommalized response distribution

$$
\begin{equation*}
y\left(u_{i}^{(n)}, v_{j}^{(n)}\right)=\frac{R_{c}\left(u_{i}^{(n)}, v_{j}^{(n)}\right)}{\sum_{i=0}^{4} \sum_{j=0}^{4} R_{c}\left(u_{i}^{(n)}, v_{j}^{(n)}\right)} \tag{3.25}
\end{equation*}
$$

is symmetrical and has only one peak which is assumed by true optical flow velocity.
When image intensity is a linear function of coordinates, it can be shown that this condition must be satisfied. Without loss of generality, a one dimension case is
considered. From Equation (3.21), we have

$$
\begin{align*}
g\left(u_{i}^{(n)}\right) & =\frac{R_{c}\left(u_{i}^{(n)}\right)}{\sum_{u_{i}^{(n)}} R_{c}\left(u_{i}^{(u)}\right)}, \\
& =\frac{e^{-3 b^{2}\left(\Delta x-u_{i}^{(n)}\right)^{2} k}}{\sum_{u_{i}^{(n)}} e^{-3 b^{2}\left(\Delta x-u_{i}^{(n)}\right)^{2 k}}} \tag{3.26}
\end{align*}
$$

It is not difficult to see from the above equation that only one peak of the response distribution exists and the peak value is achieved when $u^{(n)}$ is equal to $\Delta x$.

In fact, in the vicinity of a pixel, the intensity can usually be considered as such a linear intensity, especially, bilinear interpolation is used. Therefore, we can claim that mostly the true optical flow vectors having subpixel or integer pixel components can be recovered by using the correlation-feedback approach,

### 3.4 Implementation and experiments

### 3.4.1 Implementation

Three images: the first, second and third frames in an image sequence, denoted by $I_{1}, I_{2}$, and $I_{3}$, respectively, are used to compute optical flow. Each is of $256 \times 256$. Assume the time interval between $I_{1}$ and $I_{2}$ is the same as that between $I_{2}$ and $I_{3}$. Also assume approximate uniform motion during these two intervals. From images $I_{1}$ and $I_{2},\left(u^{(o)}(i, j), v^{(o)}(i, j)\right)$ can be computed using the Horn and Schunck's algorithm [9]. From $u^{(n)}(i, j), v^{(n)}(i, j)$, the optical flow estimated during the $n$th iteration, and $I_{1}$ and $I_{2}$, the response distribution $R_{c}^{+}\left(u^{(n)}, v^{(n)}\right)$ can be calculated using Equations (3.5) and (3.7). Similarly, from images $I_{3}$ and $I_{2},-u^{(n)}(i, j),-v^{(n)}(i, j)$, $R_{c}^{-}\left(-u^{(n)},-v^{(n)}\right)$ can be calculated. The response distribution $R_{c}\left(u^{(n)}, v^{(n)}\right)$ can 1.hen be determined as follows.

$$
\begin{equation*}
R_{c}\left(u^{(n)}, v^{(u)}\right)=R_{c}^{+}\left(u^{(n)}, v^{(n)}\right)+R_{c}^{-}\left(-u^{(u)},-v^{(n)}\right) \tag{3.27}
\end{equation*}
$$

$u_{c}^{(n)}(i, j)$ and $v_{c}^{(n)}(i, j)$ can be obtained by using Equation (3.8). We adopt $3 \times 3$ corretation windows. The Ganssian mask shown in Figure 3.2 is used. The choice of


Figure 3.11 Texture square (a).
parameter $k$ in Equation (3.7)is adaptive [44]. In each search window, $k$ is chosen so as to make $R_{c}^{+}$and $R_{c}^{-}$be a umber close to unity. In the observer stage, the bilinear interpolation is used. Our experiments show that the bilinear interpolation is faster and better than $B$-spline. The $u$ and $v$ used in the implementation are a little different from that in Equation (3.6), and are shown below.

$$
\begin{aligned}
& u \in\left\{\frac{u^{(n)}}{2}, \frac{3 u^{(n)}}{4}, u^{(n)}, \frac{5 u^{(n)}}{4}, \frac{3 u^{(n)}}{2}\right\} \\
& v \in\left\{\frac{v^{(n)}}{2}, \frac{3 v^{(n)}}{4}, v^{(n)}, \frac{5 v^{(n)}}{4}, \frac{3 v^{(n)}}{2}\right\}
\end{aligned}
$$

Our experiment proves that this kind of rubber window has better convergence and higher accuracy than the rubber window described in Equation (3.6).

### 3.4.2 Experiment I

Figures $3.11,3.12$ and 3.13 show the three successive image frames: $I_{1}$, $I_{2}$ and I3. They were taken by a COD video camera and a DATACUBE system that is a real time image processing system and is supported by a Sun workstation. The experiment setting is shown in Figure 3.14. The foral kngth of the camera is 12.5 mm. The distance between the texture square post and the camera is 1300 mm . The


Figure 3.12 Texture square (b).


Figure 3.13 Texture square (c).

move
Figure 3.14 Imaging geometry in Experiment I.
texture square moves normal to the line of sight, with a velocity of $4 \mathrm{~mm} /$ frame. According to the perspective projection relationship shown in Figure 3.14 , the true optical-How $\left(u^{u}, v^{a}\right)$ is as follows.

$$
\begin{align*}
& u^{n}=-\frac{12.5 \times 4}{1300 \times u n i t}  \tag{3.28}\\
& v^{a}=0 . \tag{3.29}
\end{align*}
$$

where the unit is a constant that represents the distance between two consecutive pixels along $x$ direction in a digital image. From camera calibration, we know unit $=$ $0.014 \mathrm{~mm} /$ pixel. It will be discussed in Section 4.6 in detail. Thus

$$
\begin{equation*}
u^{a}=-2.747 \text { (pixels). } \tag{3.30}
\end{equation*}
$$

The true optical flow field is shown in Figure 3.15. Since in our setting the object is in motion while the camera is static, and the light of our laboratory is not uniform, the different envirommental light produces non-negligible noise. Before computing the optical flow field, these three $256 \times 256$ images are compressed into three $64 \times 64$ images by sub-sampling. The sub-sampling algorithm is extremely simple. That is, a. $256 \times 256$ image is uniformly segmented into $64 \times 64$ blocks. Each block having $4 \times 4$ pixels corresponds to a pixel in the $64 \times 64$ image. The average intensity of these $4 \times 4$ pixels is used as the intensity of the corresponding pixel in the $64 \times 64$ image, thus, generating three $64 \times 64$ images. Because of the sub-sampling, the true optical flow values become: $u^{a}=-0.6868 ; v^{a}=0$.

In order to compare the performance of correlation-feedback approach with that, of the gradient-based approach and correlation-based approach. We choose the Hom and Schunck's [9] angorithm to represent the gradient-based approach and Singh's framework [44] the correlation-based approach. Table 3.1 shows the results of comparison. In Table 3.1, $n=2$ means that the correlation window is $5 \times 5 ; w=2$ means that the Gaussian mask size is $5 \times 5 ; N=4$ means that the search window is 9) $\times 9$. The program that implements Singh's algorithm is provided by Barron [40].

In the correlation-feedback algorithm, Horn and Schunck's algorithm with $\alpha=5$ is used in initialization. Finally, central $40 \times 40$ optical vector array is used to compute uerror as follows.

$$
\begin{equation*}
u_{\text {rrror }}=\frac{\sqrt{\sum_{i=0}^{39} \sum_{j=0}^{39}\left(\left(u^{a}(i, j)-u^{r}(i, j)\right)^{2}+\left(v^{a}(i, j)-v^{r}(i, j)\right)^{2}\right)}}{\sqrt{\sum_{i=0}^{39} \sum_{j=0}^{39}\left(u^{a}(i, j)^{2}+v^{a}(i, j)^{2}\right)}} \tag{3.31}
\end{equation*}
$$

where $\left(u^{a}, v^{a}\right)$ is a true optical flow vector and $\left(u^{r}, v^{r}\right)$ is a calculated optical flow vector. These apply to all of the experiments reported in this chapter. The optical flow fields that are calculated by using the gradient-based algorithm, the correlationbased algorithm and the correlation-feedback algorithm are shown in Figures 3.16, 3.17 and 3.18 respectively.

From Figures 3.11, 3.12 and 3.13, we know that many true optical flow vectors are zeros because of the static background. It is why when Equation (3.31) is used to calculate relative error, the denominator is too small due to the fact: many true optical How vectors are zeros. Consequently, the relative error calculated in Experiment I is greater than $10 \%$. It is not easy to choose an appropriate formula to compute relative error especially when many true optical flow vectors are zeros. Relatively speaking, our correlation-feedback algorithm performs best in determining optical flow for a texture post in translation.

In this experiment the correlation-feedback algorithm does converge. Its convergence process is demonstrated in Figure 3.19.

### 3.4.3 Experiment II

Figures $3.20,3.21$ and 3.22 are obtained by rotating a CCD camera with respect to the center of a ball. The imaging geometry is shown at Figure 3.23 . The rotating velocity is $2.5^{\circ} /$ frame. The focal length of the camera is 12.5 mm . The distance heween the center of the ball and the camera is 1120 mm . In Figures 3.20, 3.21 and 3.22, the background seems static because it moves together with the camera. Before computing optical flow field, thee $256 \times 256$ images are compressed intu three

Table 3.1 The comparison in Experiment I

| Techniques | Gradient-based <br> approach | Correlation-based <br> approach | Correlation-feedback <br> approach |
| :---: | :---: | :---: | :---: |
| Conditions | Iteration $=128$ <br> $\alpha=5$ | Iteration $=25$ <br> $n=2, w=2$ <br> $N=4$ | Iteration $=10$ <br> Horn-iteration $=10$ <br> $n=1, w=1$ |
| $u_{\text {error }}$ | $56.37 \%$ | $80.97 \%$ | $44.56 \%$ |



Figure $3.15 u^{a}(x, y)$ of correct optical flow field.


Figure $3.16 u^{r}(x, y)$ computed using the gradient-based approach.


Figure $3.17 u^{r}(x, y)$ computed using the correlation-based approach.


Figure $3.18 u^{r}(x, y)$ computed using the correlation-feedback approach.


Figure 3.19 The convergence process of the corelation-feedback approach.

Table 3.2 The comparison in Experiment II

| Techniques | Gradient-based approach | Correlation-based approach | Correlation-feedback approach |
| :---: | :---: | :---: | :---: |
| Conditions | $\begin{gathered} \hline \text { Iteration }=128 \\ \alpha=5 \end{gathered}$ | $\begin{gathered} \hline \hline \text { Iteration }=25 \\ n=2, w=2 \\ N=4 \\ \hline \end{gathered}$ | $\begin{gathered} \text { Iteration }=10 \\ \text { Horm }- \text { iteration }=10 \\ n=1, w=1 \\ \hline \end{gathered}$ |
| $u_{\text {error }}$ | 65.67\% | 55.29\% | 49.80\% |

$64 \times 64$ images by using the same sub-sampling technique as that used in Experiment I. Finally, central $40 \times 40$ optical vector arrays are used to compute $u_{\text {error }}$. Table 3.2 reports the results for this experiment. There $u_{\text {error }},\left(u^{a}, v^{a}\right),\left(u^{r}, v^{r}\right), n, w$, and $N$ are of the same meaning as defined in Experiment I. It is obvious that our correlationfeedback algorithm performs best in determining optical flow for this rotating ball case.

### 3.4.4 Experiment III

As mentioned before, a very comprehensive study of various optical flow techniques and comparison of their performance mainly in terms of accuracy have been conducted recently in [40]. In order to compare our correlation-feedback algorithm with other techniques in a more objective, quantitative manner, we cite some results reported in [40] which were obtained by applying some typical optical flow techniques to some inage sequences chosen with deliberation. On the other hand, we apply our fredback technique to the identical image sequences and then report the results wibh the same criterion as used in [40].

Three kinds of image sequence used in [40], kindy provided by the authors of [40], are utilized here. They are named Translation Tree 2-D, Diverging Tree 2-D, and Yosemite. The first two smulate translational camera motion with respect to a textured planar surface (see Figure 3.24). In the Translating Tree 2-D sequence, the


Figure 3.20 Ball (a).


Figure 3.21 Ball (b).


Figure 3.22 Ball (c).
camera moves normal to its line of sight along its $X$-axis, with velocities between 1.73 and 2.26 pixels/frame parallel to the $x$-axis in the image plane. In the Diverging Tree 2-D sequence, the camera moves along its line of sight. The focus of expansion is at the center of the image. The speeds vary from 1.29 pixels/frame on left side to 1.86 pixels/frame on the right. The Yosemite sequence is a more complex test case (see Figure 3.25). The motion in the upper right is manly divergent, the clouds translate Lo the right with a speed of 1 pixel/frame, while velocities in the lower left are about 4 pixels/frame. Barron, Fleet Beauchemin pointed out in [40] that "this sequence is challenging because of the range of velocities and the occluding edges between the mountains and at the horizon. There is severe aliasing in the lower portion of the images however, cansing most methods to produce poorer velocity measurements."

The same way to express the error occurred in the optical flow detemination as that used in [40], i.e., the angular measure of the error is utilized here. As Barron, Fleet and Beauchemin pointed out in [40] that optical flow vectors may be written


Figure 3.23 Imaging geometry in Experiment II.
as displacements per time unit as in $\vec{U}=(u, v)$ pixels/frame, or as a space-time direction vector ( $u, v, 1$ ) in units of (pixel, pixel, frame). When image velocity is viewed (and measured) as orientation in space-time, it is natural to measure errors as angular deviations from the correct space-time orientation. Therefore, let image velocity $\vec{U}=(u, v)^{T}$ be represented as 3-D direction vectors, $\vec{V} \equiv \frac{1}{\sqrt{u^{2}+v^{2}+1}}(u, v, 1)^{T}$. The angular error between the correct image velocity $\vec{V}_{c}$ and an estimate $\vec{V}_{e}$ is

$$
\begin{equation*}
\psi_{E}=\arccos \left(\vec{V}_{c} \cdot \vec{V}_{e}\right) \tag{3.32}
\end{equation*}
$$

It is obvious that the smaller the angular error $\psi_{E}$ is the more accurate the estimation of optical flow field will be. Despite of the fact that the confidence measurement can be used in our correlation-feedback algorithm, in this chapter, we don't consider the usage of the confidence measurement. Therefore only the results that have $100 \%$ density in Table 4.6, Table 4.7 and Table 4.10 in [40] are used in Tables 3.3-3.5 in this chapter.

In the experiments, our correlation-feedback algorithm is applied to the abovementioned three kinds of image sequences. The results are then compared with that obtained by using other techniques, reported in [40] in terms of angular error. Therefore, we consider this comparison is objective and reliable.

Prior to computation of optical flow field, Yosemite images are compressed from $316 \times 252$ to $79 \times 63$, Translating Tree $2-\mathrm{D}$ and Diverging Tree $2-\mathrm{D}$ images are compressed from $150 \times 150$ to $75 \times 75$ by using the same sub-sampling technique as that used in Experiment l. In fact, this type of compression is of of function of low-pass filtering.

As mentioned in [40] the optical flow field for Yosemite image sequence is very complex and Table 3.5 indicates evidently that our correlation-leedback algorithm perfoms best. These lead to that our feedback technique is very suitable for complex optical flow field determination. This is because the powerful feedback techmique is applied repeatedy and its refinement is based on the optimal local matching


Figure 3.24 TREE.
between the interpolated image, generated with estimated optical flow, and the given digital images instead of other types of optimization. Tables 3.3 and 3.4 indicate the feedback technique also performs very well in the case of translating and diverging texture post cases.

### 3.5 Summary

It is well-known that feedback is a powerful technique widely used in the field of antomatic control field. It can make systems robust against noise and improve performance drastically. In this chapter, we propose for the first time in the literature on optical flow techniques a feedback approach to detemining optical flow. The numerous experiments in our laboratory demonstrate that it performs very well in general. Usually better than the gradient-based and correlation-based approaches. In the very complicated optical flow cases, specifically in the case of the Yosemite


Figure 3.25 YOSEMITE.

Table 3.3 Summary of the TRANSLATING TREE 2D velocity results.

| Techniques | Average <br> Error | Standard <br> Deviation | Density |
| :--- | :---: | :---: | :---: |
| Horn and Schunck (original) | $38.72^{\circ}$ | $27.67^{\circ}$ | $100 \%$ |
| Horn and Schunck (modified) | $2.02^{\circ}$ | $2.27^{\circ}$ | $100 \%$ |
| Uras et al. (unthresholded) | $0.62^{\circ}$ | $0.52^{\circ}$ | $100 \%$ |
| Anandan | $4.54^{\circ}$ | $3.10^{\circ}$ | $100 \%$ |
| Singh (step 1, $\mathrm{n}=2, \mathrm{w}=2$ ) | $1.64^{\circ}$ | $2.44^{\circ}$ | $100 \%$ |
| Singh (step 2, $\mathrm{n}=2, \mathrm{w}=2)$ | $1.25^{\circ}$ | $3.29^{\circ}$ | $100 \%$ |
| Correlation feedback $(\mathrm{n}=1, \mathrm{w}=1)$ | $1.07^{\circ}$ | $0.48^{\circ}$ | $100 \%$ |

Table 3.4 Summary of the DIVERGING TREE 2D velocity results.

| Techniques | Average <br> Error | Standard <br> Deviation | Density |
| :--- | :---: | :---: | :---: |
| Horn and Schunck (original) | $12.02^{\circ}$ | $11.72^{\circ}$ | $100 \%$ |
| Horn and Schunck (modified) | $2.55^{\circ}$ | $3.67^{\circ}$ | $100 \%$ |
| Uras et al. (unthresholded) | $0.62^{\circ}$ | $0.52^{\circ}$ | $100 \%$ |
| Nagel | $2.94^{\circ}$ | $3.23^{\circ}$ | $100 \%$ |
| Anandan (frames 19 and 21) | $7.64^{\circ}$ | $4.96^{\circ}$ | $100 \%$ |
| Singh (step 1, $\mathrm{n}=2, \mathrm{w}=2$ ) | $17.66^{\circ}$ | $14.25^{\circ}$ | $100 \%$ |
| Singh (step 2, $\mathrm{n}=2, \mathrm{w}=2)$ | $8.60^{\circ}$ | $5.60^{\circ}$ | $100 \%$ |
| Correlation feedback ( $\mathrm{n}=1, \mathrm{w}=1)$ | $5.12^{\circ}$ | $2.16^{\circ}$ | $100 \%$ |

Table 3.5 Summary of the YOSEMITE 2D velocity results.

| Techniques | Average <br> Error | Standard <br> Deviation | Density |
| :--- | :---: | :---: | :---: |
| Horn and Schunck (original) | $32.43^{\circ}$ | $30.28^{\circ}$ | $100 \%$ |
| Horn and Schunck (modified) | $11.26^{\circ}$ | $16.41^{\circ}$ | $100 \%$ |
| Uras et al. (unthresholded) | $10.44^{\circ}$ | $15.00^{\circ}$ | $100 \%$ |
| Nagel | $11.71^{\circ}$ | $10.59^{\circ}$ | $100 \%$ |
| Anandan (frames 19 and 21) | $15.84^{\circ}$ | $13.46^{\circ}$ | $100 \%$ |
| Singh (step $1, \mathrm{n}=2, \mathrm{w}=2$ ) | $18.24^{\circ}$ | $17.02^{\circ}$ | $100 \%$ |
| Singh (step 2, $\mathrm{n}=2, \mathrm{w}=2)$ | $13.16^{\circ}$ | $12.07^{\circ}$ | $100 \%$ |
| Correlation feedback $(\mathrm{n}=1, \mathrm{w}=1)$ | $7.93^{\circ}$ | $6.72^{\circ}$ | $100 \%$ |

image sequence, considered as a most challenging one in a recent comprehensive study of optical flow techiques [40], it performs better than all other techniques.

A concrete implementation of our feedback approach is the correlation-feedback algorithm. It is an iterative procedure. In each iteration, the estimated optical flow vectors $\left(u^{(n)}, v^{(n)}\right)$ and their vicinity values ( 25 combinations in our algorithm) are fed back to the observer stage. There they together with the first given digital image are used to estimate, via a bilinear interpolation, certain portion ( 25 windows in our implementation) of a virtual continuous image which is supposed to be coincident with the second given digital image after a translation by the true optical flow. (It is worth noting that there is no need to estimate the whole continuous image field in the procedure. Only those values needed are estimated by using the bilinear interpolation). In the correlation stage of the correlation-feedback approach, the difference between the estimated portion of the continuous image and the corresponding portion in the second given digital image is calculated in terms of sum-square-difference (SSD)). A weighted-least-square technique is then used to calculate ( $u_{c}^{(n)}, v_{c}^{(n)}$ ), the output of the correlation stage at the new iteration. In the propagation stage, the optical flow vectors of pixels at a neighborhood make contribution to the optical flow vector of the central pixel via the use of a Gaussian mask.

Our correlation stage is quite different from that used in the correlation-based approaches in the following four aspects. Firstly, the search window in our approach is a "rubber" window in the sense that it has variable size depending on $\left(u^{(n)}, v^{(n)}\right)$. In the correlation-based approaches, the search window has fixed size. Secondly, the weighted-least-squares technique is used to calculate the output of the correlation stage from 25 different weighted combination of $\left(u^{(n)}, v^{(n)}\right)$ instead of from all possible pixel positions in the fix-sized search window in the second digital image as in the comelation-based approaches. Thirdy, a bilinear interpolation technique used in the observation stage provides the correlation stage with a virtual continuons image field
for a more accurate $S \mathrm{SD}$ computation. Fourthly, the refinement objective function is based on the minimal difference between the estimated continuous image and the second given digital image. Therefore, this correlation-feedback algorithm can reduce error considerably.

Since the observation, correlation and propagation stages are used in each iteration, in other words, since the special objective function (the best matching between interpolated contimons image by using estimated optical flow and the given second digital image) is adopted, not only effect of noise is reduced but also the boundary information is conserved. From Figures $3.16-3.18$, it is evident that our feedback approach not only make optical flow field smoother than the gradient-based and correlation-based approaches do but also preserve flow discontinuity better than the other two techniques do.

When the response distribution has single maximum which is assumed by the true optical flow, the convergence of our algorithm to the true optical flow has been proven. This condition is satisfied in the most practical cases. Specifically, consider the ideal case where image intensity is a linear function of the image coordinates and without noise. It is shown in Section 3.3.1 that, except the optical flow has only integer multiple of pixels as its components, the correlation-based approach will easily have error much greater than $10 \%$. On contrary, this chapter shows that the feedback technique proposed can converge to the true optical flow in this case.

As discussed, the correlation-feedback algorithm is quite robust against the choice of the initialization. Even arbitrary non-zero constant initialization works.

## CHAPTER 4

## COMPUTING 3-D MOTION

Once optical flow fields are known, one can compute 3-D motion and structure. As noted in Chapter 2, previous works mostly are based on motion of camera. However, the motion of camera can be represented by six constants. Assuming that the six constants are known, depth map can be computed from optical flow field. When objects are allowed to move, depth map and 3-D motion are all variables with respect to space coordinates, those approaches can not be used.

In this chapter, the Unified Optical Flow Field (UOFF) is discussed [41] - [43]. Based on the approach, the objects position $(X(x, y), Y(x, y), Z(x, y))$ and velocity $(\dot{X}(x, y), \dot{Y}(x, y), \dot{Z}(x, y))$ can be computed, where $x$ and $y$ are coordinates of image plane. The approach does not require any condition such as objects should be rigid, motion or depth map should be known.

### 4.1 Discussion of Unified Optical Flow Field (UOFF)

According to UOFF, an image brightness function should be described as below :

$$
g(x, y, t, \vec{s})
$$

where $x$ and $y$ are coordinates on image plane, $t$ is time, $\vec{s}$ indicates the sensor's i.e. camera position in 3-D world space, i.e., the coordinates of the sensor center and the orientation of the optical axis of the sensor, that is, $\vec{s}$ is a. $5-\mathrm{D}$ vector.

$$
\begin{equation*}
\vec{s}=(\tilde{x}, \tilde{y}, \tilde{z}, \beta, \gamma) \tag{4.1}
\end{equation*}
$$

where $\tilde{x}, \tilde{y}$ and $\tilde{z}$ represent the coordinate of the optical center of the sensor in $3-D$ ) world space; $\beta$ and $\gamma$ represent the orientation of the optical axis of the sensor in 3-D) world space.

Assume now a world point $P$ in 3-D space that is projected onto the image plane as a pixel with the coordinates $x_{P}$ and $y_{P}$. Then, $x_{P}$ and $y_{P}$ are also dependent on $t$ and $\vec{s}$. That is, the coordinates of the pixel can be denoted by $x_{P}=x_{P}(t, \vec{s})$ and $y_{p}=y_{p}(t, s)$. Therefore, generally speaking, we have

$$
\begin{equation*}
g=g\left(x_{P}(t, \vec{s}), y_{P}(t, \vec{s}), t, \vec{s}\right) \tag{4.2}
\end{equation*}
$$

Due to the assumption of the time-and-space-invariance of brightness, one can get

$$
\begin{equation*}
g(x(t, \vec{s}), y(t, \vec{s}), t, \vec{s})=g(x(t+\Delta t, \vec{s}+\Delta \vec{s}), y(t+\Delta t, \vec{s}+\Delta \vec{s}), t+\Delta t, \vec{s}+\Delta \vec{s}) \tag{4.3}
\end{equation*}
$$

The expansion of the right-hand side of the above equation in the Taylor series and the use of Equation (4.3) lead to

$$
\begin{equation*}
\left(\frac{\partial g}{\partial x} u+\frac{\partial g}{\partial y} v+\frac{\partial g}{\partial t}\right) \Delta t+\left(\frac{\partial g}{\partial x} \overrightarrow{u^{s}}+\frac{\partial g}{\partial y} \overrightarrow{v^{s}}+\frac{\partial g}{\partial \vec{s}}\right) \Delta \vec{s}+\epsilon=0 \tag{4.4}
\end{equation*}
$$

where $u \triangleq \frac{\partial x}{\partial t}, v \triangleq \frac{\partial y}{\partial \iota}, \overrightarrow{u^{s}} \triangleq \frac{\partial x}{\partial s}, \vec{v} \triangleq \frac{\partial y}{\partial s}$.
We now discuss some special cases about the brightness time-and-space invariant equation, i.e., Equation (4.4):

Case 1: If $\Delta \vec{s}=0$, i.e., sensor is static in a fixed spatial position, in other words both the coordinate of the optical center of sensor and its optical axis direction remain unchanged, dividing both sides of the equation by $\Delta t$ and evaluating the limit as $\Delta t \rightarrow 0$ degenerate Equation (4.4) into:

$$
\begin{equation*}
\frac{\partial g}{\partial x} u+\frac{\partial g}{\partial y} v+\frac{\partial g}{\partial t}=0 \tag{4.5}
\end{equation*}
$$

It is the result derived by Horn and Schunck [9].
Case 2: If $\Delta t=0$, its both sides are divided by $\Delta \vec{s}$ and $\Delta \vec{s} \rightarrow 0$ is examined, Equation (4.4) then reduces to:

$$
\begin{equation*}
\frac{\partial g}{\partial x} \vec{u}^{s}+\frac{\partial g}{\partial y} \vec{v}^{s}+\frac{\partial g}{\partial \vec{s}}=0 \tag{4.6}
\end{equation*}
$$

When $\Delta t=0$, i.e., at a specific time moment, the images generated with sensors at different spatial positions can be viewed as a spatial sequence of images. Equation(4.6) is then the equation for the spatial sequence of images. A simplified version of this equation is discussed in the next section.

Case 3: If $\frac{\Delta \vec{s}}{\Delta t}$ is a constant, Equation (4.4) is the equation for a sequence of images taken by a sensor experiencing a uniform motion.

Case 4: If $\frac{\Delta \vec{s}}{\Delta t}=f(\vec{s}, t)$ and the function $f(\vec{s}, t)$ is given, Equation (4.4) can then be utilized to treat the case when the sensor is experiencing a known movement.

### 4.2 Further Discussion of UOFF

In stereo imagery, two sensors are usually fixed in two positions in 3-D world space. Hence, we can simplify discussion by considering two points in $t-\vec{s}$ space, i.e., $\left(t_{1}, \vec{s}_{1}\right)$ and $\left(t_{2}, \vec{s}_{2}\right)$ and choosing a straight line in $t-\vec{s}$ space which passes through points $\left(t_{1}, \vec{s}_{1}\right)$ and $\left(t_{2}, \vec{s}_{2}\right)$. Along this line, we use $\rho$ as a parameter to indicate the distance between another point in the line and the point $\left(t_{1}, \vec{s}_{1}\right)$. Different $\rho$ is therefore corresponding to different point along the line in $t-\vec{s}$ space. Along this line we then have

$$
\begin{equation*}
g=g(x(\rho), y(\rho), \rho) \tag{4.7}
\end{equation*}
$$

Thus, Equation (4.3), i.e., the expression for the brightness time-and-space-invariance equation, becomes

$$
\begin{equation*}
g(x(\rho), y(\rho), \rho)=g(x(\rho+\Delta \rho), y(\rho+\Delta \rho), \rho+\Delta \rho) \tag{4.8}
\end{equation*}
$$

It is noted that the variation of $\rho$ implies the variation of botl time and space along the line. Similar derivation to that presented in Section 4.1 can lead to

$$
\begin{equation*}
g_{x} \mu+g_{y} \nu+g_{\rho}=0 \tag{4.9}
\end{equation*}
$$

where

$$
\begin{align*}
& \mu \triangleq \frac{\partial x}{\partial \rho}  \tag{4.10}\\
& \mu \triangleq \frac{\partial y}{\partial \rho}  \tag{4.11}\\
& g_{x} \triangleq \frac{\partial g}{\partial x} \quad g_{y} \triangleq \frac{\partial g}{\partial y} \quad g_{\rho} \triangleq \frac{\partial g}{\partial \rho} \tag{4.12}
\end{align*}
$$

Here, $\mu$ and $\psi$ are, respectively, the variation rates of the pixel coordinates, $x$ and $y$, with respect to the distance parameter $\rho$ in $t-\vec{s}$ space. They can also be referred to as pixel velocities with the following fact kept in mind, that is, $\rho$ relates to both $t$ and $\vec{s}$. Equation (4.9) is a governing equation which the optical flow quantities, i.e., the pixel velocities $\mu$ and $/$ have to obey. After assuming the straight line, passing through points $\left(t_{1}, \vec{s}_{1}\right)$ and $\left(t_{2}, \vec{s}_{2}\right)$ in $t-\vec{s}$ space, and introducing parameter $\rho$, representing point along the line from point $\left(t_{1}, \vec{s}_{1}\right)$, hence simplifying the derivation, we are now going to discuss how to solve unified optical flow field quantities. Similarly to Section 4.1, the discussion will be conducted with respect to several cases.

Case 1: If $\Delta \vec{s}=0$, i.e., the sensor is static in a fixed spatial position. As analyzed in Case 1 in Section 4.1, the brightness "time"-invariance equation, i.e., Equation (4.5) can be rewritten below

$$
\begin{equation*}
\frac{\partial g}{\partial x} u+\frac{\partial g}{\partial y} v+\frac{\partial g}{\partial t}=0 \tag{4.13}
\end{equation*}
$$

In comparison of Equation (4.13) with Equation (4.9), it is noted that $\mu$ and $v$ become "and $v$, respectively, while $\frac{\partial g}{\partial p}$ changes to $\frac{\partial g}{\partial t}$. Obvionsly, with only one equation avaitable, it is impossible to solve the two unknowns. Hence, some constraint must he imposed. Among several choices [15], the most popular one is the smoothness constraint which is first utilized by Horn and Schunck. Thus the next two equations aro derived

$$
\begin{align*}
& g_{x}^{2} u+g_{x} g_{y} v=\alpha_{1}^{2} \nabla^{2} u-g_{x} g_{t}  \tag{4.14}\\
& g_{x} g_{y} u+g_{y}^{2} v=\alpha_{1}^{2} \nabla^{2} v-g_{y} g_{t} \tag{4.15}
\end{align*}
$$

where $\alpha_{1}$ is a constant, $g_{x}$ and $g_{y}$ are defined in Equations (4.12), $g_{t} \triangleq \frac{\partial g}{\partial g}$. It is known that $g_{x}, g_{y}$ and $g_{t}$ can be estimated from the image sequence [9]. The pixel velocities $u$ and $v$ can then be solved by using the iterative algorithm developed in [9].

Case 2: In order to discuss the case when $\Delta t=0$ more specifically, see Figure 4.1. In Figure 4.1, an imaging setting is shown. There the optical centers of the left and the right sensors are denoted by $O$ and $O^{R}$, respectively. The axis $O Z$ is the optical axis of the left sensor, while $O^{R} Z^{R}$ is that of the right sensor. These two optical axes are coplanar. The $O-X Y Z$ and $O^{R}-X^{R} Y^{k} Z^{R}$ are, respectively, the Cartesian coordinate systems with axes $O X$ and $O^{R} X^{R}$ being on the same plane as that of $O Z O^{R} Z^{R}$ and axes $O Y$ and $O^{R} Y^{R}$ perpendicular to the plane of $O Z O^{R} Z^{R}$. For simplicity it is further assumed that the left sensor is fixed, while the right sensor is only allowed to be translated along the straight line $O O^{R}$ and to be rotated around $O^{R} Y^{R}$ axis. The distance between $O O^{R}$ is denoted by $l$, while the angle between $O^{R} Z^{R}$ and $O Z$ is by $\theta$. Because $\Delta t=0, \rho$ is only a function of $\vec{s}$ at the specific moment 1. Clearly, $\rho=\sqrt{l^{2}+\chi^{2} \theta^{2}}$ where $\chi$ is a characteristic length that is determined according to the imaging setting parameters. We define $s \triangleq \sqrt{1^{2}+x^{2} \theta^{2}}$. Equation (4.9) becomes

$$
\begin{equation*}
g_{z} u^{s}+g_{y} v^{s}+g_{s}=0 \tag{4.16}
\end{equation*}
$$

where $g_{r}$ and $g_{y}$ are defined in Equations (4.12), and

$$
\begin{equation*}
g_{s} \triangleq \frac{\partial g}{\partial s} \tag{4.17}
\end{equation*}
$$

$u^{s}$ and $v^{s}$ are, respectively, the spatial variation rates of $\Delta x$ and $\Delta y$ with respect to $\Delta x$, i.e., $u^{s} \triangleq \frac{\partial x}{\partial s}, v^{s} \triangleq \frac{\partial y}{\partial s}$. The $\Delta x$ and $\Delta y$ are defined as

$$
\begin{equation*}
\Delta x \triangleq x^{R}-x^{L} \quad \Delta y \triangleq y^{R}-y^{L} \tag{4.18}
\end{equation*}
$$



Figure 4.1 Imaging geometry
where the coordinates $\left(x^{R}, y^{R}\right)$ and $\left(x^{L}, y^{L}\right)$ are representing the two pixels on the right and the left images, respectively, such that they are corresponding to the same world point in 3-D space.

Equation (4.16) is the equation for a spatial sequence of images which is discussed in detail in [19] [20]. As pointed out in [19] [20], when the optical axes of both the left and right sensors are coplanar as shown in Figure 4.1, and the scene is far from the sensors that $Z$ can be considered equal to $Z^{R}$, the next equation holds

$$
\begin{equation*}
v^{s}=0 \tag{4.19}
\end{equation*}
$$

We then have

$$
\begin{equation*}
u^{s}=-\frac{g_{s}}{g_{x}} \tag{4.20}
\end{equation*}
$$

Since $g_{s}$ and $g_{x}$ can be obtained from the given pair of stereo images, $u^{s}$ can therefore be solved from the above equation.

Case 3: Assume imaging geometry is the same as discussed in the above case. Consider a rectangular four-frame model that is shown in Figure 4.2. There images (a), (b), (c) and (d) are chosen from a stereo image sequence. Images (a) and (c) can be viewed as two images from a monocular image sequence taken with a left sensor, while images (b) and (d) can be thought as two images from a monocular image sequence generated with a right sensor. Images (a) and (b) are taken at $t_{1}$ moment, while images (c) and (d) are a.t $t_{1}+\Delta t$ moment.

Recognizing that imaging geometry from images (b) to (d) belongs to Case 1 , we can apply Equations(4.14-4.15) to images (b) and (d), resulting in the following two quantities: $u^{R}$ and $v^{R}$ where the superscript $R$ indicates that the quantities associated with are with respect to the right image sequence.

Similarly, applying Equations (4.14-4.15) to images (a) and (c), we obtain $u^{L}$ and $v^{L}$ which are, respectively, the counterparts of $u^{R}, v^{R}$ defined for the left image sequence.


Figure 4.2 Four frame model

Recognizing that imaging geometry from images (a) to (b) is Case 2 and applying Equations (4.19-4.20) to images (a) and (b), we get $u^{s}$ and $v^{s}$.

Based on these six field quantities of the unified optical flow field, i.e., $u^{R}, v^{R}$, $u^{L}, v^{L}, u^{s}$ and $v^{s}$, another set equations can be derived with which 3-D motion can be recovered. A detailed discussion in this regard is contained in the next section.

### 4.3 A New Approach to Motion Analysis Using UOFF

In order to reconstruct 3-D motion field we need to determine the following six quantities: $X, Y, Z, \dot{X}, \dot{Y}, \dot{Z}$. From the preceding section, we already have $u^{L}, v^{L}$, $u^{s}, v^{s}$ available for each pixel on image (a) in Figure 4.2, and $u^{R}, v^{R}$ available for each pixel on image (b) in Figure 4.2. Now we shall discuss the relation between these two sets of quantities.

To reconstruct 3-D motion field we can start from either image in the pair of stereo images. For instance, we can start from a pixel in the left image, say the pixel located on the north-west corner of the left image. So, besides the six known field quantities, $u^{L}, v^{L}, u^{R}, v^{R} u^{s}$ and $v^{s}$, we also have $x^{L}, y^{L}$ available. On the other hand, in order to use $u^{R}\left(x^{R}, y^{R}, t\right)$ and $v^{R}\left(x^{R}, y^{R}, t\right)$ in reconstruction of 3-D motion, we have to know $x^{R}$ and $y^{R}$ which correspond to $x^{L}$ and $y^{L}$, respectively, i.e., both image points $\left(x^{L}, y^{L}\right)$ and $\left(x^{R}, y^{R}\right)$ are related to the same world point in 3 -D space. In other words, eight quantities: $u^{L}, v^{L}, u^{R}, v^{R} u^{s}, v^{s}, x^{L}$ and $y^{L}$ are avalable while eight quantities: $X, Y, Z, \dot{X}, \dot{Y}, \dot{Z}, x^{R}$ a ad $y^{R}$ are required to be solved.

Now consider a pair of $\left(u^{L}, v^{L}\right)$ and a pair of $\left(u^{R}, v^{R}\right)$ on image planes such that they are associated with the same world point in 3-D space. That is, $u^{L}, v^{L}$ are the velocities of a pixel on the image (a); $u^{R}, v^{R}$ are the velocity of a pixel on image (b); such that these two pixels are related to the same world point in 3-D space. Hence,
there exists an inherent relation between them. This relation can be shown below.

$$
\begin{gather*}
\frac{1}{f} u^{R}\left(x^{R}, y^{R}, t\right)=\frac{1}{f} u^{L}\left(x^{L}, y^{L}, t\right) \cos \theta+\frac{l \dot{Z}}{Z^{2}} \cos \theta  \tag{4.21}\\
\frac{1}{f} v^{R}\left(x^{R}, y^{R}, t\right)=\frac{1}{f} v^{L}\left(x^{L}, y^{L}, t\right) \tag{4.22}
\end{gather*}
$$

See Appendix A.I for the derivation.
Equations (4.23-4.24) relating the spatial variation rates, $u^{s}$ and $v^{s}$, to the imaging setting parameters, $l, \theta$ and $f$, the characteristic length, $\chi$, and 3-D space coordinate, $X, Y$ and $Z$, are derived in Appendix A.2. There the approximation, i.e., equating derivative and average variation rate, has been made when Equation (A.3) is established. The similar approximation is made in [9].

$$
\begin{gather*}
\frac{u^{s}}{f}=-\left(\frac{l}{Z}+\frac{2(1-\cos \theta)}{\sin \theta}\right) / \sqrt{l^{2}+\chi^{2} \theta^{2}}  \tag{4.23}\\
\frac{v^{s}}{f}=0 \tag{4.24}
\end{gather*}
$$

As mentioned at the beginning of this section, the six quantities in the unifed optical flow field have been calculated at this point. Hence, $u^{s}$ is available. Through the use of Equation (4.23) the coordinate along the depth, $Z$, can be found for the world point corresponding to the north-west coner pixel in the left image. Via the use of the formulae of perspective projection, i.e., Equations (4.31) and (4.31) the values of the other two coordinates, $X$ and $Y$, of this world point in 3-D space can be recovered.

Again the approximation, replacing derivative by average variation rate, is made in deriving the following two equations.

$$
\begin{align*}
& u^{s}=\frac{x^{R}-x^{L}}{\sqrt{l^{2}+\chi^{2} \theta^{2}}}  \tag{4.2.5}\\
& v^{s}=\frac{y^{R}-y^{L}}{\sqrt{l^{2}+\chi^{2} \theta^{2}}} \tag{4.26}
\end{align*}
$$

These two equations become a bridge in determining the corresponding $x^{R}$ and $y^{R}$ from $x^{L}$ and $y^{L}$.

With $x^{F i}$ and $y^{R}$ determined, $u^{R}\left(x^{R}, y^{R}, t\right)$ is then available. Therefore, $Z$ can be solved from Equation (4.21). Furthermore, the following two equations derived in Appendix A. 3

$$
\begin{align*}
u^{L} & =\left(\frac{\dot{X}}{Z}-\frac{\dot{Z}}{Z} \frac{X}{Z}\right) \cdot  \tag{4.27}\\
v^{L} & =\left(\frac{\dot{Y}}{Z}-\frac{\dot{Z}}{Z} \frac{Y}{Z}\right) \cdot \tag{4.28}
\end{align*}
$$

can then be used to solve for $\dot{X}$ and $\dot{Y}$.
$U_{p}$ to this point, the eight equations, i.e., Equations (4.30-4.31, 4.21, 4.23, 4.25-4.28), relating the eight known and the eight unknown quantities defined at the begiming of this section have been established. It is also seen that all of the six quantities, $X, Y, 2, \dot{X}, \dot{Y}$, and $\dot{Z}$, describing the 3-D motion of the world point associated with the north-west coner in the left image have been calculated. The same computation procedure can be conducted with respect to every pixel in the lef image in a certain order. The order via which the computation is carried out could be row-by-row, column-by-column, or diagonal-by-diagonal.

Thus we see that as long as the smoothness constraint is satisfied the proposed technigue can recover the whole 3-D motion field directly, i.e, the motion of world points in 3-D) space that are projected onto image (a). It is obvious that in the above-described 3-L) motion reconstruction the role played by image (a) and that by image (b) are interchangeable, i.e, we also can begin the reconstruction from pixels in image (b). It is also seen that although we start the development of the set of apmations for motion analysis from the corresponding pairs, $\left(u^{L}, v^{L}\right)$ and ( $u^{k}, v^{k}$ ), there is no beed for feature correspondence in the reconstruction of 3-D motion field

In summary, the set of equations used for reconstracting the six 3-D motion parameters is listed below.

$$
\begin{equation*}
Z=-\frac{f l \sin \theta \cos \theta}{u^{5} \sqrt{l^{2}+x^{2} \theta^{2}} \sin \theta+2 f(1-\cos \theta)} \tag{4.20}
\end{equation*}
$$

$$
\begin{gather*}
X=\frac{x^{L} Z}{f}  \tag{4.30}\\
Y=\frac{y^{L} Z}{f}  \tag{4.31}\\
x^{R}=u^{s} \sqrt{l^{2}+x^{2} \theta^{2}}+x^{L}  \tag{4.32}\\
y^{R}=y^{L}  \tag{4.33}\\
\dot{Z}=\frac{\left(u^{R}-u^{L} \cos \theta\right) Z^{2}}{l f \cos \theta}  \tag{4.34}\\
\dot{X}=\frac{u^{L} Z}{f}+\frac{\dot{Z} X}{Z}  \tag{4.35}\\
\dot{Y}=\frac{v^{L} Z}{f}+\frac{\dot{Z} Y}{Z} \tag{4.36}
\end{gather*}
$$

It can be seen that in Equations (4.29-4.36) all quantities on the right-hand sides are available because they are either the imaging setting parameters, the unified optical flow field quantities, or the 3-D coordinates and their derivatives which have been solved by the preceding equations. Quantities $x^{R}$ and $y^{R}$ on the left-hand sides of Equations (4.32-4.33), respectively, are used to determine which value of $u^{R}\left(x^{R}, y^{R}, t\right)$ should be utilized in Equation (4.34) to calculate $\dot{Z}$. All quantities on the left-hand sides of Equations (4.29-4.31, 4.34-4.36), being the motion parameters: position and velocity in 3-D space, can therefore be solved straightforward. The derivation of UOFF is based on intensity constant equation, i.e., the gradient-based approach. But, when $u^{L}, v^{L}, u^{R}, v^{R}, u^{s}$, and $v^{s}$ are determined in other techniques, we still can use UOFF io recover the velocity and position of objects.

### 4.4 Nine-frame Model

In the last chapter, the correlation-feedback approach is developed. It is proved that the approach is more efficient for computing optical flow field. Using the approach, one needs three images to compute an optical flow field. The three images are taken by there cameras that are shown in Figure 4.3.


Figure 4.3 Camera Model

The angle between two camera is $\theta$. The selection of $\theta$ is very important. When intensity variation is large, $\theta$ should be relatively small. When intensity variation is small, $\theta$ should be larger. Otherwise, optical flow computation would be affected. The reason has been discussed in Section 2.1.1. Usually, we select $\theta=2.5^{\circ}$. As time increases, a stereo image sequence is obtained. Figure 4.4 shows that nine-frame model when time increments from $t_{0}$ to $t_{2}$.

From images $I_{20}, I_{21}$, and $I_{22}, u^{s}\left(x^{M}, y^{M}\right)$ and $v^{s}\left(x^{M}, y^{M}\right)$ can be computed, where $x^{M}$ and $y^{M}$ are coordinates of the image of middle camera. From images $I_{01}$, $I_{11}$, and $I_{21}, u^{L}\left(x^{M}, y^{M}\right)$ and $v^{L}\left(x^{M}, y^{M}\right)$ can be obtained. Similarly, $u^{R}\left(x^{R}, y^{R}\right)$ and $v^{R}\left(x^{R}, y^{R}\right)$ can be obtained from images $I_{02}, I_{12}$, and $I_{22}$. Actually, the nine-frame model only uses seven images. Furthermore, one can compute the 3-D motion and position from the six optical flow fields using Equations (4.29-4.36).

### 4.5 Experiment

The approach has been tested in many computer simulation experiments, including a rotating sphere and cone, with failly good results [49]. Furthermore, many real


Figure 4.4 Nine-frame model

Table 4.1 3-D motion and position error

| Error Type | Errors |
| :--- | :--- |
| RMS $Z_{\text {error }}$ | $3.92 \%$ |
| RMS $X_{\text {error }}$ | $4.09 \%$ |
| RMS Yerror | $3.98 \%$ |
| Average $Z_{\text {error }}$ | $14.6 \%$ |
| Average $X_{\text {error }}$ | $3.17 \%$ |
| Average $Y_{\text {error }}$ | $0.82 \%$ |

images were taken and experimented. In this section, we can not report every experiment, only one typical experiment is indicated

Camera model is similar to the model shown in the last section. But, only one camera is used. The camera rotates at $2.5^{\circ}$ along clockwise and counterclockwise directions so that the three cameras model is simulated. The setting of the experiment is depicted in Figure 4.5.

The camera is rotated with respect to a center. The distance between the center and the camera is 1025 mm . The focal length of the camera is 12.5 mm . The box? and hox3 in Figure 4.5 move together in horizontal direction. The motion velocity is 5mm/frame. Other dimensions are shown in Figure 4.5. Images are taken with at CCD SONY camera and DATACUBE system, and stored in a SUN SPARC station. The nine images are of $512 \times 512$ and are cut into $256 \times 256$. Via subsampling, the images are further compressed to $64 \times 64$. The compression is the same as that in last hapter. Three of the compressed images are shown in Figures 4.6, 4.7, and 4.8 that comespond $l_{20}, I_{21}$, and $J_{22}$ in Figure 4.4.

After the tenth iteration of optical flow computation using the correlationleedback algorithm, the six optical flow fields are used to compute 3-D position and motion. The errors of results are shown in Table 4.1.


Figure 4.5 Experiment Setting.


Figure 4.6 The left image


Figure 4.7 The middle image


Figure 4.8 The right image

In Table 4.1,

$$
\begin{equation*}
R M S Z_{\text {error }}=\frac{\sqrt{\sum_{i=1}^{44} \sum_{j=1}^{44}\left(\left(Z^{a}(i, j)-Z(i, j)\right)^{2}\right.}}{\sqrt{\sum_{i=1}^{44} \sum_{j=1}^{44}\left(Z^{a}(i, j)\right)^{2}}} \tag{4.37}
\end{equation*}
$$

where $Z^{a}(i, j)$ is true depth map.
RMS $X_{\text {error }}$ and RMS $Y_{\text {error }}$ can be obtained similarly.

$$
\begin{equation*}
\text { Average } \left.\dot{Z}_{\text {error }}=\frac{1}{44} \sum_{i=1}^{44} \sum_{j=1}^{44} \right\rvert\,\left(\dot{Z}(i, j)-\dot{Z}^{a}(i, j) \mid\right. \tag{4.38}
\end{equation*}
$$

where $\dot{Z}^{a}(i, j)$ is true velocity map in $Z$ direction.
Average $\dot{X}_{\text {error }}$ and Average $\dot{Y}_{\text {errar }}$ can be obtained similarly.

### 4.6 Conclusion

The results show that UOFF is feasible. Although the depth of objects is equal, the RMS error of depth map is $3.92 \%$. But, the average error of $\dot{Z}$ is $14.6 \%$. This is because that $\dot{Z}$ is approximately a function of the difference between $u^{R}$ and $u^{L}$ as
noted in equation (4.34). The difference of optical flow would cause larger errors. The average error of $\dot{Z}$ will be reduced by further effort that will be discussed in next two chapters.

The UOFF approach has a few special features.

1. The approach allows objects to move and to change shape, i.e., it does not have any limitation to objects. Therefore, it can be used in more comprehensive systems.
2. The approach can compute 3-D position at each pixel so that the surface of the objects or structure of the objects can be known. From velocity of 3-D objects, one can know more information such as collision-time.
3. Consider the special case when $\theta=0$, i.e., the case of two parallel cameras (see Figure 4.1). At this case, the spatial velocity $u \cdot u n i t$ is essentially the disparity, where unit is a constant and is a unit. The unit expresses how many millimeters it is when pixel number is one. The unit depends on CCD camera and sampling frequency. By using camera calibration, the image velocity (u) is obtained by detecting the corresponding points that in the left and right images have the same intensity and the depth $D$ to a point with the image velocity $u$ is measured. Thus

$$
\begin{equation*}
\text { unit }=\frac{f l}{D * u} \tag{4.39}
\end{equation*}
$$

where mit of optical flow velocity $u$ is pixel, $f$ is the focal length, and $l$ is the distance between two cameras (or the distance over which a camera moves).

Once the unit is obtained and the optical flow field $u^{s}(x, y)$ is computed, the depth $Z(x, y)$ to a point with image velocity $u^{s}(x, y)$ is then determined from the static stereo equation: $Z=-f l /\left(u^{s} \cdot\right.$ unit $)$. Obviously, this special case of our approach has appeared in many literatures [4] [17] and, hence, is not
new. As noted in Section 2.2.2, this depth map computation is based on only translational motion instead of both rotation and translation. We can prove that this depth map computation used in most of existing works has poor robustness as compared with Equation (4.29). From Figure 4.1, one knows that Equation (4.29) is based on both translational and rotational motion of a camera. In Equation (4.29), i.e.,

$$
\begin{equation*}
Z=-\frac{f l \sin \theta \cos \theta}{u^{s} \sqrt{l^{2}+\chi^{2} \theta^{2}} \sin \theta+2 f(1-\cos \theta)}, \tag{4.40}
\end{equation*}
$$

the $\sqrt{l^{2}+\chi^{2} \theta^{2}}=$ unit using our experiment setting. Its derivative is

$$
\begin{equation*}
\frac{d Z}{d u^{s}}=\frac{f l(u n i t)(\sin \theta)^{2} \cos \theta}{\left(u^{s}(u n i t) \sin \theta+2 f(1-\cos \theta)\right)^{2}} \tag{4.41}
\end{equation*}
$$

When

$$
\begin{align*}
Z & =-\frac{f l}{u^{s}(u n i t)}  \tag{4.42}\\
\frac{d Z}{d u^{s}} & =\frac{f l}{(u n i t)\left(u^{s}\right)^{2}} \tag{4.43}
\end{align*}
$$

The sensitivity of $\operatorname{deptl}_{1}$ is $\frac{d Z}{d u^{s}} \delta_{u}$, where $\delta_{u}$ is a perturbation of $u^{s}$. When Equation (4.41) is divided by Equation (4.43), one has

$$
\begin{align*}
\lambda & =\left(\frac{f l(\text { unit })(\sin \theta)^{2} \cos \theta}{\left(u^{s}(\text { unit }) \sin \theta+2 f(1-\cos \theta)\right)^{2}}\right) /\left(\frac{l l}{u n i t\left(u^{s}\right)^{2}}\right) \\
& =\cos \theta /\left(1+\frac{2 f(1-\cos \theta)}{(u n i t) u^{s} \sin \theta}\right)^{2} . \tag{4.44}
\end{align*}
$$

Usually, we use $\theta=2.5^{\circ}, f=12.5 \mathrm{~mm}$ and unit $=0.054 \mathrm{~mm} /$ pixel. Assuming $u^{s}=1$, it is obtained that $\lambda=0.0074$. It is evident that under the same pertubation of optical flow, the error using Equation (4.40) is as $0.74 \%$ small as that error using Equation (4.42).

From Section 2.2.1, depth can be computed by following equation:

$$
\begin{equation*}
Z=z_{0}\left[1+\frac{z_{0}\left(u^{2}+v^{2}\right)^{1 / 2}}{V_{H} J}\right]^{-1} . \tag{4.45}
\end{equation*}
$$

The equation has been discussed in Section 2.2.1. It considers two motions, translation and rotation. According to the imaging geometry shown in Figure 4.1 and the discussion in Section 2.2.1, one has $v=0, u=u^{s}(u n i t), V_{H}=l$, and $z_{0}=\frac{l \cos \theta}{\sin \theta}$. Therefore,

$$
\begin{align*}
Z & =\left(\frac{l \cos \theta}{\sin \theta}\right) /\left(1+\frac{u^{s}(u n i t) \cos \theta}{f \sin \theta}\right. \\
& =\frac{l f \cos \theta}{f \sin \theta+u^{s}(u n i t) \cos \theta}  \tag{4.46}\\
\frac{d Z}{d u^{s}} & =-\frac{l f(u n i t)(\cos \theta)^{2}}{\left(f \sin \theta+u^{s}(u n i t) \cos \theta\right)^{2}} \tag{4.47}
\end{align*}
$$

When Equation (4.41) is divided by equation (4.47), one has

$$
\begin{align*}
\lambda & =\left(\frac{f l(u n i t)(\sin \theta)^{2} \cos \theta}{\left(u^{s}(u n i t) \sin \theta+2 f(1-\cos \theta)\right)^{2}}\right) /\left(\frac{l f(u n i t)(\cos \theta)^{2}}{\left(f \sin \theta+u^{s}(\text { unit }) \cos \theta\right)^{2}}\right) \\
& =\frac{(\sin \theta)^{2}\left(f \sin \theta+u^{s}(u n i t) \cos \theta\right)^{2}}{(\cos \theta)^{2}\left(u^{s}(u n i t) \sin \theta+2 f(1-\cos \theta)\right)^{2}} \tag{4.48}
\end{align*}
$$

When $\theta=2.5^{\circ}, f=12.5 \mathrm{~mm}$, unit $=0.054$ and $u^{s}=1$,

$$
\begin{equation*}
\lambda=1.00 . \tag{4.49}
\end{equation*}
$$

Apparently, the more motion make depth map computation more robust. This is why the depth map computation of UOFF is more robust than most existing works.

UOFF has so wide uses that further improvement will become important. In next two chapters, we will discuss how to improve the estimation of 3-D position and motion

## CHAPTER 5

## DISCONTINUITY IMPROVEMENT

In the last chapter, UOFF is discussed. UOFF is totally different from existing approaches. It includes six 3-D fields that are $Z(x, y), X(x, y), Y(x, y), \dot{Z}(x, y)$, $\dot{X}(x, y)$, and $\dot{Y}(x, y)$. The six 3-D fields describe not only 3-D) motion but also 3-D structure information of the objects. The recovered objects can be rigid as well as nonrigid. Since this reconstruction method has wide applications, further improvement of its accuracy is very important. It is well known that the accuracy of motion estimation is significantly affected by the motion discontinuity. The 3-D motion discontinuity mainly depends on the moving boundaries of optical flow fields.

As discussed in Chapter 3 , the feedback technique popularly utilized in the field of automatic control can be applied to determine optical flow, resulting in the correlation-feedback algorithm. It performs better than the gradient-based and correlation-based algorithms in terms of accuracy and conserving moving boundaries. However, the propagation stage is also carried out there. Hence, one concludes that all of the three algorithms will blur moving boundaries in optical flow field.

To further improve optical flow accuracy, it is necessary to address this issue. In this chapter, we propose a Kalman filtering for improving accuracy in determining optical flow along moving boundaries.

Firstly, a quantitative analysis on the error decreasing rate in determining optical fow using the correlation-based technique, i.e, the deceasing rate of estimated optical flow deviation from its true value is given. It conchudes that this error decrasing rate is varied for different regions in an image plane: it is larger for the regions where intensity varies more drastically, it is smaller for those where intensity varies more smoothly. This indicates that the iterations needed in optical flow deter-
mination should not be uniform for different image regions. That is, for the moving boundaries, where intensity usually changes bigger, less iterations are needed than for other regions. This is reasonable. In fact, the confidence measure [40] [44] is usually high along moving boundaries since richer information exists there. Therefore, an optical flow algorithm needs to have less iterations along moving boundaries than in other areas so that the better estimations of optical flow along boundaries can be propagated into other areas instead of being blurred by those in other areas.

Secondly, we propose a Kalman filter to realize the task of applying different number of necessary iterations in determining optical flow to deblur boundary and enhance accuracy. Loosely speaking, the idea is whenever the deviation of flow at a pixel is less than certain criterion, i.e., good accuracy has been achieved, the Kalman filter will not further update optical flow at this pixel, thus conserving accuracy along moving boundaries. Assuming that estimated optical flow field is contaminated by a Gaussian white noise, we give appropriate considerations to the system and measurement noise covariance matrices, $Q^{u}$ and $R^{u}$, respectively. In this way, the Kalman filter is used to eliminate noise, raise accuracy and refine accuracy along discontinuities.

Finally, an experment is presented to demonstrate the efficiency of our Kalman filter. Two objects are considered. One is stationary, while another is in translation. Unified optical flow filed (UOFF) quantities are determined by using the proposed technique. The 3-D position and speeds are then estimated by using UOFF approach. Both results obtained with and without the Kalman filter are given. A more than $10 \%$ improvement is achieved. It is expected that the more moving boundaries in the scene, the more effectively the scheme works.

### 5.1 A Quantitative Error Analysis

In Chapter 3, the feedback technique in determining optical fow is developed. There applying feedback techmque to the correlation-based approach to optical fow computation has resulted in a correlation-feedback algorithm. It has been shown that the correlation-feedback algorithm performs better than the gradient-based and correlation-based algorithms in general. It can estimate sub-pixel image vectors to raise accuracy of estimated optical flow. It can conserve the discontinuities in optical flow quite well. But, since the neighborhood propagation is carried out in the algorithm, it is inevitable that the boundary information is somehow lost as the number of iterations increases. Therefore it is evident that all of three types of optical flow algorithms: the gradient-based, correlation-based, and correlationfeedback algorithms blur the motion boundaries although the correlation-feedback algorithm conserves the motion boundaries better than others. Wheu such motion discontinuities appear in most of optical flow field, the error will be serious.

In order to improve the accuracy of optical flow around motion discontinuities, we should, first of all, investigate why boundary information is blurred. In this section, we conduct a quantitative analysis of error in determining optical How along the moving bonndaries for, say, the correlation-feedback algorithm.

For the sake of simplicity, only is one dimensional case considered here.
Assume the first given digital image can be described by

$$
\begin{equation*}
I_{1}\left(x_{1}\right)=I\left(x-u^{u}\right) \tag{5.1}
\end{equation*}
$$

where $I$ is a vilual, continuous image field, $u^{a}$ is a true image velocity component along $x$ direction. The second given digital image can be characterized by

$$
\begin{equation*}
I_{2}\left(x_{2}\right)=I(x) \tag{5,2}
\end{equation*}
$$

According to Section 3.1.3, the error or the dissimilarity measure in the correlation can be calculated as follows.

$$
\begin{align*}
E(u) & =\int\left[I_{2}\left(x_{2}+\lambda\right)-I_{1}\left(x_{1}+\lambda+u\right)\right]^{2} w(\lambda) d \lambda \\
& =\int\left[I(x+\lambda)-I\left(x+\lambda-u^{a}+u\right)\right]^{2} w(\lambda) d \lambda \tag{5.3}
\end{align*}
$$

where $u$ is the estimated optical flow. The Taylor series expansion leads to

$$
\begin{equation*}
I\left(x-u^{a}+u\right)=I(x)+I_{x}(x)\left(u-u^{a}\right)+\theta(x) \tag{5.4}
\end{equation*}
$$

where $I_{x}$ represents the derivative of $I$ with respect to $x, \theta(x)$ the second and higher order terms. Ignoring $\theta(x)$ and assuming that $\left(u^{a}-u\right)$ is a spatial constant in the vicinity of $x$, the error $E(u)$ can then be written as

$$
\begin{aligned}
E(u) & =\int\left[I(x+\lambda)-I(x+\lambda)-\left(u-u^{a}\right) I_{x}(x+\lambda)\right]^{2} w(\lambda) d \lambda \\
& =\left(u^{a}-u\right)^{2} \bar{I}_{x}^{2}
\end{aligned}
$$

where.

$$
\begin{equation*}
\bar{I}_{x}^{2}=\int\left[I_{x}(x+\lambda)\right]^{2} w(\lambda) d \lambda \tag{5.5}
\end{equation*}
$$

Thus, according to Section 3.1.3, the image vector can be expressed as following,

$$
\begin{align*}
u^{(k+1)} & =\frac{\sum_{u} e^{-E(u)} u}{\sum_{u} e^{-E(u)}} \\
& =\frac{\sum_{u} e^{-I_{x}^{2}\left(u-u^{a}\right)^{2}} u}{\sum_{u} e^{-\Gamma_{x}^{2}\left(u-u^{a}\right)^{2}}}, \tag{5.6}
\end{align*}
$$

where $e^{-E(u)}$ is the so-called response distribution and

$$
\begin{equation*}
u \in\left\{u_{0}^{(k)}, u_{1}^{(k)}, u_{2}^{(k)}, u_{3}^{(k)}, u_{4}^{(k)}\right\} \tag{5.7}
\end{equation*}
$$

with $k$ being an iteration number, $u_{0}^{(k)}, u_{1}^{(k)}, u_{2}^{(k)}, u_{3}^{(k)}$, and $u_{4}^{(k)}$ being the five independent random variables obeying the same Gaussian distribution, i.e., $N\left(u^{a}, \delta_{u, k}\right)$. Here, deviation of $u^{(k)}$ is $\delta_{u, k}$,

$$
\delta_{u, k+1}^{2}=E\left\{\left(u^{(k+1)}-u^{a}\right)^{2}\right\}
$$

$$
\begin{align*}
& =E\left\{\left(\frac{\sum_{u^{(k)}} e^{-\Gamma_{x}^{2}\left(u^{(k)}-u^{a}\right)^{2}} u^{(k)}}{\left.\left.\sum_{u^{(k)}} e^{-\Gamma_{x}^{2}\left(u^{(k)}-u^{a}\right)^{2}}-u^{a}\right)^{2}\right\}}\right.\right. \\
& =E\left\{\frac{\left(\sum_{u^{(k)}} e^{\left.-I_{x}^{( } u^{(k)}-u^{a}\right)^{2}}\left(u^{(k)}-u^{a}\right)\right)^{2}}{\left(\sum_{u^{(k)}} e^{-\Gamma_{x}^{2}\left(u^{(k)}-u^{a}\right)^{2}}\right)^{2}}\right\} \tag{5.8}
\end{align*}
$$

According to the mean-value theorem [48], if $f(x)$ and $g(x)$ are continuous on $[\mathrm{a}, \mathrm{b}]$, and $g(x) \neq 0$ on $[a, b]$, there exists a value $c$ of in $(a, b)$ such that

$$
\begin{equation*}
\int_{a}^{b} f(x) g(x) d x=f(c) \int_{a}^{b} g(x) d x \tag{5.9}
\end{equation*}
$$

Therefore, one has

$$
\begin{equation*}
\delta_{u, k+1}^{2}=\frac{E\left\{\left(\sum_{u}(k) e^{-T_{x}^{2}\left(u^{(k)}-u^{a}\right)^{2}}\left(u^{(k)}-u^{a}\right)\right)^{2}\right\}}{\left(\sum_{c_{i}} e^{-\bar{I}_{x}^{2}\left(c_{i}-u^{a}\right)^{2}}\right)^{2}} \tag{5.10}
\end{equation*}
$$

where $c_{i}$ is a mean-value that $u_{i}^{k}$ assumes, $i=0,1,2,3,4$.
Since $u_{0}^{(k)}, u_{1}^{(k)}, u_{2}^{(k)}, u_{3}^{(k)}$, and $u_{4}^{(k)}$ are independent of each other, and the covariances between $e^{-\Gamma_{x}^{2}\left(u_{i}^{(k)}-u^{a}\right)^{2}}\left(u_{i}^{k}-u^{a}\right)^{2}$ are zeros, where $i=0,1,2,3,4$. (A detailed derivation of this is shown in Appendix B), Equation (5.10) can be written as

$$
\begin{equation*}
\delta_{u, k+1}^{2}=\frac{\sum_{u^{(k)}} E\left\{e^{-2 \Gamma_{x}^{2}\left(u^{(k)}-u^{a}\right)^{2}}\left(u^{(k)}-u^{a}\right)^{2}\right\}}{\left(\sum_{c_{i}} e^{-\bar{I}_{x}^{2}\left(c_{i}-u^{a}\right)^{2}}\right)^{2}} \tag{5.11}
\end{equation*}
$$

Since $u_{0}^{(k)}, u_{1}^{(k)}, u_{2}^{(k)}, u_{3}^{(k)}$, and $u_{4}^{(k)}$ have the same Gaussian distribution whose mean is $u^{u}$ and variance is $\delta_{2, k}^{2}$,

$$
\begin{align*}
& \sum_{u^{(k)}} E\left\{e^{-2 \bar{I}_{x}^{2}\left(u^{(k)}-u^{a}\right)^{2}}\left(u^{(k)}-u^{a}\right)^{2}\right\} \\
= & \frac{5}{\delta_{u, k} \sqrt{2 \pi}} \int_{-\infty}^{\infty}\left(u^{(k)}-u^{a}\right)^{2} e^{-2 I_{x}^{2}\left(u^{(k)}-u^{a}\right)^{2}} e^{\frac{-\left(u^{(k)}-u^{a}\right)^{2}}{2 \delta_{u, k}^{2}}} d u^{(k)} \\
= & \frac{5}{\delta_{u, k} \sqrt{2 \pi}} \frac{\sqrt{\frac{2 \pi}{4 \bar{T}_{x}^{2}+\delta_{u, k}^{-2}}}}{\sqrt{\frac{2 \pi}{4 \bar{I}_{x}^{2}+\delta_{u, k}^{-2}}}} \int_{-\infty}^{\infty}\left(u^{(k)}-u^{u}\right)^{2} e^{\frac{-\left(u^{(k)}-u^{a}\right)^{2}}{4 \bar{u}_{x}^{2}+\delta_{u, k}^{-2}}} d u^{(k)} \\
= & \frac{5}{\delta_{u, k} \sqrt{2 \pi}} \sqrt{\frac{2 \pi}{4 \bar{I}_{x}^{2}+\delta_{u, k}^{-2}}} \frac{1}{4 \bar{I}_{x}^{2}+\delta_{u, k}^{-2}} \\
= & \frac{5}{\delta_{u, k}\left(\delta_{u, k}^{-2}+4 \bar{I}_{x}^{2}\right)^{\frac{3}{2}}} \tag{5.12}
\end{align*}
$$

Hence,

$$
\begin{equation*}
\delta_{u, k+1}^{2}=\frac{1}{\sum_{c_{\mathrm{i}}} e^{-\bar{P}_{x}^{2}\left(c_{\mathrm{i}}-u^{a}\right)^{2}}} \frac{5}{\delta_{u, k}\left(\delta_{u, k}^{-2}+4 \bar{I}_{x}^{2}\right)^{\frac{3}{2}}} \tag{5.13}
\end{equation*}
$$

Assuming

$$
\begin{equation*}
\frac{1}{\sum_{c_{t}} e^{-\bar{T}_{x}^{2}\left(c_{i}-u^{a}\right)^{2}}}=c, \tag{5.14}
\end{equation*}
$$

where, obviously, ce $\left(\frac{1}{5}, \infty\right)$, and one has

$$
\begin{align*}
\delta_{u, k+1}^{2} & =\frac{5 c}{\delta_{u, k}\left(\delta_{u, k}^{-2}+4 \bar{I}_{x}^{2}\right)^{\frac{3}{2}}} \\
& =\frac{5 c \delta_{u, k}^{2}}{\left(4 \bar{I}_{x}^{2} \delta_{u, k}^{2}+1\right)^{\frac{3}{2}}} \tag{5.15}
\end{align*}
$$

or,

$$
\begin{equation*}
\frac{\delta_{u, k+1}^{2}}{\delta_{u, k}^{2}}=\frac{5 c}{\left(4 \bar{I}_{x}^{2} \delta_{u, k}^{2}+1\right)^{\frac{3}{2}}} \tag{5.16}
\end{equation*}
$$

Equation (5.16) indicates that the larger the $\bar{I}_{x}^{2}$, the faster the deviation decreases as iteration number $k$ increases. Furthermore, as the iteration number increases, even for the case where the $\bar{I}_{x}^{2}$ is large, the decreasing rate of the deviation gradually slows down. In Figure 5.1, a curve for the convergence rate, when $\bar{I}_{x}=40$,

On the other hand, when $\bar{I}_{x}^{2}$ is small, much more iterations are needed to make the deviation less than the value expected. Figure 5.1 also shows the convergence rate when $\tilde{I}_{x}=1$.

We therefore conclude that the deviation decreasing rate or the convergence speed of the optical flow algorithm is non-homogeneous with respect to different pixels. When the variation of intensity in an image region is greater, the convergence in the region is faster. It is known that most of motion boundaries are of great intensity variation. Since the propagation step is to be carried out in the iteration procedure, as we know, the error increases along moving boundaries as iteration increases. In other words, there are two conflicting actions on the boundaries. That is, the conservation step tries to reduce the error, while the smoothess process increases the error after a few iterations. When the error reducing rate is less than


Figure 5.1 Convergence rates

Table 5.1 Kalman filter

| Models | System model | $U_{k}=\Phi_{k-1} U_{k-1}+\eta_{k} \cdot \eta_{k} \sim N\left(0, Q_{k}\right)$ |
| :--- | :--- | :--- |
|  | Measurement model | $D_{k}=H U_{k}+\xi_{k} \cdot \xi_{k} \sim N\left(0, R_{k}\right)$ |
|  | Prior model | $E\left[U_{0}\right]=\hat{U}_{0} \cdot \operatorname{cov}\left[U_{0}\right]=P_{0}$ |
|  | (other assumption) | $E\left[\eta_{k} \xi_{k}^{T}\right]=0$ |
| Prediction <br> phase | State estimate extrapolation | $\hat{U}_{k}^{-}=\Phi_{k-1} \hat{U}_{k-1}^{+}$ |
|  | State covariance extrapolation | $P_{k}^{-}=\Phi_{k-1} P_{k-1}^{+} \Phi_{k-1}^{T}+Q_{k-1}$ |
|  | State estimate update | $\hat{U}_{k}^{+}=\hat{U}_{k}^{-}+K_{k}\left(D_{k}-H_{k} \hat{U}_{k}^{-}\right)$ |
|  | State covariance update | $P_{k}^{+}=\left(I-K_{k} H_{k}\right) P_{k}^{-}$ |
|  | Kalman gain matrix | $K_{k}=P_{k}^{-} H_{k}^{T}\left(H_{k} P_{k}^{-} H_{k}^{T}+R_{k}\right)^{-1}$ |

the error increasing rate, the iteration procedure should be terminated. Therefore, the iteration number should be different for the regions that are of different intensity variations. A Kalman filter is proposed next to implement this task.

### 5.2 Kalman Filter

### 5.2.1 Kalman Filtering

The Kalman filter is best by almost any reasonable criterion in the Gaussian case [51]. If we consider the system that estimates the optical flow field is contaminated by the Gaussian white noise, we can use Kalman filter to eliminate noise, raise accuracy and refine discontinuity.

Kalman filtering is based on a linear measurement model and is operated in two phases: prediction phase and update phase, as shown in Table 5.1.

From the update phase, we can see that when the current measurement error $\left\|R_{k}\right\|$ increases, the gain $K_{k}$ decreases. Since $\hat{U}_{k}^{+}=\hat{U}_{k}^{-}+K_{k}\left(D_{k}-H_{k} \hat{U}_{k}^{-}\right), \hat{U}_{k}^{-}$is considered to be the dominant of $\hat{U}_{k}^{+}$. On the other hand, when $\left\|R_{k}\right\|$ decreases, $K_{k}$ increases. The effect of $D_{k}-H_{k} \hat{U}_{k}^{-}$is weighted more heavily. Therefore, the Kalman filtering optimally make the use of previous knowledge and current information.


Figure 5.2 Framework

Here, we use this feature to raise accuracy and refine discontinuities of optical flow field.

### 5.2.2 Proposed Framework

Figure 5.2 shows a proposed framework. Figure 5.3 shows image sequence arrangement.
Though here Kaman filtering is used to raise accuracy of the optical flow field, our goal is to improve the three dimensional motion and position fields. Therefore, there is a block that performs UOFF 3-D motion computation in the Figure 5.2. Four


Figure 5.3 Stereo image sequence arrangement

WOFF optical How fields $u^{s}(x, y), u^{L}(x, y), u^{R}(x, y)$, and $v^{L}(x, y)$ are considered as siate variables because only these four variable fields are used to compute the three dimensional position and speed fields according to Equation (4.29-4.36).

In the linear measurement model of the Kahman filter,

$$
\begin{align*}
U_{k}= & \Phi U_{k-1}+\eta_{k}^{u}, \quad \eta_{k}^{u} \sim N_{k}\left(0, Q_{k}^{u}\right) \\
D_{k}^{u}= & H U_{k}+\xi_{k}^{u}, \quad \xi_{k}^{u} \sim N_{k}\left(0, R_{k}^{u}\right) \\
& E\left\{\eta_{k}^{u}\left(\xi_{k}^{u}\right)^{T}\right\}=0 \tag{5.17}
\end{align*}
$$

where $l_{k}(x, y)=\left(u_{k}^{s}(x, y) u_{k}^{L}(x, y) u_{k}^{R}(x, y) v_{k}^{L}(x, y)\right)^{T}, \Phi$ is chosen to be an identity manix because the state variables at current moment should be equal to the state varimbles at the last moment, and $H$ is also an identity matrix since the measurements equal the state variables in the Kalman filter.

The initial state is

$$
\hat{U}_{0}^{+}(x, y)=\left(\begin{array}{c}
u_{0}^{s}(x, y)  \tag{5.18}\\
u_{0}^{L}(x, y) \\
u_{0}^{R}(x, y) \\
v_{0}^{L}(x, y)
\end{array}\right)
$$

where $u_{0}^{s}, u_{0}^{L}, u_{0}^{R}$, and $v_{0}^{L}$ are obtained from the correlation-feedback stage at the first inetation.
$\rho_{1}^{+}=I . I$ stands for the identity matrix.
Since $H$ and $\Phi$ are identity matrices, $D_{k}^{u}=U_{k-1}+\eta_{k}^{u}+\xi_{k}^{u}$. Theoretically, $\eta_{k}^{u}$ is not necessary since $\xi_{k}^{u}$ already inchudes its effect. But, we still let $\eta_{k}^{u}$ exist because $Q_{l}^{\prime \prime}$ can be used to adjust system dymanic and steady state behaviors. The more parametors, the more Bexible system adjustment. Thus, the selection of $R_{k}^{u}$ will have mome tlexibility.

In one experment, the covariance matrix $Q_{k}^{n}$ for $\eta_{k}^{u}$ is chosen as

$$
Q_{k}^{u}(x, y)
$$

$$
=\left(\begin{array}{cccc}
\sum \sum \frac{\left(\overline{i u} 1_{k-1}^{+}(i, j)\right)^{2}}{9} & 0 & 0 & 0  \tag{5.19}\\
0 & \sum \sum \frac{\left(\hat{u} 2_{k-1}^{+}(i, j)\right)^{2}}{9} & 0 & 0 \\
0 & 0 & \sum \sum \frac{\left(\hat{u} 3_{k-1}^{+}(i, j)\right)^{2}}{9} & 0 \\
0 & 0 & 0 & \sum \sum \frac{\left(\hat{u} 4+\frac{+}{k}(i, j)\right)^{2}}{9}
\end{array}\right)
$$

where $i \in(x-1, x+1), j \in(y-1, y+1)$, and

$$
\hat{U}_{k-1}^{+}(x, y)=\left(\begin{array}{c}
\hat{u} 1_{k-1}^{+}(x, y)  \tag{5.20}\\
\hat{u} 2_{k-1}^{+}(x, y) \\
\hat{u} 3_{k-1}^{+}(x, y) \\
\hat{u} 4_{k-1}^{+}(x, y)
\end{array}\right)=\left(\begin{array}{c}
\hat{u}_{k-1}^{s}(x, y) \\
\hat{u} \\
\hat{u}_{k-1}^{L}(x, y) \\
\hat{u}_{k-1}^{R}(x, y) \\
\hat{v}_{k-1}^{L}(x, y)
\end{array}\right) .
$$

According to the quantitative analysis conducted in Section 5.1, especially Equation (5.16), $R_{k}^{u}(x, y)$ is defined as following:

$$
\begin{align*}
& R_{k}^{u}(x, y)^{u} \\
&=\left(\begin{array}{cccc}
r 11_{k}(x, y) & 0 & 0 & 0 \\
0 & r 22_{k}(x, y) & 0 & 0 \\
0 & 0 & r 33_{k}(x, y) & 0 \\
0 & 0 & 0 & r 44_{k}(x, y)
\end{array}\right) \\
&=\left(\begin{array}{cccc}
\frac{5 c^{s} \delta_{s, k-1}^{2}}{\left(4 \overline{1} 11_{x}^{2} \delta_{s, k-1}^{2}+1\right)^{\frac{3}{2}}} & 0 & 0 & 0 \\
0 & \frac{5 c^{L} \delta_{l, k-1}^{2}}{\left(4 \overline{1} 11_{2}^{2} \delta_{l, k-1}^{2}+1\right)^{\frac{3}{2}}} & 0 & 0 \\
0 & 0 & \frac{5 c^{R} \delta_{r, k-1}^{2}}{\left(4 \overline{1} 12_{x}^{2} \delta_{r, k-1}^{2}+1\right)^{\frac{3}{2}}} & 0 \\
0 & 0 & 0 & \frac{5 c^{v} \delta_{j, k-1}^{2}}{\left(4 \bar{l} 11_{y}^{2} \delta_{v, k-1}^{2}+1\right)^{\frac{3}{2}}}
\end{array}\right) \tag{5.21}
\end{align*}
$$

where $I 11$ and $I 12$ are two images shown in Figure $5.3, \delta_{s, k-1}, \delta_{l, k-1}, \delta_{r, k-1}$, and $\delta_{v, k-1}$ are the standard deviations of $u_{k-1}^{s}, u_{k-1}^{L}, u_{k-1}^{R}$, and $v_{k-1}^{L}$ respectively.

$$
\begin{align*}
& I 1_{x}=\frac{1}{6} \sum_{i=-1}^{1}(I 11(x+1, y+i)-I 11(x, y+i))^{2}+(I 11(x, y+i)-I 11(x-1, y+i))^{2} \\
& I 12_{x}=\frac{1}{6} \sum_{i=-1}^{1}(I 12(x+1, y+i)-I 12(x, y+i))^{2}+(I 12(x, y+i)-I 12(x-1, y+i))^{2} \tag{5.23}
\end{align*}
$$

and
$\bar{I} 11_{y}=\frac{1}{6} \sum_{i=-1}^{1}(111(x+i, y+1)-111(x+i, y))^{2}+(111(x+i, y)-I 11(x+i, y-1))^{2}$.

In our experments, $c^{s}$, $c^{L}$, $c^{k}$, and $c^{V}$ are set to be equal to 5 .
In the prediction phase of the Kalman filter,

$$
\begin{align*}
& \hat{U}_{k}^{-}(x, y)=\hat{U}_{k-1}^{+}(x, y)  \tag{5.25}\\
& P_{k}^{-}(x, y)=P_{k-1}^{+}(x, y)+Q_{k-1}^{u}(x, y) \tag{5.26}
\end{align*}
$$

In the update phase,

$$
\begin{align*}
& \hat{U}_{k}^{+}(x, y)=\hat{U}_{k}^{-}(x, y)+K_{k}(x, y)\left(D_{k}(x, y)-\hat{U}_{k}^{-}(x, y)\right)  \tag{5.27}\\
& K_{k}^{\prime}(x, y)=P_{k}^{-}(x, y)\left[P_{k}^{-}(x, y)+R_{k}^{u}(x, y)\right]^{-1},  \tag{5.28}\\
& P_{k}^{+}(x, y)=\left(l-K_{k}(x, y)\right) P_{k}^{-}(x, y) . \tag{5.29}
\end{align*}
$$

Since $R_{k}^{u}, Q_{k}^{u}$, and $P_{0}^{+}$are diagonal matrices, $K_{k}, P_{k}^{-}$and $P_{k}^{+}$are also diagonal:
When the standard deviation of $u_{k}^{s}$

$$
\delta_{s, k}(x, y)>T_{s}
$$

where $T_{s}$ is a predefined threshold of $\delta_{s, k}(x, y)$, the iteration procedure continnes. If $\delta_{s, k}(x, y) \leq T_{s}$, the iteration procedure should terminate at the pixel, otherwise the smoothess operation will bhar the image vector at the pixel. Similarly, $T_{l}, T_{r}$, and $T_{i}$ are defincel as the thestholds for $\delta_{t, k}, \delta_{r, k}$, and $\delta_{v, k}$, respectively.

Hence, whenever a predefined threshold has been reached, it means at this iweration, $\hat{u}_{k}^{+}$is a best estimate. At the pixel, the itemation should berminate. In fact, Kalman filter has the ability to antomatically terminate the iteration as long as that rim $(x, y)=\infty$ is assumed when $\delta_{i, k}(x, y)<T_{i}$. From Equation (5.2s), it is known What $k i_{k+1}=0$. Then, that, $\hat{u} 1_{k+1}(x, y)=\hat{u} 1_{k}(x, y)$ is obtained from Equation (5.27). Therefore, the theration mo long contimes at the pixel ( $x, y$ ). However, iteration still contimues at the other pixels whose variances do not reach the minmum.

Therefore, finally

$$
\begin{align*}
& R_{k}^{u}(x, y) \\
= & \left(\begin{array}{cccc}
r 11_{k}(x, y) & 0 & 0 & 0 \\
0 & r 22_{k}(x, y) & 0 & 0 \\
0 & 0 & r 33_{k}(x, y) & 0 \\
0 & 0 & 0 & r 44_{k}(x, y)
\end{array}\right) \tag{5.30}
\end{align*}
$$

where

$$
\begin{align*}
& r 11_{k}(x, y)= \begin{cases}\delta_{s, k}(x, y) & \text { if } \delta_{s, k}>T_{s} \\
\infty & \text { otherwise }\end{cases}  \tag{5.31}\\
& r 22_{k}(x, y)= \begin{cases}\delta_{l, k}(x, y) & \text { if } \delta_{l, k}>T_{l} \\
\infty & \text { otherwise }\end{cases}  \tag{5.32}\\
& r \cdot 33_{k}(x, y)= \begin{cases}\delta_{r, k}(x, y) & \text { if } \delta_{r, k}>T_{r} \\
\infty & \text { otherwise }\end{cases} \tag{5.33}
\end{align*}
$$

and

$$
r 44_{k}(x, y)= \begin{cases}\delta_{u, k}(x, y) & \text { if } \delta_{v, k}>T_{y}  \tag{5.34}\\ \infty & \text { otherwise }\end{cases}
$$

### 5.3 An Experiment

The experiment presented here is intended to examine the effectiveness of the actual boundary conservation achieved by our proposed Kalman filter. It compares the performances of the algorithm using the Kalman filter and without using the Kalman filter.

In the experiment, the camera setting, images obtained, i.e., Figures 4.5-4.8, and image compression are exactly the same as the experiment presented in the last chapter.

In order to compare the experiment results with true three dimensional parameters, Equations (4.29-4.36) are applied. Thus, the optical flow fields that are computed with Kalman filter and without Kalman filter are used to calculate three dimensional depth and velocity fields. Then the results are compared with cach other. When we say "without Kalman filter", it means that onfputs of the

Table 5.2 Result comparison

| Error Type | No Kalman Filter | With Kalman Filter |
| :--- | :---: | :---: |
| RMS $Z_{\text {error }}$ | $3.92 \%$ | $3.56 \%$ |
| RMS $X_{\text {error }}$ | $4.09 \%$ | $3.50 \%$ |
| RMS $Y_{\text {error }}$ | $3.98 \%$ | $3.58 \%$ |
| Average $Z_{\text {error }}$ | $14.6 \%$ | $15.15 \%$ |
| Average $X_{\text {error }}$ | $3.17 \%$ | $2.95 \%$ |
| Average $Y_{\text {error }}$ | $0.82 \%$ | $0.87 \%$ |

correlation-feedback approach are used directly to compute three dimensional information using Equations (4.29-4.36). Table 5.2 shows the results.

In Table 5.2, the $R M S Z_{\text {error }}$ is defined as

$$
\begin{equation*}
R M S Z_{\text {error }}=\frac{\sqrt{\sum_{i=1}^{44} \sum_{j=1}^{44}\left(Z^{a}(i, j)-Z(i, j)\right)^{2}}}{\sqrt{\sum_{i=1}^{64} \sum_{j=1}^{64}\left(Z^{a}(i, j)\right)^{2}}} \tag{5.3.5}
\end{equation*}
$$

where $Z^{a}(i, j)$ is true depth map. It is noted that only central portion of $44 \times 44$ within the images of $64 \times 64$ are considered in the calculation. $R M S X_{\text {error }}$ and RMS Yerror can be obtained similarly.

$$
\begin{equation*}
\text { Average } \left.\dot{Z}_{\text {errar }}=\frac{1}{44} \sum_{i=1}^{44} \sum_{j=1}^{44} \right\rvert\,\left(\dot{Z}(i, j)-\dot{Z}^{a}(i, j) \mid\right. \tag{5.36}
\end{equation*}
$$

where $\dot{Z}^{a}(i, j)$ is true velocity map in $Z$ direction. The $44 \times 44$ has the same meaning as mentioned above. Average $\dot{X_{e r r o r ~}^{c}}$ and Average $\dot{Y}$ error can be obtained similarly.

From Table 5.2, it is evident that precision of $Z(x, y), X(x, y), Y(x, y)$, and $\dot{X}(x, y)$ are improved, but that of $\dot{Z}(x, y)$ and $\dot{Y}(x, y)$ have not improved (instead, the error even increased a little bit). The improvements of $Z(x, y), \hat{X}(x, y)$, and $Y(x, y)$ are larger than that of $\dot{X}(x, y)$.

From equations(4.29-4.36), $Z$ is a function of $u^{s} ; \dot{X}$ is a. function of $u^{L} ; X$ and $Y$ are linear functions of $Z$. Therefore, the errors of $Z, X$, and $Y$ are determined by that of $u^{s}$. The error of $\dot{X}$ relied on $u^{L}$. As we know, $u^{L}$ is an image velocity
field that is caused by the motion of the objects instead of camera. However, from Figures 4.5-4.8, it is known that the motion of the objects is only the motion of the Box2 and Box3 in the case. The spatial optical flow along $x$ direction, $u^{s}$, is caused by the motion of the camera with respect to a static scene. In the experiment, the motion of the cancra causes the motion of the images of the Box1, Box2, and Box3. Therefore, the $u^{s}$ flow field has more moving boundaries than $u^{L}$ field does. Hence, the $u^{s}$ field take more advantage of the proposed moving boundary conservation algorithm. This explains why the improvement on the accuracy of the recovery of $Z, X$ and $Y$ is larger than that on $\dot{X}$.

It is noted that the true values of $\dot{Z}(x, y)$ and $\dot{Y}(x, y)$ are zeros with respect to most of values of $(x, y)$. There are very few discontinuities in the fields. Therefore, the proposed boundary conservation technique does not bring out advantages as the results in Table 5.2 show.

In fact, the effectiveness of boundary conservation can be controlled by the threshold values: $T^{s}, T^{l}, T^{r}$, and $T^{2 \prime}$. According to our above discussion in this experiment, we choose these threshold values as follows.

$$
\begin{align*}
& T^{s}=1.56^{-5}  \tag{5.37}\\
& T^{l}=4.63^{-6}  \tag{5.38}\\
& T^{r}=4.63^{-6}  \tag{5.39}\\
& T^{u}=1.955^{-6} \tag{5.40}
\end{align*}
$$

Actually, the trade-off between boundary conservation and interior smoothness is not easy. If there is not any prior knowledge, the selection of threshold will be difficult. Ln order to show the effectiveness of the discontinnity conservation, Figure 5.4 are compared with Figure 5.5. Figure 5.4 shows depth map $Z(x, y)$ that is obtaned with Kalman filter. Figure 5.5 is also depth map but obtaned without the Kalman filter.

Clearly, the depth map with the Kalman filter conserve the discontinuities in this experment much better than that without the Kalman filter.

### 5.4 Conclusion

Aspointed out in [46], most of the optical flow computation algorithms can be divided into two steps: conservation step and neighborhood propagation step. The neighborhood propagation operation or smoothess operation is inevitable because of the presence of various noises and aperture problem. Most of the existing neighborhood propagation operations are the relaxation algorithms based on some kinds of optimal functions. However, the operations inevitably blur the boundary information. It is well known [40] that the confidence measure is usually high along moving boundaries since richer information exists there. In this chapter, our analysis indicates that the optical flow algorithm needs to have less iterations along moving boundaries than in other areas so that the better estimations of optical flow along boundaries can be propagated into other areas instead of being blurred by those in other areas.

In order to make the iteration procedure stop at a proper time, we define the elements in the main diagonal of the covariance matrix of the measurement noise, $R^{u}$, i.e., the variance of measurement noises as

$$
r i i_{k}(x, y)= \begin{cases}\delta_{i, k}(x, y) & \text { if } \delta_{i, k}>T_{i}  \tag{5.41}\\ \infty & \text { otherwise }\end{cases}
$$

where index $i$ means the $i$ th measurement noise, $T_{i}$ the predefined threshold value for the ith measurement noise. When the error (standard deviation $\delta_{i, k}(x, y)$ ) is small enongh, rik $(x, y)=\infty$. According to Equations (5.27, 5.28), the Kalman filter can antomatically terminate the iteration in the pixel $(x, y)$ so that boundary information is protected.

In this method, the derivation of the error decreasing rate is very important. Different optical how computation algorithms have different error decreasing rates because their refinement procedures have different effects. For instance, when the


Figure 5.4 Depth map with Kalman filter.


Figure 5.5 Depth map without Kalman filter.

Horn and Shunch's algorithm [9] is applied to the same images as shown in Figure 4.6-4.8, the curve of $R M S Y$ eror versus iteration mumber $k$ is shown at Figure 5.6. With the usage of the proposed Kahman filter and the following error decreasing rate,

$$
\begin{equation*}
\frac{\delta_{u, k+1}^{2}}{\delta_{u, k}^{2}}=\frac{1}{1.1\left(4 \bar{I}_{x}^{2} \delta_{u, k}^{2}+1\right)} \tag{5.42}
\end{equation*}
$$

results shown in Figure 5.6 indicate that the algorithm can improve boundary information that Horn and Shunch's algorithm can not extract well.

Existing computer vision algorithms using Kalman filter are all based on an incremental fashion. In those algorithms [17] [45], an image sequence is considered. In every iteration, different images are used. In this chapter, the Kalman filter is not used in the incremental fashion, i.e., the algorithm works on the same group of images with different iteration. In other words, information given by the a fixed image group is sufficiently used. On the other hand, image interpolation is not needed in our Kalman filter since the fixed image group is repeatedly used.

For implementation of Kahman filtering, the knowledge about noise models is important. However, it is impossible to exactly know the system noise $\eta_{k}^{u}$ and measurement noise $\xi_{k}^{u}$ in optical flow computation. In this chapter, some consideration has been given to these noises. We assume that $\xi_{k}^{u}=N\left(0, R_{k}^{u}\right)$, $R_{k}^{u}$ satisfies Equation (5.30). Other effect of noise is covered by $\eta_{k}^{u}$ that is $\eta_{k}^{u}=N\left(0, Q_{k}^{u}\right) . Q_{k}^{u}$ is defined in Equation (5.19). The $R_{k}^{u}$ comes from an analysis about the error decreasing rate.

As we know, $\dot{Z}(x, y)$ and $\dot{Y}(x, y)$ have not been improved. Onr purpose in this Whapter is to obtain a good method that can conserve discontimity. Since $\dot{Z}$ and $\dot{Y}$ have very few discontmuity, improvement of them is not purpose of the chapter. In the next chapter, improvement of all 3 - [) parameter fields will be considered.


Figure 5.6 Convergence rate comparison.

## CHAPTER 6

## MOVING OBJECTS ESTIMATION USING KALMAN FILTER

In dealing with stereo imagery, the current techniques [23] [36] [37] [52] [53] classihed as the multiple optical flow field approach [15] are, first, to find the optical flow field for each view and, then, to recover the motion and structure of the scene via the use of the correspondence between points in the pair of stereo images. Therefore, it is a combination of the optical flow approach and the point correspondence-approach. However, the feature extraction and correspondence are known difficult and only partial solutions suitable for simplistic situation have been developed [15]. A new theoretical framework: mified temporal-spatial optical fow field (UOFF) and its usage in motion analysis from stereo image sequences have been proposed in Chapter 4. The new concept of imaging space has been developed to include both temporal and spatial sequences of images. The optical flow determined for temporal sequences of images, say, by Horn and Schunck's algorithm [9], is extended to spatial sequences of images resulting in UOFF. Based on a four-frame rectangular model and the associated six UOFF field quantities, a set of equations is derived from which both position and velocity for each pixel can be determined. It does not require feature extraction and correspondence establishment. Using both temporal and spatial sequences of images, its capability of recovering motion exceeds significantly that of the existing motion stereo technique [10] [17] [18] [54] [55] and direct method [4] $[6][7][8][56]$ which can only recover the relative motion between a moving camera and a stationary enviromment. It can analyze multiple independently moving objects without the necessity of partition in the optical flow field as suggested in [57]. Besides depth map, it can estimate motion fields as well.

Obviously, UOFF approach to motion analysis faces all the problems faced by optical how approach. One of the problems is the presence of various noises. In order to improve the results of motion analysis using UOFF approach, a correlationfeedback algorithm for determining optical flow [58] and a Kalman filter for further improving the accuracy in optical flow detemmation along moving boundaries, which will be referred to as the first Kalman filter in this chapter, have been developed in Chapter 3 and Chapter 5 . To continue to improve the accuracy in motion analysis, stereo image sequences (sequences of the four-frame model) should be used instead of a single four frame model. It is noted that, to make use of previous knowledge and current states, Kalman filters have been utilized as an on-line estimator of depth map [17] and optical flow field [45], respectively, that are refined over time. The Kalman filters are robust with respect to both system and sensor noise.

In this chapter, a Kalman filter-based algorithm for 3-D estimation using UOFF has been proposed. When the Kalman filter is used, the object motion model needs to be known. However, in reality it is almost impossible to know object motion model exactly in advance. This modeling problem is discussed in this chapter. Significantly more consideration has been given to determine the covariance matrices, $Q_{k}^{D}$ and $R_{k}^{D}$, for system noise and sensor noise, respectively than the previous work, say, reported in [17] and [4.5].

Most of previous works did not consider how to handle the so-called newly visible image areas, i.e., the disocchosion issue [17]. In fact, when multiple object movement is considered, the disochasion is likely to occur. When the Kalman filter is nsed to fuse previous knowledge and current states, the disoclusion must be dealt whin carefully since the previous knowledge may not reliable when disochusion takes place. This is handled in our algorithm by using a threshold method. That is, whenever one of the components of state vector has changed more than $30 \%$ from its predicted value at, the immediately previons iteration, we consider that disocclusion
has taken place. (Obviously, occlusion would not satisfy this threshold and, hence, would be treated differently from disocchsion). We then set the covariance matrix of measurement noise, $R_{k}$, equal to zero. In other words, the estimated values are only related to the current measurements. This is reasonable since the previous knowledge is not reliable when disocclusion takes place.

Two experiments are presented to demonstrate the effectiveness of our algorithm. In both experiments, the Kaman filter is used. Together with the correlation-feedback technique in determining optical flow, good results have been achieved.

### 6.1 Modeling

A framework of Kalman filter is shown in Table 5.1 which consists of a system model, a measurement model, and prior models and is operated alternatively in a prediction phase and update phase to obtain an estimate that is unbiased and has a minimum mean-square error.

A block diagram of the proposed Kalman filter is shown in Figure 6.1. The subscript $k$ stands for the $k$ th iteration. There $D_{k}$ is a state vector at the $k$ th iteration: $\left(Z_{k}(x, y), \dot{Z}_{k}(x, y), \dot{X}_{k}(x, y), \dot{Y}_{k}(x, y)\right)^{T}$, i.e., a vector having depth $Z$, speeds along $Z, X, Y$ directions as its four components. $D_{k}^{u}$ is optical fow vector estimated at the $k$ th iteration by using the correlation-feedback algorithm and the first Kalman filter. $O_{k}$ is a measurement vector formed by ibe four components: depth and speeds in 3-D world space. $\Phi$ is a transition matrix. $K_{\text {; }}$ is a Kalman gain matrix. The measurement matrix $H$ is here taken as an identity matrix $I$ since the state vector and the measurement vector have the same fom components.


Figure 6.1 Framework.

When an object moves with a constant velocity, the system model can be represented as following:

$$
\begin{align*}
D_{k}(x, y) & =\left[\begin{array}{c}
Z_{k}(x, y) \\
\dot{Z}_{k}(x, y) \\
\dot{X}_{k}(x, y) \\
\dot{Y}_{k}(x, y)
\end{array}\right] \\
& =\left[\begin{array}{c}
Z_{k-1}(x, y)+\dot{Z}_{k-1}(x, y) \\
\dot{Z}_{k-1}(x, y) \\
\dot{X}_{k-1}(x, y) \\
\dot{Y}_{k-1}(x, y)
\end{array}\right] \\
& =\Phi\left(D_{k-1}(x, y)\right), \tag{6.1}
\end{align*}
$$

wher

$$
\mathrm{T}=\left(\begin{array}{llll}
1 & 1 & 0 & 0  \tag{6.2}\\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

Apparently, such a $\Phi$ means that the acceleration of any 3-D point is zero.

Taking a close look at the problem under consideration, one will find that the above equation is not absolutely correct for digital images. In digital images, $(x, y)$ is apixel. $D_{k}(x, y)$ is computed for the pixel $(x, y)$ of the image at moment $k$. $D_{k-1}(x, y)$ is computed for the pixel $(x, y)$ of the image at moment $k-1$. However, when the 3- D$)$ object(s) is moving, the pixel ( $x, y$ ) of the digital images at different moments may be perspectively projected by different 3-D points. In order to contimunsly track a 3-[) point, interpolation is needed. Therefore, Equation (6.1) should be rewriten as following:

$$
\begin{align*}
D_{k}(x, y) & =\Phi\left(\text { interpolation }\left(D_{k-1}(x, y)\right)\right) \\
& =\Phi\left(\tilde{D}_{k-1}(x, y)\right) \\
& =\Phi\left(\bar{D}_{k-1}(x, y)+\varphi_{k}(x, y)\right) \\
& =\Phi \bar{D}_{k-1}(x, y)+\eta_{k}^{F}(x, y) \tag{6.3}
\end{align*}
$$

where $\tilde{D}_{k-1}(x, y)=$ interpolation $\left(D_{k-1}(x, y)\right), \bar{D}_{k-1}$ is the certainty part of $\tilde{D}_{k-1}(x, y), \varphi_{k}(x, y)$ is the uncertainty part of $\dot{D}_{k-1}(x, y)$, and $\eta_{k}^{L}(x, y)$ is a product, of $W$ and $\varphi_{k}(x, y) . \eta_{k}^{D}(x, y)$ is mainly caused by the interpolation. We assume that $\eta_{k}^{D}(x, y)=N\left(0, Q_{k}^{D}(x, y)\right)$. The more detailed discussion about interpolation(), $m_{k}(x, y)$ and $Q_{k}^{D}(x, y)$ will be mate in Section 6.4.

Since $X_{k}(x, y)$ and $Y_{k}(x, y)$ are linearly dependent of $Z_{k}(x, y)$ according to the well-knuwn perspective bansform, they are not chosen as state variables. Therefore, the system model, measurement model and prior models are represented as following:

$$
\begin{align*}
D_{k}(x, y) & =\Phi D_{k-1}(x, y)+\eta_{k}^{D}(x, y), \quad \eta_{k}^{I}(x, y)=N\left(0, Q_{k}^{D}(x, y)\right)  \tag{6.4}\\
O_{k}(x, y) & =H_{k} D_{k}(x, y)+\xi_{k}^{D}(x, y), \quad \xi_{k}^{D}(x, y) \sim N\left(0, R_{k}^{O}(x, y)\right)  \tag{6.5}\\
H_{k} & =1, \quad E\left\{\left(\xi_{k}^{D}(x, y)\right)^{T}\left(\eta_{k}^{D}(x, y)\right)\right\}=0 . \tag{6.6}
\end{align*}
$$

$O_{k}(x, y)$ is measured by using cameras, A/l) converter, the compelation-feedback algomithon for optical fow estimation, the first Kalman tilter, and a set of fommata
for delemming 3-D motion using VOFF in Chapter 4. $\xi_{k}^{D}(x, y)$ is the measurement noise that may be produced in the above mentioned measurement process.

Deriving the system model is important. If object motion is known, the transition matrix $\Phi$ should be modified and specified according to the known motion. If the motion is unknown, Equation (6.2) may produce error. In Section 6.6, we will discuss the problem in more detail.

### 6.2 Measurement Noise Covariance Matrix $R^{D}$ (I)

System model has been set up, if the measurement and system noise covariance matrices $R^{D}$ and $Q^{D}$ are determined, Kalman filter can then be utilized. In this section, the determination of $R^{D}$ is discussed. As mentioned in the last section, the measurement noise $\xi_{k}^{D}(x, y)$ is caused by cameras, $A / D$ converter, optical flow determination and 3-D motion estimation. $\xi_{k}^{D}(x, y)$ is assumed to be a Gaussian white noise. Therefore, $R_{k}^{D}$ can be computed from measurement noises of $u^{s}, u^{L}$, $u^{R}$, and $v^{L}$, denoted by $\xi^{u}$ in Chapter 5. It is noted that the $u^{s}, u^{L}, u^{R}$, and $v^{L}$ are the UOFF quantities, which are the state variables of the first kialman filter. In the following discussion, a superscript $u$ is sometimes used to denote quantities defined and nsed for the first Kahman filter in Chapter 5 . Hence, as defined in the last, chapter, $D^{u}$, If and $\xi^{u}=N\left(0, R^{u}\right)$ are, respectively, a measurement vector field, a state variable vector field, and the measurement noise in the first Kalman filter. It is also noted that here we do not consider the part of measurement noise caused by applying the set of equations (Equations (4.29-4.36)) in estimating 3-f) motion wing the lOOFF approach, i.e., Equations (4.29-4.36).

From Equation (5.17), one has

$$
\begin{aligned}
& D^{u}=U+\xi^{u}, \\
& D^{u}-U=\xi^{u},
\end{aligned}
$$

and

$$
\left[\begin{array}{c}
d_{1}^{u}-u^{5}  \tag{6.7}\\
d_{2}^{u}-u^{L} \\
d_{3}^{u}-u^{R} \\
d_{4}^{u}-v^{L}
\end{array}\right]=\left[\begin{array}{c}
\xi_{1}^{u} \\
\xi_{2}^{u} \\
\xi_{3}^{u} \\
\xi_{4}^{u}
\end{array}\right]
$$

According to Kalman filter theory, the estimates of $D^{u}$ and $U$ in the first Kalman filter have the following relationship:

$$
\left[\begin{array}{c}
\hat{d}_{1}^{u}  \tag{6.8}\\
\hat{d}_{2}^{u} \\
\hat{d}_{3}^{u} \\
\hat{d}_{4}^{u}
\end{array}\right]=\left[\begin{array}{c}
\hat{u}^{s} \\
\hat{u}^{L} \\
\hat{u}^{R} \\
\hat{v}^{L}
\end{array}\right] .
$$

From Equations (6.5) and (6.6) of the last section, it is known that

$$
\begin{equation*}
O_{k}(x, y)=D_{k}(x, y)+\xi_{k}^{D}(x, y) \tag{6.9}
\end{equation*}
$$

i.e.,

$$
\left[\begin{array}{c}
o 1_{k}(x, y) \\
o 2_{k}(x, y) \\
o 3_{k}(x, y) \\
o 4_{k}(x, y)
\end{array}\right]=\left[\begin{array}{c}
Z_{k}(x, y) \\
\dot{Z}_{k}(x, y) \\
\dot{X}_{k}(x, y) \\
\dot{Y}_{k}(x, y)
\end{array}\right]+\left[\begin{array}{c}
\xi_{1}^{D} \\
\xi_{\dot{D}}^{D} \\
\xi_{3}^{D} \\
\xi_{4}^{D}
\end{array}\right]
$$

From Equations (4.29-4.36) in the discussion of UOFF approach, refer to Chapter 4 , it is easy to see that $o l(x, y), o 2(x, y), o 3(x, y)$, and $04(x, y)$ are the functions of $d_{1}^{u}, d_{2}^{u}, d_{3}^{u}$, and $d_{4}^{u}$.

We can assume $D_{k}(x, y)=\left.O_{k}\right|_{D_{k}=u_{k}}$ and use the Taylor series expansion to obtain

$$
\begin{align*}
o 1= & Z+\left.\frac{d(o 1)}{d\left(d_{1}^{u}\right)}\right|_{d_{1}^{u}=u^{*}}\left(d_{1}^{u}-u^{s}\right)+\theta_{Z}  \tag{6.10}\\
0^{2} & =\dot{Z}+\left.\frac{d\left(o^{2}\right)}{d\left(d_{1}^{u}\right)}\right|_{d_{1}^{u}=u^{s}}\left(d_{1}^{u}-u^{s}\right) \\
& +\left.\frac{d(o 2)}{d\left(d_{2}^{u}\right)}\right|_{d_{2}^{u}=u^{L} L}\left(d_{2}^{u}-u^{L}\right) \\
& +\left.\frac{d(o 2)}{d\left(d_{3}^{u}\right)}\right|_{d_{3}^{u}=u^{R}}\left(d_{3}^{u}-u^{R}\right) \\
& +\theta_{\dot{Z}} \tag{6.11}
\end{align*}
$$

$$
\begin{align*}
o 3 & =\dot{X}+\left.\frac{d(o 3)}{d\left(d_{1}^{u}\right)}\right|_{d_{1}^{u}=u^{v}}\left(d_{1}^{u}-u^{s}\right) \\
& +\left.\frac{d(o .3)}{d\left(d_{2}^{u}\right)}\right|_{d_{2}^{u}=u^{L}}\left(d_{2}^{u}-u^{L}\right) \\
& +\left.\frac{d(o 3)}{d\left(d_{3}^{u}\right)}\right|_{d_{3}^{u}=u^{R}}\left(d_{3}^{u}-u^{K}\right) \\
& +\theta_{\dot{X}}, \tag{6.12}
\end{align*}
$$

and

$$
\begin{align*}
o 4 & =\dot{Y}+\left.\frac{d(o 4)}{d\left(d_{1}^{u}\right)}\right|_{d_{1}^{u}=u^{v}}\left(d_{1}^{u}-u^{s}\right) \\
& +\left.\frac{d(o 4)}{d\left(d_{2}^{u}\right)}\right|_{d_{2}^{u}=u^{L}}\left(d_{2}^{u}-u^{L}\right) \\
& +\left.\frac{d(o 4)}{d\left(d_{3}^{u}\right)}\right|_{d_{3}^{u}=u^{R}}\left(d_{3}^{u}-u^{K i}\right) \\
& +\left.\frac{d(o 4)}{d\left(d_{4}^{u}\right)}\right|_{d_{4}^{u}=v^{L}}\left(d_{4}^{u}-v^{L}\right) \\
& +\theta_{\dot{Y}} \tag{6.13}
\end{align*}
$$

where $\theta_{Z}, \theta_{\dot{Z}}, \theta_{\dot{X}}$, and $\theta_{\dot{Y}}$ represent the second order and above terms. They can be ignored. One can have

That is,

$$
\begin{equation*}
O_{k}-D_{k}=G_{k} \xi_{k}^{u} \tag{6.15}
\end{equation*}
$$

Comparing Equation (6.9) with Equation (6.15), one has

$$
\begin{equation*}
\xi_{k}^{()}=G_{k} \xi_{k}^{u} \tag{6.16}
\end{equation*}
$$

Here, $\xi_{k}^{D}=N\left(0, R_{k}^{D}\right)$ and $\xi^{u}=N\left(0, R^{u}\right)$, therefore

$$
\begin{equation*}
R^{D}=\operatorname{covar}\left\{G_{k} \xi_{k}^{u}\right\}=C_{k} \operatorname{covar}\left\{\xi_{k}^{u}\right\} G_{k}^{T}=C_{k} R^{u}\left(i_{k}^{T}\right. \tag{6.17}
\end{equation*}
$$

where $R^{u}$ is the covariance matrix for the measurement noise in optical flow detemination used in the first Kalman filter. Thus, $R_{k}^{D}$ can obtained. But, since th newly visible area exposure problem needs to be handled, this matrix must be modified accordingly. A discussion in this regard is conducted next.

### 6.3 Measurement Noise Covariance Matrix $R^{D}$ (II): Newly Visible Image Areas

As pointed out in Section 6.1, when 3-D objects move, newly visible areas become exposed on images. Thus, detecting and properly handling the newly visible area, i.e., disocclusion, is important. These two questions will be addressed in this section.

Obviously, all previous knowledge becomes unreliable in these newly visible areas. Only current measurement is reliable. This situation amounts to that the Kalman filter-based system works at initial conditions in these newly visible areas. This can be justified as follows.

According to Kalman filter theory, when the measurement noise covariance matrix is equal to zero, i.e., $R_{k}^{D}=0$, the Kalman gain matrix $K_{k}^{D}$ will be

$$
\begin{align*}
K_{k}^{D} & =P_{k}^{-} H_{k}^{T}\left(H_{k} P_{k}^{-} H_{k}^{T}+R_{k}^{D}\right)^{-1} \\
& =P_{k}^{-} H_{k}^{T}\left(H_{k} P_{k}^{-} H_{k}^{T}\right)^{-1} \\
& =H_{k}^{-1} H_{k} P_{k}^{-} H_{k}^{T}\left(H_{k} P_{k}^{-} H_{k}^{T}\right)^{-1} \\
& =H_{k}^{-1} \tag{6.18}
\end{align*}
$$

and the updated stabe covariance matrix $P_{k}^{+}$will be

$$
\begin{equation*}
P_{k}^{+}=\left(I-K_{k}^{D} H_{k}\right) P_{k}^{-}=0 \tag{6.19}
\end{equation*}
$$

and the updated state variable vector will be

$$
\begin{align*}
\hat{D}_{k}^{+} & =\hat{D}_{k}^{-}+K_{k}^{D}\left(O_{k}^{-}-H_{k} \hat{D}_{k}^{-}\right) \\
& =\hat{D}_{k}^{-}+H_{k}^{-1}\left(O_{k}^{-}-H_{k} \hat{D}_{k}^{-}\right) \\
& =H_{k}^{-1} O_{k} . \tag{6.20}
\end{align*}
$$



Figure 6.2 Disocclusion.

The above result means that estimated state variable vector are associated only with the current measurement vector and the estimated values are unbiased. Or, equivalently, in the newly exposed areas, the Kalman filter amounts to work on the current information only, as if, in this sense, work at initial state. Its initial state covariance matrix $P_{k}^{+}$is zero. Hence, the conclusion is that as long as the measurement covariance matrix $R_{k}^{D}$ is set to 0 in the newly visible areas, Kalman filter can properly handle the newly visible areas automatically.

Then, how to detect the newly visible image areas?
In Figure 6.2, the entire block surrounded by solid lines moves into the place surromed by dash lines, it is evident that Areal is a newly visible area but Area $\underline{2}$ is not. This is becanse Area 3 fills Area 2, Area 1 moves into Area 3, but, there is no any area that can shift into Area 1 . Area 1 is a newly visible area.

If the block surrounded by the solid lines is used to represent the image of a. 3-1) object at moment $k-1$, the block surrounded by the dash lines is used to represent the image of this object at moment $k$, and the image moving velocity is known as $\left(u^{L}\left(x_{k}, y_{k}\right), v^{L}\left(x_{k}, y_{k}\right)\right)$, then $D_{k i}\left(x_{k}, y_{k}\right)$ is the cmment state variable vector and $D_{k-1}\left(w_{k-1}, y_{k-1}\right)$ is the state variable vector at, moment $l_{i}-1$.

From Section 6.1, one knows

$$
\begin{equation*}
D_{k}(x, y)=\Phi\left(\text { interpolation }\left(D_{k-1}(x, y)\right)\right) . \tag{6.21}
\end{equation*}
$$

From Equation (6.9), one has

$$
\begin{equation*}
D_{k}(x, y)=O_{k}(x, y)-\xi_{k}^{D}(x, y) \tag{6.22}
\end{equation*}
$$

However, in Area 1, Equation (6.21) no longer holds because the image there at moment $k$ is not related to the 3-D object any more. Hence $D_{k}\left(x_{k}, y_{k}\right)$ no longer has any relationship with $D_{k-1}\left(x_{k-1}, y_{k-1}\right)$ in the area. $D_{k}\left(x_{k}, y_{k}\right)$ can only be obtained from current measurement vector $O_{k}\left(x_{k}, y_{k}\right)$ in Area 1, refer to Equation (6.22).

In general, if the system based on the Kalman filter shown in Figure 6.1 is used, the estimate $\hat{D}_{k}\left(x_{k}, y_{k}\right)$ can be obtained from $\Phi\left(\right.$ interpolation $\left(\hat{D}_{k-1}(x, y)\right)$. Thus,

$$
E\left\{O_{k}(x, y)-\hat{D}_{k}^{-}(x, y)\right\}=E\left\{D_{k}(x, y)-\hat{D}_{k}^{-}(x, y)+\xi_{k}^{D}(x, y)\right\}
$$

Since $\xi_{k}^{D}$ is independent of $D_{k}(x, y)-\hat{D}_{k}^{-}(x, y)$ and $E\left\{\xi_{k}^{D}\right\}=0$,

$$
E\left\{O_{k}(x, y)-\hat{D}_{k}^{-}(x, y)\right\}=E\left\{D_{k}(x, y)-\hat{D}_{k}^{-}(x, y)\right\} .
$$

Hence except Area $1, E\left\{D_{k}(x, y)-\hat{D}_{k}^{-}(x, y)\right\} \simeq 0$. It is evident that $\mid E\left\{O_{k}(x, y)-\right.$ $\left.\hat{D}_{k}^{-}(x, y)\right\} \mid$ is much greater in Area 1 than that in any other areas. This observation can be used to detect disocclusion.

In our experiments, $\left|O_{k}(x, y)-\hat{D}_{k}^{-}(x, y)\right|$ instead of $\left|E\left\{O_{k}(x, y)-\hat{D}_{k}^{-}(x, y)\right\}\right|$ is used. This is because the local average computation may fail the detection of newly visible areas in the discontinuity areas, since an average computation can blur a boundary, while the newly visible areas are usually related to discontinuities.

Since $\left|O_{k}(x, y)-\hat{D}_{k}^{-}(x, y)\right|=\left|D_{k}(x, y)-\hat{D}_{k}^{-}(x, y)+\xi_{k}^{D}(x, y)\right|$, the accuracy of the detection of disocclusion is mainly depends on the measurement noise $\xi_{k}^{D}$. Due to the uses of the correlation-feedback algorithm and the first Kalman filter, the amplitude of $\xi_{k}^{D}(x, y)$ are expected to be small. Therefore, detecting disocclusions
is not difficult. Threshold methods can be used. In our experiments, following thresholds are applied.

$$
\begin{align*}
& \frac{\left|o 1_{k}(x, y)-\hat{Z}_{k}^{-}(x, y)\right|}{\left|D_{i s}-\hat{Z}_{k}^{-}(x, y)\right|} \leq 30 \%  \tag{6.23}\\
& \frac{\left|0 \dot{Z}_{k}(x, y)-\dot{\dot{Z}}_{k}^{-}(x, y)\right|}{\left|\hat{Z}_{k}^{-}(x, y)\right|} \leq 30 \%  \tag{6.24}\\
& \frac{\left|03_{k}(x, y)-\dot{X}_{k}^{-}(x, y)\right|}{\left|\hat{X}_{k}^{-}(x, y)\right|} \leq 30 \% \\
& \frac{\left|00_{k}(x, y)-\hat{Y}_{k}^{-}(x, y)\right|}{\left|\hat{Y}_{k}^{-}(x, y)\right|} \leq 30 \% \tag{6.25}
\end{align*}
$$

whene $D_{\text {is }}$ is the distance between the fixation point and a camera, and $D_{i s}=l$. cotan( $\theta$ ), $l$ and $\theta$ are shown in Figure 6.3 . When any one of the above conditions is not satisfied, one concludes that disocclusions happen at the pixel ( $x, y$ ). Thus, at the pixel, set $R_{k}^{D}(x, y)=0$.

The accuracy of delerting disocclusion is partially devermined by the accuracy of detecting the moving boundaries of optical flow fields. The moving boundaries ahwas exist aromed mewly exposed areas. If the moving boundaries are blured, the edges around the newly exposed areas can not be detected effectively by using the diresholds. In other words, the accuracy improvement along moving homdaries discussed in the last chapter is quite useful for detecting the newly exposed areas.

### 6.4 System Noise Covariance Matrix Q

The derivation of measmement noise covarianes matrix $h_{l}^{()}$bas been conducted in the previous two sections. Here we will detemine system mose covariance matrix Q!

System model of standard Kalman filter is a linear function. But, here as we discussed in Section 6.I, the system model is not linear, i.e.,

$$
D_{k}=\Phi\left(\text { interpolation }\left(D_{k-1}\right)\right) .
$$



Figure 6.3 Camera model

Therefore, the state covariance extrapolation $P_{k}^{-}=\Phi P_{k-1}^{+} \Phi^{T}+Q_{k-1}^{D}$ shown in Table 5.1 does not hold and needs to derive in this section.

Equation (6.3) in Section 6.1 is rewritten below.

$$
\begin{align*}
D_{k}(x, y) & =\Phi\left(\text { interpolation }\left(D_{k-1}(x, y)\right)\right) \\
& =\Phi\left(\tilde{D}_{k-1}(x, y)\right) \\
& =\Phi\left(\bar{D}_{k-1}(x, y)+\varphi_{k}(x, y)\right) \\
& =\Phi \bar{D}_{k-1}+\eta_{k}^{D}(x, y) \tag{6.27}
\end{align*}
$$

where $\eta_{k}(x, y) \sim N\left(0, Q_{k}^{D}(x, y)\right)$. The function, interpolation(), will affect computation of the state covariance $P_{k}^{-}$and noise covariance $Q_{k}^{D}$ in the prediction phase. Furthermore, we assume that $\eta_{k}(x, y)$ mainly comes from the function, interpolation(). The so-called interpolation can be explained by referring to Figure 6.4. What we did here is a little bit different from what discussed in [17]. There the authors suggested that the depth field at the $(k-1)$ th moment be first extrapolated (shifting) to form that at the kith moment according to optical flow vector, an


Figure 6.4 Interpolation


Figure 6.5 The reason why noises are produced by bilinear interpolation.
interpolation (resampling) be then conducted. We found that it is more practical to first interpolate the depth field (in our case, the motion fields as well) at the $(k-1)$ th moment, then shift the interpolated deph to form that at the $k$ th moment by using optical flow vector. This is clearly described in Figure 6.4.

A bilinear interpolation is utilized which is illustrated in Figure 6.5. There artain erors are generated. From Figure 6.5, we have

$$
\begin{align*}
\Gamma_{a}= & a\left[Z_{k-1}\left(i_{11}, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}\right)\right]+(1-a)\left[Z_{k-1}\left(i_{11}+1, j_{11}\right)\right. \\
& \left.-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}\right)\right] \tag{6.28}
\end{align*}
$$

and

$$
\begin{equation*}
P_{A}=P_{a}+w_{1} . \tag{6.29}
\end{equation*}
$$

We assume $w_{1}=N\left(0, \delta_{w_{1}}\right)$.
Similarly, we have

$$
\begin{align*}
P_{b}= & a\left[Z_{k-1}\left(i_{11}, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}+1\right)\right]+(1-a)\left[Z_{k-1}\left(i_{11}+1, j_{11}+1\right)\right. \\
& \left.-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}+1\right)\right] \tag{6.30}
\end{align*}
$$

and

$$
\begin{equation*}
P_{B}=P_{b}+w_{2}, \quad w_{2}=N\left(0, \delta_{w_{2}}\right) \tag{6.31}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
P_{d}=b P_{a}+(1-b) P_{b} \tag{6.32}
\end{equation*}
$$

and we assume

$$
\begin{equation*}
P_{D}=P_{d}+w_{3}, \quad w_{3}=N\left(0, \delta_{w_{3}}\right) \tag{6.33}
\end{equation*}
$$

According to the last chapter, we assume that $d_{2}^{u a}$ and $d_{4}^{u a}$ are the true values of $d_{2}^{u}$ and $d_{4}^{u}$, respectively, and

$$
\begin{aligned}
& d_{2}^{u t}=d_{2}^{u a}+\mu_{x} \\
& d_{4}^{u}=d_{4}^{u a}+\mu_{y}
\end{aligned}
$$

where $\mu_{x}=N\left(0, \delta_{x}\right)$ and $\mu_{y}=N\left(0, \delta_{y}\right)$.
We define

$$
\begin{equation*}
\sigma_{k}^{Z}\left(i_{2}, j_{2}\right)=E\left\{\left(\varphi_{k-1}^{Z}\left(i_{2}, j_{2}\right)\right)^{2}\right\} \tag{6.34}
\end{equation*}
$$

where the superscript $Z$ denotes the first component in the measurement vector, i.e., the depth. The derivation in Appendix $C$ shows

$$
\begin{aligned}
& \sigma_{k}^{Z}\left(i_{2}, j_{2}\right) \\
= & {\left[\bar{b}\left(\left(Z_{k-1}\left(i_{11}, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}\right)\right)-\left(Z_{k-1}\left(i_{11}+1, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}\right)\right)\right)\right.}
\end{aligned}
$$

$$
\begin{align*}
& +(1-\bar{b})\left(\left(Z_{k-1}\left(i_{11}, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}+1\right)\right)\right. \\
& \left.\left.-\left(Z_{k-1}\left(i_{11}+1, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}+1\right)\right)\right)\right]^{2} \delta_{x}^{2} \\
& +\left[\bar{a}\left(\left(Z_{k-1}\left(i_{11}, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}\right)\right)-\left(Z_{k-1}\left(i_{11}, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}+1\right)\right)\right)+\right. \\
& (1-\bar{a})\left(\left(Z_{k-1}\left(i_{11}+1, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}\right)\right)\right. \\
& \left.\left.-\left(Z_{k-1}\left(i_{11}+1, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}+1\right)\right)\right)\right]^{2} \delta_{y}^{2} \\
& +\bar{b}^{2} \delta_{w 1}^{2}+(1-\bar{b})^{2} \delta_{w 2}^{2}+\delta_{w 3}^{2} . \tag{6.35}
\end{align*}
$$

It is noted that $\sigma_{k}^{\dot{Z}}, \sigma_{k}^{\dot{X}}, \sigma_{k}^{\dot{Y}}$ can be expressed in the same way.
In our experiments, the linearization noises are represented as

$$
\begin{gather*}
\delta_{w 1}^{2} \approx\left(\frac{\hat{Z}_{k-1}\left(i_{11}, j_{11}\right)-\hat{Z}_{k-1}\left(i_{11}+1, j_{11}\right)}{2}\right)^{2}  \tag{6.36}\\
\delta_{w 2}^{2} \approx\left(\frac{\hat{Z}_{k-1}\left(i_{11}, j_{11}+1\right)-\hat{Z}_{k-1}\left(i_{11}+1, j_{11}+1\right)}{2}\right)^{2}  \tag{6.37}\\
\delta_{w \cdot 3}^{2} \approx\left(\left(\frac{\hat{Z}_{k-1}\left(i_{11}, j_{11}\right)-\hat{Z}_{k-1}\left(i_{11}, j_{11}+1\right)}{4}\right)+\left(\frac{\hat{Z}_{k-1}\left(i_{11}+1, j_{11}\right)-\hat{Z}_{k-1}\left(i_{11}+1, j_{11}+1\right)}{4}\right)\right)^{2} . \tag{6.38}
\end{gather*}
$$

The $\delta_{x}^{2}$ and $\delta_{y}^{2}$ are variances of $d_{2}^{u}$ and $d_{4}^{u}$ that can be obtained from Equation (5.21) in the last chapter, i.e.,

$$
\begin{align*}
& \delta_{x, k}^{2}=\delta_{l, k}^{2} \\
& \delta_{y, k}^{2}=\delta_{v, k}^{2} \tag{6.39}
\end{align*}
$$

where $k$ being the iteration index.
The Appendix C further shows that the system noise covariance matrix is

$$
Q_{k}^{D}\left(i_{2}, j_{2}\right)=\Phi\left(\begin{array}{cccc}
\sigma_{k}^{Z}\left(i_{2}, j_{2}\right) & 0 & 0 & 0  \tag{6.40}\\
0 & \sigma_{k}^{\dot{Z}}\left(i_{2}, j_{2}\right) & 0 & 0 \\
0 & 0 & \sigma_{k}^{\dot{X}}\left(i_{2}, j_{2}\right) & 0 \\
0 & 0 & 0 & \sigma_{k}^{\dot{X}}\left(i_{2}, j_{2}\right)
\end{array}\right) \Phi^{T}
$$

and the predicted state covariance matrix at the $k$ th iteration, $P_{k}^{-}$, is as follows.

$$
\begin{equation*}
P_{k}^{-}=\Phi\left[\text { interpolation }{ }^{2}\left(P_{k-1}^{+}\right)\right] \Phi^{T}+Q_{k}^{D} \tag{6.41}
\end{equation*}
$$

It is noted that the difference between interpolation and the notation of interpolation ${ }^{2}$ is illustrated in Equations $(C .30)$ and $(C .31)$, refer to Appendix $C$.

For the completeness, we also write the prior model below.

$$
\begin{gather*}
E\left\{D_{0}\right\}=\hat{D}_{0}  \tag{6.42}\\
\operatorname{cov}\left\{D_{0}\right\}=P_{0}=\left(D_{0}-E\left\{D_{0}\right\}\right)\left(D_{0}-E\left\{D_{0}\right\}\right)^{T} \tag{6.43}
\end{gather*}
$$

$E\left\{D_{0}(x, y)\right\}$ can be substituted by the average around $D_{0}(x, y)$, i.e.,

$$
\sum_{i=-1}^{1} \sum_{j=-1}^{1} D_{0}(x+i, y+j) / 9
$$

The update phase the Kahman filter-based system is:

$$
\begin{gather*}
\hat{D}_{k}^{+}(x, y)=\hat{D}_{k}^{-}+K_{k}^{D}\left(O_{k}-I \hat{D}_{k}^{-}\right)  \tag{6.44}\\
K_{k}^{D}(x, y)=P_{k}^{-}\left(P_{k}^{-}+R_{k}^{D}\right)^{-1}  \tag{6.45}\\
P_{k}^{+}(x, y)=\left(I-K_{k}^{D}\right) P_{k}^{-} \tag{6.46}
\end{gather*}
$$

Now the proposed Kalman filter has been completely specified.

### 6.5 Experiments

Two experiments using the proposed Kalman fiter-based algoritmm are presented here. The first experiment is about three objects. There is a relative motion betwen them. UOFF approach together with the feedback technique in detemming optical flow and the proposed Kalman filter are applied. Fairly good results about depth and motion felds illustrate the feasibility of our approach.

In the second experiment the entire scene is a fat poster experiencing translation. Again both depth and motion field are recovered by our approach. A comparison between the depth map obtained by on approach and that reported in [17] is made. If hmas ont that on method perfonms betier: more acenmate and morr monst agamst noiss.

### 6.5.1 Experiment I

Setting: The experiment setting is shown in Figure 4.5 where the superscript $l$ stands for left, $r$ for right and $m$ for middle. The angles between two neighboring optical axes is $2.5^{\circ}$. The focal length is 12.5 mm . Flat posters are mounted on three boxes facing the camera. The box 1 is fixed, while the box 2 and box 3 move together horizontally. The translation velocity is $5 \mathrm{~mm} /$ frame. Other dimensions are shown in Figure 4.5. Images are taken with a CCD SONY camera via a DATACUBE system and stored in a SUN SPARC workstation. The images are $512 \times 512$ and cut into $256 \times 256$. Through a subsampling, images are further reduced to $64 \times 64$. Three of the reduced images at the first moment are shown in Figures 4.6-4.8.

In other words, the first experiment setting is the same as the experment setting in the last chapter except that the combination of box 2 and box 3 now continues to move at a speed of $5 \mathrm{~mm} /$ frame. That is, a stereo image sequence is used. The arrangement of stereo image sequence is shown in Figure 6.6.

Results: The image sequence is processed by using the UOFF approach, the correlation-feedback algorithm and the first Kalman filter, and the Kalman filter proposed in this chapter, refer to Figure 6.1. The Kahman filter iterates 11 times and during each iteration the correlation feedback algorithm iterates 10 times. The results of the experment are shown in Table 6.1. There the RMS errors and average errors are defined the same as in [15].

Comparing the first column of Table 6.1 with last column of the table, $\dot{Z}(x, y)$ and $\dot{Y}(x, y)$ are indeed improved. In the middle column, the two Kalman filters are used but the technique of detecting newly visible image areas is not performed. It is worth noting that il newly visible areas are considered, the emor can be reduced.

Discussion: Though this experiment is not a complicated one, however, the scene contans multiple objects that have a relative motion betwern low 1 , and the combination of box 2 and box 3. That is, the scene is not stationary. If the camera is in


Figure 6.6 Stereo image sequence

Table 6.1 Result comparison

| Error Type | First Kalman <br> Filter | No Detecting <br> New Areas | Two Kalman <br> Filters |
| :--- | :---: | :---: | :---: |
| RMS $Z_{\text {error }}$ | $3.56 \%$ | $3.53 \%$ | $3.47 \%$ |
| RMS $X_{\text {error }}$ | $3.50 \%$ | $3.48 \%$ | $3.37 \%$ |
| RMS Yerror | $3.58 \%$ | $3.60 \%$ | $3.53 \%$ |
| Average $Z_{\text {error }}$ | $15.15 \%$ | $11.75 \%$ | $12.69 \%$ |
| Average $X_{\text {error }}$ | $2.95 \%$ | $3.07 \%$ | $2.89 \%$ |
| Average $Y_{\text {error }}$ | $0.87 \%$ | $0.62 \%$ | $0.58 \%$ |

another movement, then this case cannot be handled in the conventional framework of motion stereo or direct method as discussed before. With our UOFF approach, both depth map and motion fields may be recovered. The correlation-feedback algorithm for optical flow determination and the Kalman filter for incrementally image sequence processing have assisted us to achieve fairly good accuracy. More complicated experiments containing multiple independently moving objects are planned to be conducted.

### 6.5.2 Experiment II

Setting: It has been mentioned that the previous works in motion analysis mainly considered only camera motion. Furthermore a planar scene is often used to verify efficiency of an algorithm [17]. In order to compare the accuracy achieved by our approach and that by others, the second experiment has been conducted and is reported here. In the experiment, the entire scene is a flat poster, that horizontally moves with a speed of $4 \mathrm{~mm} /$ frame. The distance between the camera and the plane in which the poster is located and moving is 885 mm . The focal length is 12.5 mm . In order to test robustness of our approach under the circumstance that image quality is low, only $i$ bits are used for quantization levels in the experiment. Hence, the


Figure 6.7 First frame of plane motion.

1st and 12 th frames taken by the middle camera, shown in Figures 6.7 and 6.8, are relatively dark.

The second Kalman filter iterates 10 times. In each iteration, the correlationfeedback algorithm iterates twice and the first Kalman filter iterates once. In this experiment, the first Kalman filter is useless since there is no any moving boundary. Hence, $T^{s}=T^{l}=T^{r}=T^{v}=0$ is applied. In fact, the first Kalman filter can be ignored in such experiment.

In the experiment, the transition matrix $\Phi$ is an identity matrix.
Results: By applying our LOFF approach, including the correlation-feedback algorithm and Kalman filter, we obtained good results which are shown in Figures 6.9-6.11. It is noted that the velocities along $Y$ and $Z$ directions, $\dot{Y}$ and $\dot{Z}$, are expected to be zero in this experiment.

Discussion: In [17] Matthies, Kanade and Szeliski reported a quantitative experiment. There a poster of a tiger is fixed. The image sequence was taken


Figure 6.8 Twelfth frame of plane motion.
with vertical camera motion. The authors believed that it is better than horizontal motion. They used a correlation-based algorithm to estimate optical flow for each pixel. The depth map was then recovered from the estimated optical flow and known camera motion with respect to the whole poster: the depth-from-motion, one of the typical motion stereo techniques. A Kalman filter was used. In their experiment, from the 1st to the 10 th iterations of the Kalman filter, the RMS relative error in the depth $Z$ decreases from $7 \%$ to a little bit more than $2 \%$, refer to the so-called "Actual dense iconic" curve in Figure 10 in [17]. In our approach, from the 1st to 10 th iterations of the proposed Kalman filter, the RMS relative error in $Z$ deceases from $3 \%$ to $1.71 \%$. Considering 7 bit in quantization, this means our results are more accurate and robust. Furthermore, not only the depth map but also the speed fields: $\dot{X}, \dot{Y}, \dot{Z}$ are recovered.


Figure 6.9 RMS errors of $X$ and $A$ verage errors of $\dot{X}$.


Figure 6.10 RMS errors of $Y$ and Average errors of $\dot{Y}$.


Figure 6.11 RMS errors of $Z$ and Average errors of $\dot{Z}$.

### 6.6 Discussions and Conclusions

### 6.6.1 System Model

In the first experiment, according to the discussion of Section 6.2, we should use

$$
\Phi=\left(\begin{array}{llll}
1 & 1 & 0 & 0  \tag{6.47}\\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

This means

$$
Z_{k}=Z_{k-1}+\dot{Z}_{k}
$$

However, sometimes, we used

$$
\Phi=\left(\begin{array}{llll}
1 & 0 & 0 & 0  \tag{6.48}\\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

That is,

$$
Z_{k}=Z_{k-1}
$$

Our experiment has shown that the results obtained by using these two different kinds of $\Phi$ do not have significant differences. This is because the surfaces of the scene in the first experiment vary drastically. The errors in depth map itself are larger than the errors caused by ignoring $\dot{Z}$.

In the second experiment, however, transition matrix should be represented as following

$$
\Phi=\left(\begin{array}{llll}
1 & 0 & 0 & 0  \tag{6.49}\\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

since the flat poster is in the horizontal translating, perpendicular to the $Z$ axis. This is because the surface of the depth map is flat. Consequently, the errors in depth map are less than that in the first experiment. Therefore, the errors caused the error increases significantly if Equation (6.47) is utilized.

If the motion mode of objects is unknown, the selection of $\Phi$ is difficult. Generally speaking, the selection of $\Phi$ will affect the errors in estimation and even the system stability. But, in our system, the detection of newly visible areas makes some difference which will be discussed below.

So far, we assume that the accelerations in $X, Y$, and $Z$ directions are zeros. If they are not zeros, we can adjust the thresholds in Equations (6.24-6.26) to handle the situation. When the velocities change too fast, the current states relate to not only the previous states but also the accelerations of $X, Y$, and $Z$. For instance, if $\ddot{Z}_{k}(x, y)$ is great, $\hat{\dot{Z}}_{k}(x, y)$ should be equal to $\hat{\dot{Z}}_{k-1}(x, y)+\hat{\vec{Z}}_{k}(x, y)$. If one still use $\hat{\dot{Z}}_{k}(x, y)=\hat{\dot{Z}}_{k-1}(x, y)$, more error will be produced. Since $o 2_{k}$ is a measurement value of $\dot{Z}_{k}$ and $\hat{\dot{Z}}_{k}^{-}=$interpolation $\left(\hat{\dot{Z}}_{k-1}^{+}\right)$as discussed in Sections 6.1 and 6.4 , when $\ddot{Z}_{k}(x, y)$ is large, $o 2_{k}$ contains the effect of $\ddot{Z}_{k}(x, y)$, but $\hat{\dot{Z}}_{k}^{-}(x, y)$ may not. Therefore, $\left|o 2_{k}-\hat{\dot{Z}}_{k}^{-}\right|$increases. From Equation (6.24), if $\left|o 2_{k}-\hat{\dot{Z}}_{k}^{-}\right| /\left|\hat{\dot{Z}}_{k}^{-}\right|>30 \%, R_{k}^{D}=0$. This amounts to treat a newly visible area. That is, when the errors are greater than the thresholds, the Kalman filter will automatically give up the previous information and work only on the present information. As shown in Equation (6.20), the output of the system, $\hat{D}_{k}^{+}$, is just current measurement vector $O_{k}$ since $H$ is an identity matrix. Thus, the effect of this error is reduced. This scheme can guarantee that errors are always less than thresholds regardless of the selection of $\Phi$. Therefore, one can adjust the thresholds to control the error produced by the velocity change. But if the thresholds are too large, errors will be great. If the thresholds are too small, the areas that are not newly exposed areas will be considered as newly visible areas so that errors will increase in such areas. As a result, $\Phi$ and the thresholds must be selected appropriately.

### 6.6.2 Newly Visible Image Areas

When camera and/or object(s) move, newly visible area exposure is unavoidable. Since in the newly visible area, the previous knowledge is not available, Kalman filter should work only on the present information. Fortunately, Kalman filter has an ability to automatically handle the newly visible area exposure problem. That is, as long as the measurement noise covariance matrix $\left(R_{k}^{D}\right)$ is set equal to 0 , the Kalman filter can ignore the previous information. Therefore, a threshold method is developed in this chapter so that $R_{k}^{D}$ is set as 0 in an area where the newly visible area is detected.

### 6.6.3 Selection of $R, Q$ and $P$ Matrices

In [17] and [45], a simple method is used to lump all of errors together by inflating the current state covariance estimates by a small multiplicative factor in the prediction stage. Thus,

$$
\begin{equation*}
P_{k}^{-}=(1+\epsilon) P_{k-1}^{+} \tag{6.50}
\end{equation*}
$$

Then, the $P_{k}^{-}$is interpolated. As discussed in [17], a more exact approach is to attempt to model individual sources of error and to propagate their effects through the prediction equations. In this chapter, the interpolation process is analyzed so that the system noise covariance matrix $Q_{k}^{D}$ and state covariance extrapolation of the Kalman filter $P_{k}$ can be computed more reasonably than simply using Equation (6.50). The analysis indicates that interpolation of state variables causes errors. In fact, when interpolation is used, the system is not linear, the prediction phase of Kalman filter must be modified. In this chapter, we conclude

$$
\left.\begin{array}{l}
\hat{D}_{k}^{-}=\Phi_{k-1}\left[\text { interpolation }\left(\hat{D}_{k-1}^{+}\right)\right] \\
P_{k}^{-}=\Phi_{k-1}[\text { interpolation } \tag{6.51}
\end{array}{ }^{2}\left(P_{k-1}^{+}\right)\right] \Phi_{k-1}+Q_{k-1}^{D} . ~ \$
$$

Here, only noise caused by the interpolation is considered in the system noise covariance matrix $Q_{k}^{D}$ because all other noises are measurement noises that are
considered in the $R_{k}^{D}$. $R_{k}^{D}$ is the covariance matrix of measurement noises $\xi_{k}^{D}$. $\xi_{k}^{D}$ is caused by cameras, A/D converter, optical flow determination and 3-D motion estimation. Therefore, $R_{k}^{D}$ can be derived from the measurement noise of optical flow fields. If there is any other system noise, as long as it is additive and white Gaussian noise, to expend the derivation is not difficult.

### 6.6.4 Experiments

The first experiment shows that $\dot{Z}$ and $\dot{Y}$ are improved more than other 3-D fields. This is because the first Kalman filter has not improved the $\dot{Z}$ and $\dot{Y}$. The other 3-D fields have moving boundaries. They were improved by the first Kalman filter.

In addition, since $X, Y, Z$, and $\dot{X}$ have newly visible areas, they are improved by detecting newly visible areas. However, $\dot{Z}$ is worse and $\dot{Y}$ is not improved very much when the newly visible area detection is conducted. This is because $\dot{Z}$ and $\dot{Y}$ are constant (zero) fields. When the second Kalman filter works at initial condition in the newly visible areas, noise becomes larger.

In [17], a Kalman filter is used to refine depth map. Its efficiency has been verified. Here, the Kalman filter is used to refine six 3-D fields. Since the correlationfeedback algorithm and UOFF approach to 3-D motion analysis are adopted, its efficiency is obviously improved. The similar poster translation experiment shows that our relative RMS error of depth map is $1.7 \%$, while the RMS error of depth map is larger than $2.0 \%$ in [17].

# CHAPTER 7 

## SUMMARY

This chapter contains a summary of our major research contributions, a review of some of unsolved problems and possible avenues for future research.

### 7.1 Major Contributions

The most significant contribution of our research described in this dissertation is the development of a robust algorithm based on a theoretical computational framework for the determination of dense 3-D position and motion fields from a stereo image sequence. The framework is applicable for camera motion as well as both rigid and nonrigid object(s) motion.

In the dissertation, a novel optical flow field computation approach is developed. The approach is called "correlation-feedback approach." The approach has three features distinct from any other existing approach. They are feedback, rubber window, and special refinement. The feedback technique is used for the first time in optical fow detemination. Since the ontput optical fow field is fed back to input to compensate the ontput's uncertainties, the accuracy is improved considerablely. The rubber window is applied so that subpixel problem can be handled. Its refinement is based on local best matching between original image and the estimated image. The refinement and feedback compensation are used iteratively so that optical fow field computation is robust against noise and discontinuities are conserved. The approach performs especially well for nommiform optical flow fields. This is becanse the refinement is a local best matching scheme. We have verified that the approach is gemerally convergent. At least, when the intensity is a linear function of the coordinates, the algorithm must be convergent. Our experments also prove that the
approach is one of the best ways to compute optical flow field in view of a recent comprehensive study of all of the existing optical flow techniques [40]. Although the algorithm has used Singh's subpixel estimation scheme and propagation stage [44], we also can use our new ideas such as feedback, rubber window and special refinement to other subpixel estimation and propagation schemes.

The UOFF theoretic framework and the UOFF approach to 3-D position and motion estimation have been developed by Shu and Shi ([41]-[4:3], [49]). The approach is different from all existing 3-D motion recovery approaches. It is based on a four frame model to compute six dense 3-D position and velocity fields. They are $Z(x, y)$, $X(x, y), Y(x, y), \dot{Z}(x, y), \dot{X}(x, y)$, and $\dot{Y}(x, y)$ where $x$ and $y$ are coordinates of image plane. The approach can compute 3-D motion and surface structure at any pixel as long as optical flow vector at the pixel is known. Therefore, it can estimate any mode of motion such as rigid and/or nonrigid object(s) motion, a relative motion between camera and the 3-D world space, as well as the multiple independent objects motion.

Since the approach is based on the optical flow vector at each pixel, the accuracy of the approach is determined by the accuracy of the optical flow vector. In other words, the approach is sensitive to uncertainty of the optical flow. Especially the determination of the velocity fields such as the $\dot{Z}(x, y)$ field is sensitive to uncertanty of the optical flow. In this research, we verify that the UOFF approach is feasible with large numbers of experiments: using both computer simulation and real image sequences in the laboratory. Our formula of computing depth map is verified to be more robust than most of the previous works. Kalman filter is utilized to improve the UOFF's sensitivity to uncertanties of optical flow. Nine frame mode instead of four frame mode and stereo image sequences instead of still images are used in implementation of the UOFF approach.

In the dissertation, two Kalman filter-based algorithms have been developed. The first Kalman filter-based algorithm is used to improve accuracy along moving bonndaries in optical flow field. The Kalman filter is used as a kind of refinement mechanism. It uses a fixed group of images instead of a stereo image sequence. This is different from the previous works. We prove that the convergence of optical flow field computation is nonhomogeneous. On object's boundary, convergence is faster than that in an interior area. Therefore, different pixels need different number of iterations in computation. We use the first Kalman filter to implement this idea. The efficiency is obvious. The estimation of the optical flow fields and the 3-D motion reconstruction are improved effectively. The system and measurement noise covariance matrices $Q_{k}^{u}$ and $R_{k}^{u}$ are analyzed carefully. By means of computation of $R_{k}^{u}$, discontinuity is preserved.

As we know, a stereo image sequence carries much more information than a few fixed images. Many previous works have used stereo image sequences to improve their motion estimation. But, these works are restricted to only consider the relative motion between camera and 3-D world space, for instance, a moving camera and a static 3-D world space. They usually do not consider that motion changes and there are newly visible image areas. In fact, when either camera or objects are allowed to move, or objects change shape, the newly visible areas may be exposed in the image sequence. In the newly exposed areas, the information and results based on previons image frames can not be fused with current information. Otherwise, errors will be generated. In other words, stereo image sequence must be used carefully. We have developed a threshold scheme to determine the newly exposed areas. In the newly visible image areas, the second Kalman filter works at an initial condition so that only current information is used to compute 3-1) motion. In addition, the interpolation process is analyzed in detail so that covariance of the system noise $\left(Q_{k}^{D}\right)$ and state covariance $\left(P_{k-1}^{+}(x, y)\right)$ extrapolation of the Kalman filter can be computed more
reasonably than treated in the previous works [17] [45]. Besides, the measurement noise $\left(\xi_{k}^{D}=N\left(0, R_{k}^{D}\right)\right)$ of the system is considered to be generated from camera, A/D converter, and optical flow determination. The measurement noise covariance $R_{k}^{D}$ is then derived.

To our knowledge, the error analysis and derivation of $Q, P$, and $R$ matrices for these two Kalman filters in this dissertation are more advance than the previous works reported in the literatures.

As shown in our experiments, the two Kalman filters make our 3-D motion and structure reconstruction more efficient and more accurate.

### 7.2 Major Unsolved Issues

The dissertation research focuses on improvement of accuracy of 3-D motion and structure estimation. In fact, computation efficiency should be also considered. Because accuracy depends on image quality, if high resolution and 16 bits $\mathrm{A} / \mathrm{D}$ converter are adopted, accuracy will be raised. But computation speed will become a major problem. In our framework, most time in computation is spent in the correlation-feedback stage. The correlation-feedback approach can raise accuracy considerablely. But it also increases computation complexity. Especially, when optical flow field is uniform, i.e., optical flow vectors are constant with respect to coordinates, the convergence of our algorithm is slower than a few other approaches. This is beause we have used Singh's subpixel estimation scheme in our algorithm. We have not examined whether such subpixel estimation is of fastest convergence.

We have indicated that the 3-D estimation framework can work in a dynamic world. But we have not arranged experiments to verify this observation because we den't have necessary experiment conditions yet to conduct advanced experiments.

### 7.3 Directions for Further Research

Firstly, we should pursue faster convergence of the correlation-feedback algorithm in determining optical flow. We can try to derive faster and more applicable subpixel estimation and propagation schemes.

Secondly, we should search for a best way to use the confidence measure to enhance the accuracy of 3-D motion analysis in our UOFF approach. In an optical fow vector field, not all vectors have high accuracy. However, in many cases, not all vectors are needed as well. In fact, from the part of the vector field, 3-1) information can still be reconstructed in many cases. Therefore, we can extract those flow vectors with high reliability to estimate $3-\mathrm{D}$ information. The usage of confidence measure technique may enhance not only accuracy but also computation speed.

Thirdly, we should try to apply the UOFF approach to nonrigid object motion analysis. Although the framework can be used in the subject theoretically, we should use experimental work to verify the conclusion. When experimental conditions are improved, real robot navigation in dynamic enviromment should be pursued. We also caus consider to use high resolution and high quantization in digital image acquisition to improve accuracy.

Finally, since the framework can be used for both rigid and nomrigid motion estimation, it may be extended to video signal compression.

## APPENDIX A

## 3-D MOTION PARAMETERS DERTVATION

## A. 1 A

It is obvious that

$$
\frac{1}{f} u^{R}=\frac{1}{f} \frac{\partial x^{R}}{\partial t}
$$

Using the formulae of perspective projection and coordinate transformation, we have

$$
\begin{aligned}
\frac{1}{f} u^{R} & =\frac{(\dot{X} \cos \theta-\dot{Z} \sin \theta) Z-[(X-l) \cos \theta-Z \sin \theta] \dot{Z}}{Z^{2}} \\
& =\frac{(\dot{X} Z-X \dot{Z}) \cos \theta}{Z^{2}}+\frac{l \dot{Z} \cos \theta}{Z^{2}}
\end{aligned}
$$

The use of the perspective projection leads to

$$
\begin{equation*}
\frac{1}{f} u^{R}=\frac{1}{f} u^{L} \cos \theta+\frac{l \dot{Z}}{Z^{2}} \cos \theta \tag{A.1}
\end{equation*}
$$

It follows from the perspective projection that

$$
\begin{equation*}
\frac{1}{f} v^{R}=\frac{1}{f} v^{L} \tag{A.2}
\end{equation*}
$$

## A. 2 B

Following the definition of $u^{s}$, one has

$$
\frac{u^{s}}{f}=\frac{1}{f} \lim _{\delta s \rightarrow 0} \frac{\delta x}{\delta s}
$$

where $\delta s=\sqrt{x^{2}+z^{2}+x^{2} \tilde{0}^{2}}$ for the case when two optical axes $O Z$ and $O^{R} Z^{R}$ are coplanar. As pointed out in Section $4.2, \tilde{z}$ is restricted to be zero in this paper. Hence, $\delta s=\sqrt{\tilde{x}^{2}+\chi^{2} \tilde{\theta}^{2}}$. Approximating derivative by using average variation rate and combining the formulae of coordinate transformation and perspective projection,
and the definition of $u^{s}$ and $v^{s}$, one has

$$
\begin{align*}
\frac{u^{s}}{f} & \approx\left(\frac{(X-l) \cos \theta-Z \sin \theta}{Z^{R}}-\frac{X}{Z}\right) / \sqrt{l^{2}+x^{2} \theta^{2}} \\
& \approx\left(\frac{X \cos \theta-l \cos \theta-Z \sin \theta-X}{Z}\right) / \sqrt{l^{2}+x^{2} \theta^{2}} \\
& \approx-\left(\frac{l}{Z}+\frac{2(1-\cos \theta)}{\sin \theta}\right) / \sqrt{l^{2}+x^{2} \theta^{2}} \tag{A.3}
\end{align*}
$$

The above equation comes from the far-field assumption. Similarly, we have

$$
\begin{align*}
\frac{v^{s}}{f} & \approx\left\{\left(\frac{1}{Z^{k}}-\frac{1}{Z}\right) Y\right\} / \sqrt{l^{2}+\chi^{2} \theta^{2}} \\
& \approx 0 \tag{A.4}
\end{align*}
$$

## A. 3 C

Since $\frac{x^{L}}{f}=\frac{x}{Z}$ one has

$$
\begin{equation*}
\frac{1}{f} u^{L}=\frac{1}{f} \frac{\partial x^{L}}{\partial t}=\frac{\dot{X} Z-\dot{Z} X}{Z^{2}}=\frac{\dot{X}}{Z}-\frac{\dot{Z}}{Z} \frac{X}{Z} \tag{A.5}
\end{equation*}
$$

Simitarly, the equation $\frac{y^{2}}{f}=\frac{Y}{Z}$ leads to

$$
\begin{equation*}
\frac{1}{f} v^{L}=\frac{1}{f} \frac{\partial y^{L}}{\partial t}=\frac{\dot{Y} Z-\dot{Z} Y}{Z^{2}}=\frac{\dot{Y}}{Z}-\frac{\dot{Z}}{Z} \frac{Y}{Z} \tag{A.F}
\end{equation*}
$$

## APPENDIX B

## COVARIANCE PROOF

Two random variables $u_{0}^{(k)}$ and $u_{1}^{(k)}$ are independent, and $u_{0}^{(k)}=N\left(u^{a}, \delta_{0}^{2}\right)$ and $u_{1}^{(k)}=$ $N\left(u^{u}, \delta_{1}^{2}\right)$.
The covariance of the $e^{-\Gamma_{x}^{2}\left(u_{0}^{(k)}-u^{a}\right)^{2}}\left(u_{0}^{(k)}-u^{a}\right)$ and $e^{-\Gamma_{x}^{2}\left(u_{1}^{(k)}-u^{a}\right)^{2}}\left(u_{1}^{(k)}-u^{a}\right)$ is $C_{01}$.

$$
\begin{align*}
C_{01}= & \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(e^{-\Gamma_{x}^{2}\left(u_{0}^{(k)}-u^{a}\right)^{2}}\right)\left(e^{\left.-\Gamma_{x}^{2}\left(u_{1}^{(k)}-u^{a}\right)^{2}\right)}\right. \\
& \frac{\left(u_{1}^{(k)}-u^{a}\right)\left(u_{0}^{(k)}-u^{a}\right)}{2 \pi \delta_{1} \delta_{0}} e^{\frac{-\left(u_{1}^{(k)}-u^{a}\right)^{2}}{2 \delta_{0}^{2}}} e^{\frac{-\left(u_{0}^{(k)}-u^{a}\right)^{2}}{2 \delta_{1}^{2}}} d u_{1}^{(k)} d u_{0}^{(k)} \\
= & \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\left(u_{1}^{(k)}-u^{a}\right)\left(u_{0}^{(k)}-u^{a}\right)}{2 \pi \delta_{1} \delta_{0}} \\
& e^{-\left(\bar{I}_{x}^{2}+\frac{1}{2 \delta_{0}^{2}}\right)\left(u_{0}^{(k)}-u^{a}\right)^{2}} e^{-\left(\bar{T}_{x}^{2}+\frac{1}{2 \delta_{1}^{2}}\right)\left(u_{1}^{(k)}-u^{a}\right)^{2}} d u_{1}^{(k)} d u_{0}^{(k)} \\
= & \frac{1}{2 \pi \delta_{1} \delta_{0}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(u_{1}^{(k)}-u^{a}\right)\left(u_{0}^{(k)}-u^{(k)}\right. \\
& e^{-\left(\bar{l}_{x}^{2}+\frac{1}{2 \delta_{0}^{2}}\right)\left(u_{0}^{(k)}-u^{a}\right)^{2}} e^{-\left(T_{x}^{2}+\frac{1}{2 \delta_{1}^{2}}\right)\left(u_{1}^{(k)}-u^{a}\right)^{2}} d u_{1}^{(k)} d u_{0}^{(k)} \tag{B.1}
\end{align*}
$$

Assuming that two random variables $v_{0}$ and $v_{1}$ are independent of each other, $v_{0}$ is $N\left(u^{u}, \frac{1}{2 T_{x}^{2}+\delta_{0}^{-2}}\right), v_{1}$ is $N\left(u^{u}, \frac{1}{2 T_{x}^{2}+\delta_{1}^{-2}}\right)$, the Covariance of $v_{0}$ and $v_{1}$ is $C_{v_{0} v_{1}}$. Therefore,

$$
\begin{align*}
C_{v_{0} u_{1}}= & \frac{1}{2 \pi\left(2 \bar{I}_{x}^{2}+\delta_{1}^{-2}\right)^{1 / 2}\left(2 \bar{I}_{x}^{2}+\delta_{1}^{-2}\right)^{1 / 2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(v_{1}-u^{u}\right)\left(v_{0}-u^{a}\right) \\
& e^{-\left(\bar{T}_{x}^{2}+\frac{1}{2 \delta_{1}^{2}}\left(v_{1}-u^{a}\right)^{2}\right.} e^{-\left(\bar{T}_{x}^{2}+\frac{1}{2 \alpha_{0}^{2}}\right)\left(v_{0}-u^{a}\right)^{2}} d v_{0} d v_{1} \\
= & 0 \tag{B.2}
\end{align*}
$$

Comparing equation (B.1) with equation (B.2), one can conclude that $C_{01}=0$.

## APPENDIX C

## DERIVATION OF $Q$ AND $P$ MATRICES

In Section 6.1, it is pointed out that due to image digitization a linear interpolation is needed to obtain state vector $D_{k}(x, y)$ at moment $k$ from $D_{k-1}(x, y)$ at moment $k-1$.

In order to simplify the derivation, one dimensional case is considered, i.e., we only discuss the derivation for the first component of the state and measurement vector: the depth $Z(x, y)$. The results we derived can be readily available for the other three components. Furthermore, the transition matrix $\Phi$ is assumed to be diagonal. That is, $\phi_{11}$ is assumed to be a constant. Thus, Equation (6.3) leads to

$$
\begin{align*}
Z_{k}(x, y) & =\phi_{11}\left(\text { interpolation }\left(Z_{k-1}(x, y)\right)\right) \\
& =\phi_{11} \tilde{Z}_{k-1}(x, y) \\
& =\phi_{11} \bar{Z}_{k-1}(x, y)+\phi_{11} \varphi_{k} \\
& =\phi_{11} \bar{Z}_{k-1}(x, y)+\eta_{k}^{Z}(x, y) \tag{C.1}
\end{align*}
$$

Let's examine how noise is caused by the interpolation process.
In Figure 6.4, depth maps of $Z_{k}\left(i_{2}, j_{2}\right)$ and $Z_{k-1}\left(i_{1}, j_{1}\right)$ are shown. Since the 3-D) object(s) is moving, its depth map is also moving. The velocity of motion of the depth map is the optical flow vector $\left(d_{2}^{u}, d_{4}^{u}\right)$, i.e., the measured values of $\left(u^{L}, v^{L}\right)$. In other words, during an iteration, $\tilde{Z}_{k-1}\left(i_{2}, j_{2}\right)$ should have been obtained by shifting $Z_{k-1}\left(i_{1}, j_{1}\right)$ at the velocity $\left(d_{2}^{u}\left(i_{2}, j_{2}\right), d_{4}^{u}\left(i_{2}, j_{2}\right)\right)$, i.e.,

$$
\begin{align*}
\hat{Z}_{k-1}\left(i_{2}, j_{2}\right) & =Z_{k-1}\left(i_{1}+d_{2}^{u}\left(i_{2}, j_{2}\right), j_{1}+d_{4}^{u}\left(i_{2}, j_{2}\right)\right) \\
& =Z_{k-1}\left(i_{2}-d_{2}^{u}\left(i_{2}, j_{2}\right), j_{2}-d_{4}^{u}\left(i_{2}, j_{2}\right)\right) \tag{C.2}
\end{align*}
$$

But, mfortunately, $d_{2}^{u}\left(i_{2}, j_{2}\right)$ and $d_{4}^{u}\left(i_{2}, j_{2}\right)$ generally may not be integer-valued. Therefore, Equation (C.2) may not hold. Refer to Figure 6.4, one has

$$
\begin{equation*}
\tilde{Z}_{k-1}\left(i_{2}, j_{2}\right)=Z_{k-1}\left(x_{1}, y_{1}\right) \tag{C.3}
\end{equation*}
$$

where $x_{1}$ and $y_{1}$ are real and

$$
\begin{align*}
& x_{1}=i_{2}-d_{2}^{u}\left(i_{2}, j_{2}\right) \\
& y_{1}=j_{2}-d_{4}^{u}\left(i_{2}, j_{2}\right) \tag{C.4}
\end{align*}
$$

From Figure 6.4, it is clear that

$$
\begin{align*}
Z_{k-1}\left(x_{1}, y_{1}\right) & =\text { interpolation }\left(Z_{k-1}\left(i_{1}, j_{1}\right)\right) \\
& =b\left[a Z_{k-1}\left(i_{11}, j_{11}\right)+(1-a) Z_{k-1}\left(i_{11}+1, j_{11}\right)\right]+ \\
& =(1-b)\left[a Z_{k-1}\left(i_{11}, j_{11}+1\right)+(1-a) Z_{k-1}\left(i_{11}+1, j_{11}+1\right)\right]( \tag{C.5}
\end{align*}
$$

The equation is a standard bilinear interpolation. Figure 6.4 shows the relationship among $Z_{k-1}\left(x_{1}, y_{1}\right), Z_{k-1}\left(i_{11}, j_{11}\right), Z_{k-1}\left(i_{11}+1, j_{11}\right), Z_{k-1}\left(i_{11}, j_{11}+1\right)$ and $Z_{k-1}\left(i_{11}+\right.$ $\left.1, j_{11}+1\right)$ and the meanings of $a$ and $b . Z_{k-1}\left(i_{11}, j_{11}\right)$ is located at the pixel $\left(i_{11}, j_{11}\right)$ which is such a pixel among the four that is closest to $\left(x_{1}, y_{1}\right)$ and at the north-west corner of $\left(x_{1}, y_{1}\right)$. This can be represented as following equations

$$
\begin{align*}
& i_{11}=\operatorname{int}\left(x_{1}\right)=i_{2}-\operatorname{int}\left(\left(d_{2}^{u}\left(i_{2}, j_{2}\right)\right)-1\right. \\
& j_{11}=\operatorname{int}\left(y_{1}\right)=j_{2}-\operatorname{int}\left(d_{4}^{u}\left(i_{2}, j_{2}\right)\right)-1 \tag{C,6}
\end{align*}
$$

where int() is an operation that changes real number into integer that is always less than the real number. In addition,

$$
\begin{aligned}
& 1-a=c_{1}-i_{11} \\
& 1-b=y_{1}-j_{11}
\end{aligned}
$$

Assmming that $d_{2}^{u a}$ and $d_{4}^{u a}$ are the true values of $d_{2}^{u}$ and $d_{4}^{u}$ respectively, and

$$
d_{2}^{u}=d_{2}^{u a}+\mu_{x}
$$

$$
d_{4}^{u}=d_{4}^{u a}+\mu_{y},
$$

where $\mu_{x}=N\left(0, \delta_{x}\right)$ and $\mu_{y}=N\left(0, \delta_{y}\right)$, one has

$$
\begin{align*}
1-a=x_{1}-i_{11} & =1-d_{2}^{u u a}\left(i_{2}, j_{2}\right)+\operatorname{int}\left(d_{2}^{u a}\left(i_{2}, j_{2}\right)\right)+\mu_{x} \triangleq 1-\bar{a}+\mu_{x} \\
a & =\bar{a}-\mu_{x} \\
1-b=y_{1}-j_{11} & =1-d_{4}^{u a a}\left(i_{2}, j_{2}\right)+\operatorname{int}\left(d_{2}^{u a}\left(i_{2}, j_{2}\right)\right)+\mu_{y} \triangleq 1-\bar{b}+\mu_{y} \\
b & =\bar{b}-\mu_{y} \tag{C.7}
\end{align*}
$$

Though interpolation is a bilinear interpolation $Z_{k-1}\left(x_{1}, y_{1}\right)-\hat{Z}_{k-1}^{+}\left(x_{1}, y_{1}\right)$ may not be linearly related with $Z_{k-1}\left(i_{11}, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}\right), Z_{k-1}\left(i_{11}+1, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+\right.$ $\left.1, j_{11}\right), Z_{k-1}\left(i_{11}, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}+1\right)$, and $Z_{k-1}\left(i_{11}+1, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+\right.$ $\left.\left.1, j_{11}+1\right)\right]$. Therefore errors $w_{1}, w_{2}$, and $w_{3}$ are produced. Figure 6.5 clearly shows how these errors are produced.

From the Figure 6.5, one can know

$$
\begin{align*}
P_{a}= & a\left[Z_{k-1}\left(i_{11}, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}\right)\right]+(1-a)\left[Z_{k-1}\left(i_{11}+1, j_{11}\right)\right. \\
& \left.-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}\right)\right] \tag{C.8}
\end{align*}
$$

Obviously $P_{A} \neq P_{a}$. We assume

$$
\begin{equation*}
P_{A}=P_{a}+w_{1}, \quad w_{1}=N\left(0, \delta_{w_{1}}\right) . \tag{C.9}
\end{equation*}
$$

Similarly, we know

$$
\begin{align*}
F_{b}= & a\left[Z_{k-1}\left(i_{11}, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}+1\right)\right]+(1-a)\left[Z_{k-1}\left(i_{11}+1, j_{11}+1\right)\right. \\
& \left.-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}+1\right)\right] \tag{C.10}
\end{align*}
$$

and $P_{B} \neq P_{b}$

$$
\begin{equation*}
P_{B}=P_{b}+w_{2}, \quad w_{2}=N\left(0, \delta_{w_{2}}\right) . \tag{C.11}
\end{equation*}
$$

Furthermore, from Figure6.5

$$
\begin{equation*}
P_{d}=b P_{c}+(1-b) P_{b}, \tag{0.12}
\end{equation*}
$$

and $P_{d} \neq P_{D}$. We assume

$$
\begin{equation*}
P_{D}=P_{d}+w_{3}, \quad w_{3}=N\left(0, \delta_{w_{3}}\right) \tag{0:13}
\end{equation*}
$$

Substituting Equations (C.9-(.12) into Equation (C.13), one has

$$
\begin{equation*}
P_{D}=b\left(P_{a}+w_{1}\right)+(1-b)\left(P_{b}+w_{2}\right)+w_{3} \tag{C.14}
\end{equation*}
$$

From Figure 6.5, one has

$$
P_{D}=Z_{k-1}\left(x_{1}, y_{1}\right)-\hat{Z}_{k-1}^{+}\left(x_{1}, y_{1}\right)
$$

where $\hat{Z}_{k-1}^{+}\left(x_{1}, y_{1}\right)$ is an estimate of $Z_{k-1}\left(x_{1}, y_{1}\right)$. Hence the above discusision leads to

$$
\begin{align*}
& Z_{k-1}\left(x_{1}, y_{1}\right)-\hat{Z}_{k-1}^{+}\left(x_{1}, y_{1}\right) \\
= & b\left\{a\left[Z_{k-1}\left(i_{11}, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}\right)\right]+(1-a)\left[Z_{k-1}\left(i_{11}+1, j_{11}\right)\right.\right. \\
& \left.\left.-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}\right)\right]+w_{1}\right\}+(1-b)\left\{a \left[Z_{k-1}\left(i_{11}, j_{11}+1\right)\right.\right. \\
& \left.-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}+1\right)\right]+(1-a)\left[Z_{k-1}\left(i_{11}+1, j_{11}+1\right)\right. \\
& \left.\left.-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}+1\right)\right]+w_{2}\right\}+w_{3} \tag{C.15}
\end{align*}
$$

where the noises $w_{1}, w_{2}$, and $w_{3}$ are produced by the linearization.
Equation (C.15) can be rearranged as follows.

$$
\begin{align*}
& Z_{k-1}\left(x_{1}, y_{1}\right)-\hat{Z}_{k-1}^{+}\left(x_{1}, y_{1}\right) \\
= & b\left[a \left(Z_{k-1}\left(i_{11}, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}\right)+(1-a)\left(Z_{k-1}\left(i_{11}+1, j_{11}\right)\right.\right.\right. \\
& \left.-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}\right)\right]+(1-b)\left[a \left(Z_{k-1}\left(i_{11}, j_{11}+1\right)\right.\right. \\
& -\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}+1\right)+(1-a)\left(Z_{k-1}^{a}\left(i_{11}+1, j_{11}+1\right)\right. \\
& \left.-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}+1\right)\right]+w_{3}+b w_{1}+(1-b) w_{2} \tag{C.16}
\end{align*}
$$

Substituting Equation (C.7) into Equation (C.16), one has

$$
Z_{k-1}\left(x_{1}, y_{1}\right)-\hat{Z}_{k-1}^{+}\left(x_{1}, y_{1}\right)
$$

$$
\begin{align*}
= & \left(\bar{b}-\mu_{y}\right)\left[\left(\bar{a}-\mu_{x}\right)\left(Z_{k-1}\left(i_{11}, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}\right)\right)\right. \\
& \left.+\left(1-\bar{a}+\mu_{x}\right)\left(Z_{k-1}\left(i_{11}+1, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}\right)\right)\right] \\
& +\left(1-b+\mu_{y}\right)\left[\left(\bar{a}-\mu_{x}\right)\left(Z_{k-1}\left(i_{11}, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}+1\right)\right)\right. \\
& \left.+\left(1-\bar{a}+\mu_{x}\right)\left(Z_{k-1}\left(i_{11}+1, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}+1\right)\right)\right]+w_{3} \\
& +\left(b-\mu_{y}\right) w_{1}+\left(1-\bar{b}+\mu_{y}\right) w_{2} . \tag{C.17}
\end{align*}
$$

From Equation(C.3), one knows

$$
\dot{Z}_{k-1}\left(i_{2}, j_{2}\right)-\hat{\tilde{Z}}_{k-1}\left(i_{2}, j_{2}\right)=Z_{k-1}\left(x_{1}, y_{1}\right)-\hat{Z}_{k-1}^{+}\left(x_{1}, y_{1}\right) .
$$

From Equation (6.3), one has

$$
\begin{align*}
& \tilde{Z}_{k-1}\left(i_{2}, j_{2}\right)-\hat{\tilde{Z}}_{k-1}\left(i_{2}, j_{2}\right) \\
= & Z_{k-1}\left(x_{1}, y_{1}\right)-\hat{Z}_{k-1}^{+}\left(x_{1}, y_{1}\right) \\
= & \bar{Z}_{k-1}\left(i_{2}, j_{2}\right)-\hat{\bar{Z}}_{k-1}\left(i_{2}, j_{2}\right)+\varphi_{k} \tag{C.18}
\end{align*}
$$

$\varphi_{k}$ is a noise produced by interpolation. $\bar{Z}_{k-1}\left(i_{2}, j_{2}\right)-\hat{\bar{Z}}_{k-1}\left(i_{2}, j_{2}\right)$ is not related to the noise. In order to obtain $\bar{Z}_{k-1}\left(i_{2}, j_{2}\right)-\hat{\bar{Z}}_{k-1}\left(i_{2}, j_{2}\right)$ and $\varphi_{k}$, we should rearrange the Equation ( ( $\because 17$ ) as follows.

$$
\begin{aligned}
& Z_{k-1}\left(x_{1}, y_{1}\right)-\hat{Z}_{k-1}^{+}\left(x_{1}, y_{1}\right) \\
= & \left\{\bar{Z}_{k-1}\left(i_{2}, j_{2}\right)-\hat{\bar{Z}}_{k-1}\left(i_{2}, j_{2}\right)\right\}+\left\{\varphi_{k}\right\} \\
\triangleq & \left\{\overline { b } \left[\bar{u}\left(Z_{k-1}\left(i_{11}, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}\right)\right)\right.\right. \\
& \left.+(1-\bar{a})\left(Z_{k-1}\left(i_{11}+1, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}\right)\right)\right] \\
& +(1-\bar{b})\left[\bar{a}\left(Z_{k-1}\left(i_{11}, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}+1\right)\right)\right. \\
& \left.\left.+(1-\bar{a})\left(Z_{k-1}\left(i_{11}, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}+1\right)\right)\right]\right\}+ \\
& \left\{-\bar{b}\left[\left(Z_{k-1}\left(i_{11}, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}\right)\right)-\left(Z_{k-1}\left(i_{11}+1, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}\right)\right)\right] \mu_{x i}\right. \\
& +\left[\left(Z_{k-1}\left(i_{11}, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}\right)\right)-\left(Z_{k-1}\left(i_{11}+1, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}\right)\right)\right] \mu_{x}, \mu_{y} \\
& -(1-\bar{b})\left[\left(Z_{k-1}\left(i_{11}, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}+1\right)\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.-\left(Z_{k-1}\left(i_{11}+1, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}+1\right)\right)\right] \mu_{x} \\
& -\left[\left(Z_{k-1}\left(i_{11}, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}+1\right)\right)\right. \\
& \left.-\left(Z_{k-1}\left(i_{11}+1, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}+1\right)\right)\right] \mu_{x} \mu_{y} \\
& -\bar{a}\left[\left(Z_{k-1}\left(i_{11}, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}\right)\right)-\left(Z_{k-1}\left(i_{11}, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}+1\right)\right)\right] \mu_{y} \\
& -(1-\bar{a})\left[\left(Z_{k-1}\left(i_{11}+1, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}\right)\right)\right. \\
& \left.-\left(Z_{k-1}\left(i_{11}+1, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}+1\right)\right)\right] \mu_{y} \\
& \left.+\left(\bar{b}-\mu_{y}\right) w_{1}+\left(1-\bar{b}+\mu_{y}\right) w_{2}+w_{3}\right\} \tag{C.19}
\end{align*}
$$

where $\bar{Z}_{k-1}\left(i_{2}, j_{2}\right)-\hat{\bar{Z}}_{k-1}^{+}\left(i_{2}, j_{2}\right)$ and $\varphi_{k-1}^{Z}\left(i_{2}, j_{2}\right)$ are, respectively, the first and the second terms encompassed by the brackets in the right-hand side of the last equal sign.

According to Equation (C.1),

$$
\begin{align*}
& Z_{k}\left(i_{2}, j_{2}\right)=\phi_{11} \tilde{Z}_{k-1}\left(i_{2}, j_{2}\right) \\
& \hat{Z}_{k}^{-}\left(i_{2}, j_{2}\right)=\phi_{11} \hat{\tilde{Z}}_{k-1}\left(i_{2}, j_{2}\right) \tag{C.20}
\end{align*}
$$

Thus,

$$
\begin{equation*}
Z_{k}\left(i_{2}, j_{2}\right)-\hat{Z}_{k}^{-}\left(i_{2}, j_{2}\right)=\phi_{11}\left(\tilde{Z}_{k-1}\left(i_{2}, j_{2}\right)-\hat{\tilde{Z}}_{k-1}\left(i_{2}, j_{2}\right)\right) \tag{C.21}
\end{equation*}
$$

Assuming that all of the random noises are independent of each other, from Equation (C.21) and (C.18), one has

$$
\begin{align*}
& p_{11 k}^{-}\left(i_{2}, j_{2}\right) \\
= & E\left\{\left(Z_{k}\left(i_{2}, j_{2}-\hat{Z}_{k}^{-}\left(i_{2}, j_{2}\right)\right)\left(Z_{k}\left(i_{2}, j_{2}\right)-\hat{Z}_{k}^{-}\left(i_{2}, j_{2}\right)\right)\right\}\right. \\
= & E\left\{\left[\phi_{11}\left(\tilde{Z}_{k-1}\left(i_{2}, j_{2}\right)-\hat{\tilde{Z}}_{k-1}^{+}\left(i_{2}, j_{2}\right)\right)\right]^{2}\right\} \\
= & E\left\{\left(\phi_{11} \bar{Z}_{k-1}\left(i_{2}, j_{2}\right)-\phi_{11} \hat{\bar{Z}}_{k-1}^{+}\left(i_{2}, j_{2}\right)+\dot{\phi}_{11} \varphi_{k-1}^{Z}\left(i_{2}, j_{2}\right)\right)^{2}\right\} \\
= & E\left\{\left(\bar{Z}_{k-1}\left(i_{2}, j_{2}\right)-\hat{\bar{Z}}_{k-1}^{+}\left(i_{2}, j_{2}\right)\right)^{2}\right\}\left(\phi_{11}\right)^{2}+E\left\{\left(\varphi_{k-1}^{Z}\left(i_{2}, j_{2}\right)\right)^{2}\right\}\left(\phi_{11}\right)^{2}( \tag{C.22}
\end{align*}
$$

where $p_{11 k}^{-}\left(i_{2}, j_{2}\right)$ is the first element of the state covariance $p_{k}^{-}\left(i_{2}, j_{2}\right)$.

If we define

$$
\begin{equation*}
\rho_{k}^{Z}\left(i_{2}, j_{2}\right)=E\left\{\left(\bar{Z}_{k-1}\left(i_{2}, j_{2}\right)-\hat{\bar{Z}}_{k-1}^{+}\left(i_{2}, j_{2}\right)\right)^{2}\right\} \tag{C.23}
\end{equation*}
$$

From the expression of $\bar{Z}_{k-1}\left(i_{2}, j_{2}\right)-\overline{\bar{Z}}_{k-1}^{+}\left(i_{2}, j_{2}\right)$ defined in Equation (C.19),

$$
\begin{align*}
& \rho_{k}^{Z}\left(i_{2}, j_{2}\right) \\
= & E\left\{\left(\overline { b } \left[\bar{a}\left(Z_{k-1}\left(i_{11}, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}\right)\right)\right.\right.\right. \\
& \left.+(1-\bar{a})\left(Z_{k-1}\left(i_{11}+1, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}\right)\right)\right] \\
& +(1-\bar{b})\left[\bar{a}\left(Z_{k-1}\left(i_{11}, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}+1\right)\right)\right. \\
& \left.\left.\left.+(1-\bar{a})\left(Z_{k-1}\left(i_{11}+1, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}+1\right)\right)\right]\right)^{2}\right\} \tag{C.24}
\end{align*}
$$

If we define

$$
C=\left[\begin{array}{c}
(\bar{b} \times \bar{a})  \tag{C.25}\\
(\bar{b} \times(1-\bar{a})) \\
((1-\bar{b}) \times \bar{a}) \\
((1-\bar{b} \times(1-\bar{a}))
\end{array}\right]
$$

and

$$
B_{k-1}=\left[\begin{array}{c}
Z_{k-1}\left(i_{11}, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}\right)  \tag{C.26}\\
Z_{k-1}\left(i_{11}+1, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}\right) \\
Z_{k-1}\left(i_{11}, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}+1\right) \\
Z_{k-1}\left(i_{11}+1, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}+1\right)
\end{array}\right]
$$

then

$$
\begin{align*}
\rho_{k}^{Z}\left(i_{2}, j_{2}\right)=E\left\{C^{T} B_{k-1} B_{k-1}^{T} C\right\} & \\
& =C^{T} E\left\{B_{k-1} B_{k-1}^{T}\right\} C \tag{C.27}
\end{align*}
$$

Apparently, the four diagonal elements of $E\left\{B_{k-1} B_{k-1}^{T}\right\}$ are $p_{11(k-1)}^{+}\left(i_{11}, j_{11}\right)$, $p_{11(k-1)}^{+}\left(i_{11}+1, j_{11}\right), p_{11(k-1)}^{+}\left(i_{11}, j_{11}+1\right)$, and $p_{11(k-1)}^{+}\left(i_{11}+1, j_{11}+1\right)$ that are four elements of the state covariance matrix field $\left(P_{k-1}^{+}\left(i_{1}, j_{1}\right)\right)$ at the last moment $(k-1)$. If we assume that $Z_{k-1}\left(i_{11}, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}\right), Z_{k-1}\left(i_{11}+1, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}\right)$, $Z_{k-1}\left(i_{11}, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}+1\right)$, and $Z_{k-1}\left(i_{11}+1, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}+1\right)$ are independent of each other as previous works [17] and [45],

$$
E\left\{B_{k-1} B_{k-1}^{T}\right\}
$$

$$
=\left(\begin{array}{cccc}
p_{11}^{+}\left(i_{11}, j_{11}\right) & 0 & 0 & 0  \tag{C.28}\\
0 & p_{11}^{+}\left(i_{11}+1, j_{11}\right) & 0 & 0 \\
0 & 0 & p_{11}^{+}\left(i_{11}, j_{11}+1\right) & 0 \\
0 & 0 & 0 & p_{11}^{+}\left(i_{11}+1, j_{11}+1\right)
\end{array}\right)
$$

Thus,

$$
\begin{align*}
& C^{T} E\left\{B_{k-1} B_{k-1}^{T}\right\} C \\
= & \bar{b}^{2} \bar{a}^{2} p_{11(k-1)}^{+}\left(i_{11}, j_{11}\right)+\bar{b}^{2}(1-\bar{a})^{2} p_{11(k-1)}^{+}\left(i_{11}+1, j_{11}\right) \\
& +(1-\bar{b})^{2} \bar{a}^{2} p_{11(k-1)}^{+}\left(i_{11}, j_{11}+1\right) \\
& +(1-\bar{b})^{2}(1-\bar{a})^{2} p_{11(k-1)}^{+}\left(i_{11}+1, j_{11}+1\right) \tag{C.29}
\end{align*}
$$

In order to cite the formula later with ease, we define

$$
\begin{align*}
& \text { interpolation }{ }^{2}\left(p_{11(k-1)}^{+}\right) \\
= & \bar{b}^{2} \bar{a}^{2} p_{11(k-1)}^{+}\left(i_{11}, j_{11}\right)+\bar{b}^{2}(1-\bar{a})^{2} p_{11(k-1)}^{+}\left(i_{11}+1, j_{11}\right) \\
& +(1-\bar{b})^{2} \bar{a}^{2} p_{11(k-1)}^{+}\left(i_{11}, j_{11}+1\right) \\
& +(1-\bar{b})^{2}(1-\bar{a})^{2} p_{11(k-1)}^{+}\left(i_{11}+1, j_{11}+1\right) \tag{C.30}
\end{align*}
$$

It is worth noting that

$$
\begin{align*}
& \text { interpolation }\left(p_{11(k-1)}^{+}\right) \\
= & \bar{b} \bar{a} p p_{11(k-1)}^{+}\left(i_{11}, j_{11}\right)+\bar{b}(1-\bar{a}) p_{11(k-1)}^{+}\left(i_{11}+1, j_{11}\right) \\
& +(1-\bar{b}) \bar{a} p_{11(k-1)}^{+}\left(i_{11}, j_{11}+1\right) \\
& (1-\bar{b})(1-\bar{a}) p_{11(k-1)}^{+}\left(i_{11}+1, j_{11}+1\right) \tag{C.31}
\end{align*}
$$

If we define

$$
\begin{equation*}
\sigma_{k}^{Z}\left(i_{2}, j_{2}\right)=E\left\{\left(\varphi_{k-1}^{Z}\left(i_{2}, j_{2}\right)\right)^{2}\right\}, \tag{0,32}
\end{equation*}
$$

substituting the expression of $\varphi_{k-1}^{Z}\left(i_{2}, j_{2}\right)$ defined in Equation ( $(\therefore 19)$ into Equation ( 0.32 ) and assuming that all random noises in $\varphi_{i-1}^{Z}\left(i_{2}, j_{2}\right)$ are independent of each
other, then one has

$$
\begin{align*}
& \sigma_{k}^{Z}\left(i_{2}, j_{2}\right) \\
= & {\left[\bar{b}\left(\left(Z_{k-1}\left(i_{11}, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}\right)\right)-\left(Z_{k-1}\left(i_{11}+1, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}\right)\right)\right)\right.} \\
& +(1-\bar{b})\left(\left(Z_{k-1}\left(i_{11}, j_{11}+1\right)-\dot{Z}_{k-1}^{+}\left(i_{11}, j_{11}+1\right)\right)\right. \\
& \left.\left.-\left(Z_{k-1}\left(i_{11}+1, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}+1\right)\right)\right)\right]^{2} \delta_{x}^{2} \\
& +\left[\bar{a}\left(\left(Z_{k-1}\left(i_{11}, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}\right)\right)-\left(Z_{k-1}\left(i_{11}, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}, j_{11}+1\right)\right)\right)+\right. \\
& (1-\bar{a})\left(\left(Z_{k-1}\left(i_{11}+1, j_{11}\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}\right)\right)\right. \\
& \left.\left.-\left(Z_{k-1}\left(i_{11}+1, j_{11}+1\right)-\hat{Z}_{k-1}^{+}\left(i_{11}+1, j_{11}+1\right)\right)\right)\right]^{2} \delta_{y}^{2} \\
& +\bar{b}^{2} \delta_{w 1}^{2}+(1-\bar{b})^{2} \delta_{w 2}^{2}+\delta_{w 3}^{2} . \tag{C.33}
\end{align*}
$$

Thus, according to Equations (C.22, C.23, C. 30 and C.33), one has

$$
\begin{align*}
& p_{11 k}^{-}\left(i_{2}, j_{2}\right) \\
= & \phi_{11}\left[\rho_{k}^{Z}\left(i_{2}, j_{2}\right)+\sigma_{k}^{Z}\left(i_{2}, j_{2}\right)\right] \phi_{11} \\
= & \phi_{11}\left[\text { interpolation }{ }^{2}\left(p_{11(k-1)}^{+}\left(i_{1}, j_{1}\right)\right)+\sigma_{k}^{Z}\left(i_{2}, j_{2}\right)\right] \phi_{11} . \tag{C..34}
\end{align*}
$$

Similarly, one can obtain

$$
\begin{align*}
& p_{22 k}^{-}\left(i_{2}, j_{2}\right) \\
= & \phi_{22}\left[i_{n t e r p o l a t i o n}{ }^{2}\left(p_{22(k-1)}^{+}\left(i_{1}, j_{1}\right)\right)+\sigma_{k}^{\dot{Z}}\left(i_{2}, j_{2}\right)\right] \dot{\phi}_{22},  \tag{C.35}\\
& p_{33 k}^{-}\left(i_{2}, j_{2}\right) \\
= & \phi_{333}\left[i_{n t e r p o l a t i o n}{ }^{2}\left(p_{33(k-1)}^{+}\left(i_{1}, j_{1}\right)\right)+\sigma_{k}^{\dot{X}}\left(i_{2}, j_{2}\right)\right] i_{33}, \tag{C.36}
\end{align*}
$$

and

$$
\begin{align*}
& p_{4 \cdot 1 k}^{-}\left(i_{2}, j_{2}\right) \\
= & \phi_{44}\left[\text { interpolation }^{2}\left(p_{44(k-1)}^{+}\left(i_{1}, j_{1}\right)\right)+\sigma_{k}^{\dot{Y}}\left(i_{2}, j_{2}\right)\right] \phi_{44} .
\end{align*}
$$

When Equations (C.34-C.37) are represented in terms of the matrix equation,

$$
P_{k}^{-}=\Phi\left[\text { interpolation }{ }^{2}\left(P_{k-1}^{+}\right)\right] \Phi^{T}+Q_{k}^{D}
$$

where

$$
Q_{k}^{D}\left(i_{2}, j_{2}\right)=\Phi\left(\begin{array}{cccc}
\sigma_{k}^{Z}\left(i_{2}, j_{2}\right) & 0 & 0 & 0  \tag{C.39}\\
0 & \sigma_{k}^{\dot{Z}}\left(i_{2}, j_{2}\right) & 0 & 0 \\
0 & 0 & \sigma_{k}^{\dot{X}}\left(i_{2}, j_{2}\right) & 0 \\
0 & 0 & 0 & \sigma_{k}^{\dot{X}}\left(i_{2}, j_{2}\right)
\end{array}\right) \Phi^{T}
$$
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