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ABSTRACT
FLOW-ORIENTED ANOMALY-BASED DETECTION OF DENIAL OF
SERVICE ATTACKS WITH FLOW-CONTROL-ASSISTED MITIGATION

by
Sui Song
Flooding-based distributed denial-of-service (DDoS) attacks present a serious and major
threat to the targeted enterprises and hosts. Current protection technologies are still
largely inadequate in mitigating such attacks, especially if they are large-scale. In this
doctoral dissertation, the Computer Network Management and Control System (CNMCS)
is proposed and investigated; it consists of the Flow-based Network Intrusion Detection
System (FNIDS), the Flow-based Congestion Control (FCC) System, and the Server
Bandwidth Management System (SBMS). These components form a composite defense
system intended to protect against DDoS flooding attacks. The system as a whole adopts
a flow-oriented and anomaly-based approach to the detection of these attacks, as well as a
control-theoretic approach to adjust the flow rate of every link to sustain the high priority
flow-rates at their desired level. The results showed that the misclassification rates of
FNIDS are low, less than 0.1%, for the investigated DDOS attacks, while the fine-grained
service differentiation and resource isolation provided within the FCC comprise a novel

and powerful built-in protection mechanism that helps mitigate DDoS attacks.
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CHAPTER 1

INTRODUCTION

1.1 Problem Statement and Motivation
Distributed Denial of Service (DDOS) attacks overwhelm a targeted host or network with
an immense volume of malicious traffics from distributed or spoofed sources. In Feb.
2000, a number of the world’s largest —e-commerce site was brought offline for days by
DDOS attacks, even though they had high security prevention services.

According to the CIAC (Computer Incident Advisory Capability), the first DDoS
attacks occurred in the summer of 1999 [1]. In February 2000, one of the first major
DDoS attacks was waged against Yahoo.com. This attack kept Yahoo off the Internet for
about 2 hours and cost Yahoo a significant loss in advertising revenue [2]. Another
recent DDoS attack occurred on October 20, 2002 against the 13 root servers that provide
the Domain Name System (DNS) service to Internet users around the world. They
translate logical addresses such as www.yahoo.edu into a corresponding physical IP
address, so that users can connect to websites through more easily remembered names
rather than numbers. If all 13 servers were to go down, there would be disastrous
problems accessing the World Wide Web. Although the attack only lasted for an hour
and the effects were hardly noticeable to the average Internet user, it caused 7 of the 13
root servers to shut down, demonstrating the vulnerability of the Internet to DDoS attacks
[3]. If unchecked, more powerful DDoS attacks could potentially cripple or disable

essential Internet services in minutes.



There are various ways of launching a DDOS attacks. Flooding-based Distributed
DosS attack, or simply DDoS attack, is another form of DoS attack. They simply exploit
the huge resource asymmetry between the Internet and the victim in that a sufficient
number of compromised hosts are amassed to send useless packets toward a victim
around the same time. The magnitude of the combined traffic is significant enough to
jam, or even crash, the victim (system resource exhaustion), or its Internet connection
(bandwidth exhaustion), or both, therefore effectively taking the victim off the Internet.

Today, researchers are still struggling to devise an effective solution to the DDoS
problems. Although many commercial and research defenses have appeared, none of
them provide complete protection from the threat. Rather, they detect a small range of
attacks that either use malformed packets or create severe disturbances in the network;
and they handle those attacks by non-selectively dropping a portion of the traffic destined
for the victim. Clearly this strategy relieves the victim from the high-volume attack, but
also inflicts damage to legitimate traffic that is erroneously dropped.

There are two main features of DDoS attacks that severely challenge the design of
successful defenses:
(1) IP source address spoofing. Attackers frequently use source address spoofing during
the attack — they fake information in the IP source address field in attack packet headers.
One benefit attackers receive from IP spoofing is that it is extremely difficult to trace the
agent machines. The other advantage that IP spoofing offers to the attackers is the ability
to perform reflector attacks. To mitigate Spoofing DDoS attacks, much of the current
research focuses on anti-spoofing such as ingress filtering [4], route-based packet

filtering [5], and various IP traceback protocols [6], [7]. Their effectiveness often



depends on a universal deployment on the Internet. With a partial deployment, source-
address spoofing remains feasible. Even if traceback could be successfully performed in
the face of IP spoofing, it is difficult to say what actions could be taken against hundreds
or thousands of agent machines. Such a large number prevents any but crude automated
responses aimed at stopping attack flows close to the sources. Victim cannot filter out
spoofed IP packets, wastes resources.

(2) Similarity of attack to legitimate traffic. Many network based attacks can trigger
numerous false positives because of normal traffic looking very close to malicious traffic.
Therefore, any type of traffic can be used to perform a successful denial-of-service
attack. Some traffic types require a higher attack volume for success than others, and
attack packets of different types and contents target different resources. However, if the
goal is simply to cripple the victim’s operation, sending sufficiently large volumes of any
traffic and clogging the victim’s network can meet it. Attackers tend to generate
legitimate-like packets to perform the attack, obscuring the malicious flow within
legitimate traffic. Since malicious packets do not stand out from legitimate ones, it is
impossible to sieve legitimate from attack traffic based purely on examination of
individual packets. A defense system must keep a volume of statistical data in order to
extract transaction semantics from packet flows and thus differentiate some legitimate
traffic (e.g. belonging to lengthy well-behaved transactions) from the attack traffic. To
perform traffic separation, we introduce the concept “flow” to statistic traffics. An IP
flow is a unidirectional series of IP packets of a given protocol, traveling between a
source and destination, within a certain period of time. Based on “flow” concept, we

developed a flow-based aggregation technique to handles high amounts of similar packet



data and keep many statistics on the dynamics of those structures to detect high-volume
or anomalous communications.

These two features create contradictory requirements for DDoS defense. In order
to perform accurate traffic separation, the defense system requires a lot of resources for
record keeping. Therefore, it can only handle small to moderate traffic volumes. On the
other hand, the need to control a large portion of the attack traffic requires placement at
points that relay a high traffic volume. Those two requirements can hardly be satisfied at
a single deployment point. A majority of DDoS defense systems sacrifice the first goal —
traffic separation — to achieve the second goal — control of a large portion of the attack
traffic. Those systems are located at or near the victim site, which enables them to detect
and control the majority of DDoS attacks, but also places the defense system on the path
of high-volume traffic, which impairs its selectiveness.

In summary, Existing technologies are simply not up to the task of protecting
against today’s DDoS attacks. Passive detection technologies working with static filtering
solutions won’t work against today’s complex, sophisticated attacks; they simply don’t
offer the dynamic detection and mitigation capabilities required to identify and instantly
stop attack traffic to protect mission-critical operations. What’s required today is a new
type of solution that not only detects the most sophisticated DDoS attacks, but also
delivers the ability to block increasingly complex and hard-to-detect attack traffic without
impacting legitimate business transactions. Such an approach demands more granular
inspection and analysis of attack traffic than today’s solutions can provide.

This dissertation studies a Computer Network Management and Control System

(CNMCS), which consists of Flow-based Network Intrusion Detection System (FNIDS),






The Flow-based Network Intrusion Detection System (FNIDS) is placed behind
the firewall to monitor the network status of the whole local area network. A
DynaTraX(TM) Physical Link Switch is placed between the LAN switch and the end
users to set up physical connections. A Server bandwidth Management System (SBMS)
is used to receive the alert information (such as: maliciousness of flow, flow rate etc.)
from the FNIDS to decide whether to inform the firewall to blocks malicious flows or
drop malicious packets, or to command the DynaTraX™ system to disconnect the
overload links to servers.

All of these parts construct a multi-layered defense system described as
following:

The first layer of prevention approach is an intelligent firewall, which consists of
two distinguishable phases: Flow-based Network Intrusion Detection System (FNIDS)
and Firewall/Packet Filtering. The detection part (FNIDS) is responsible for identifying
DDoS attacks or attack flow. The firewall is used to drop malicious packets or block
malicious clients. After receiving information on packets or flows, the filtering part is
responsible for classifying those packets/flows and then dropping them (rate-limiting is
another possible action). It is very important to first point out that effective attack
detection does not always translate into effective packet/flow filtering. Because of the
distributed nature of the attack (DDoS), the detection phase can only use the victim’s
identities, such as IP address and port number, as the signatures of the attack flows. As a
result, packet filtering usually drops attack packets/flows as well as normal packets/flows
because both match the signatures (or flow key). As a result, packet filtering does not

always help restore the victim’s service. Additionally, once faced by large flooding



attacks, such as: spoofing attacks, amplifier attacks or reflector attacks etc., the flow
number of a flow-based analysis method rapidly increases, which could exhaust a lot of
memories and CPU resources and disable the flow-based analysis method. To address
these problems, an Adaptive Flow Aggregation Approach (AFAA) is presented, which
consists of flow-based aggregation module, Flow Population Density/Distributions
Detection Mechanism (FAP2D-DM) and Fuzzy Supervisory Controller. Flow-based
aggregation module is responsible for grouping packets based on flow keys, which
consist of source IP/Port, destination IP/port and protocol etc. A Flow Population
Density/Distributions Detection Mechanism (FAP2D-DM) is proposed to detect how
packets aggregate at different levels based on Multi-stage Packet Aggregation
Architecture (MPAA), such as: how addresses are aggregating at a given prefix length.
Fuzzy Supervisory Controller is to activate the most adaptive flow aggregation scheme
for packet aggregates. Therefore, APAA provides a more flexible fine-grained flow
aggregation approach and a more effective defense measurement against flooding attacks.

The Second layer of prevention approach is to use feedback control principle to
realize network flow control to prevent incoming traffic from exceeding a given
threshold, while allowing as much incoming, legitimate traffic as possible and dropping
as much malicious traffic as possible. Because current detection of the attack is unreliable
and may have high false-positives; rate limiting is a better-suited response than complete
filtering. Filtering out all the traffic to the victim would greatly damage misclassified
flows, whereas rate limiting still allows some packets to reach the destination and thus
keeps connection alive. Allowing some attack packets through is acceptable, since the

attack’s overall impact depends on the volume of the attack packets. Moreover, if the



flow-rate of low-priority is reduced, the high-priority flow will get more chances to
access the server they share, which eventually reduce the congestion and improve the
throughput of the high-priority flow. This architecture consists of a Fine-grained Quality-
of-Service (FQoS) regulator and PID controller. The whole system adopts a control-
theoretic approach to adjust the flow rate of every link so as to maintain the high priority
flow-rates at their desired level, thus guaranteeing QoS to high-priority flow. The flow-
based network intrusion detection is used to classify each flow in the network into
different priority classes and give different treatment to the flow-rates belonging to
different classes. The architecture is shown to be highly flexible service differentiation
and robust against different types of flooding attacks, and traditional network traffic
control can be implemented using one common framework. The fine-grained service
differentiation and resource isolation provided inside the Flow-based Congestion Control
(FCC) is a powerful built-in protection mechanism to mitigate DDoS attacks, reducing
the vulnerability of Internet to DDoS attacks.

The last layer is a Server Bandwidth Management System (SBMS), which
integrated DynaTraX™, a high-speed digital matrix cross-connect switch, with Flow-
based IDS together to thwart the increasing threat posed by cyber terrorists. The
DynaTraX™ has the ability to create a critical and meaningful solution to stop hackers
from intruding into networks, thereby thwarting cyber terrorists. Especially once FNIDS
detects DDOS attacks and some links are overload, the Server Management System will
use the fuzzy inference engine to make decision if DynaTraX™ electronically
disconnects links and reconnects them to a simulated network port, called “honey pot”,

within 60-90 nanoseconds that allows you to hold and trace them.



1.3 Key Contributions

This thesis presents a novel multi-layered defense infrastructure, which includes Flow-
based Network Intrusion Detection (FNIDS), Flow Congestion Control (FCC) System,
Firewall, and Server Bandwidth Management System (SBMS). This thesis makes several
key contributions:

(1) It presents a flow-based statistic method in Network Intrusion detection. Efficiently
and accurately modeling network behavior is essential for defending attacks. The whole
system is based on “flow” concept, we developed a flow-based aggregation technique
that dramatically reduces the amount of monitoring data and handles high amounts of
statistics and packet data. FNIDS sets up flow-based statistical feature vectors and reports
to two parallel detectors: Network Behavior Analyzer and Neural Network Classifier.
Network Behavior Analyzer analyzes and visualizes network behavior change. Neural
Classifier uses Back-Propagation networks to classify score metric of each flow. Existing
Flow-based Network Intrusion Detection Systems (FNIDS) mainly analyze and detect
bandwidth type Denial of services attack. By applying up to 22 parameters for each flow,
our FNIDS can detect both bandwidth type DOS and protocol type DOS. Moreover, flow
here could be any set of packets sharing certain common property as “flow key”. FNIDS
configures flow flexibly to provide security from network level to application level (IP,
TCP, UDP, HTTP, FTP...), and different aggregation schemes, such as server -based,
client-based flow.

(2) It presents an Adaptive Flow Aggregation Approach (AFAA). This approach consists
of flow-based aggregation module, Flow Population Density/Distributions Detection

Mechanism and Fuzzy Supervisory Controller. Flow-based aggregation module is
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responsible for grouping packets based on flow keys, which consist of source IP/Port,
destination IP/port and protocol etc. A Flow Population Density/Distributions Detection
Mechanism (FAP2D-DM) is proposed to detect how packets aggregate at different levels
based on Multi-stage Packet Aggregation Architecture (MPAA), such as: how addresses
are aggregating at ;1 given prefix length. Expansion and contraction of flow aggregation
enable adaptive flow aggregation approach (APAA) to exploit the hierarchical structure
of the 5-tuples. Deeper stage or level of the Multi-stage Packet Aggregation Architecture
(MPAA) has more fine-grained flow aggregations. The adaptive fine-grained flow
aggregations mechanism enables the flow-based defense systems to defense against
spoofed flooding attack or amplification attacks. Fuzzy Supervisory Controller is to
activate the most adaptive flow aggregation scheme for packet aggregates. Therefore,
APAA provides a more flexible fine-grained flow aggregation approach and a more
effective defense measurement against flooding attacks.

(3) It presents a control theoretical analysis for flow-based congestion control to mitigate
DoS/DDoS attacks. In this thesis, a Flow-rate Congestion Control (FCC) architecture was
presented that uses the Flow-based Network Intrusion Detection System (FNIDS) to
classify the traffic flows into different priority classes and give different treatment to the
flow-rates belonging to different classes, and FCC adopted a control-theoretic approach
adaptively to control the low-priority flows so as to maintain the high priority flow-rates
at their desired level, thus guaranteeing QoS to high-priority flow. At the same time, It
adaptively maximizes low priority flows while maintaining high priority flows at a
desired level so that full utilization of network medium can be achieved through adaptive

rate control. In this thesis, dynamic network flow model was established, which was



11

integrated with Fine-grained Quality-of-Service (FQoS) regulator and a PID controller to
form a Flow-based Congestion Control (FCC) System. The architecture was shown to be
highly flexible and robust against different types of attack patterns, and traditional

network traffic control can be implemented using one common framework.

1.4 Roadmap of the Dissertation
This dissertation is organized in the following manner. Chapter 2 presents the philosophy
and design of the flow-based Intrusion detection system. It discusses our motivation for
the current design and also presents in great detail key components of the system;
Chapter 3 provides a highly detailed overview of Adaptive Flow Aggregation Approach
(AFAA) for defense system; Chapter 4 presents a control theoretical analysis for flow-
based congestion control to mitigate DDoS attacks; Chapter 5 present the server

bandwidth management system; We conclude the thesis in Chapter 6.



CHAPTER 2

A FLOW-BASED NETWORK INTRUSION DETECTION
FOR DENIAL OF SERVICES

In this chapter, a novel Flow-based Network Intrusion Detection System (FNIDS) is
presented. An IP flow is a unidirectional series of IP packets of a given protocol,
traveling between a source and destination, within a certain period of time. Based on
“flow” concept, a flow-based packet aggregation architecture is developed, which
dramatically reduces the amount of monitoring data and handles high amounts of
statistics and packet data. FNIDS sets up flow-based statistical feature vectors and reports
to two parallel detectors: Network Behavior Analyzer (NBA) and Neural Network
Classifier (NNC). Network behavior analyzer analyzes and visualizes network behavior
change. Neural network classifier uses back-propagation networks to classify score
metric of each flow. Existing flow-based network intrusion detection systems mainly
analyze and detect bandwidth type Denial of services attack. By applying up to 22
parameters for each flow, our FNIDS can detect both bandwidth type DOS and protocol
type DOS. Moreover, flow here could be any set of packets sharing certain common
property as “flow key”. FNIDS configures flow flexibly to provide security from network
level to application level (IP, TCP, UDP, HTTP, FTP...), and different aggregation
schemes, such as server -based, client-based flow. This novel IDS has been evaluated by
using DARPA 98 data and CONEX test-bed data. Results show the success in terms of

different aggregation schemes for both datasets.
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2.1 Introduction

2.1.1 Background
Distributed Denial-of-Service (DDoS) attack presents a very serious threat to the stability
of the Internet. In a typical DDoS attack, a large number of compromised hosts are
amassed to send useless packets to jam a victim, or its Internet connection, or both. In the
last two years, it is discovered that DDoS attack methods and tools are becoming more
sophisticated, effective, and also more difficult to trace to the real attackers. Identifying,
diagnosing and treating anomalies in a timely fashion are a fundamental part of day-to-
day network operations. However, modeling the traffic at the packet level has proven to
be very difficult since traffic on a high-speed link is the result of a high level of
aggregation of numerous flows. Recently, a new trend has emerged for modeling high-
speed Internet traffic at the flow level. Flow aggregation techniques are used to aggregate
flows (packets) into one flow with a larger granularity of classification (e.g., from port
number to IP address). Aggregated flows have a larger number of packets and longer
flow duration that dramatically reduces the amount of monitoring data and handles high
amounts of statistics and packet data. Therefore, Internet traffic flow profiling has
become a useful technique in the passive measurement and analysis field. The
prerequisites for flow-based measurements are now available within the network
infrastructure — particularly, in popular Cisco network devices. The integration of this
feature has enabled the ‘flow’ concept to become a valuable method.

Despite a large literature on traffic characterization, traffic anomalies remain

poorly understood. There are a number of reasons for this. First, identifying anomalies
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requires a sophisticated monitoring infrastructure. Unfortunately, most ISPs only collect
simple traffic measures, e.g., average traffic volumes (using SNMP). More adventurous
ISPs do collect flow counts on edge links, but processing the collected data is a
demanding task. A second reason for the lack of understanding of traffic anomalies is that
ISPs do not have tools for processing measurements that are fast enough to detect
anomalies in real time. Thus, ISPs are typically aware of major events (worms or
flooding DoS attacks) after the fact, but are generally not able to detect them while they

are in progress.

2.1.2 Motivation

In this chapter, a novel flow-based anomaly network intrusion detection system (FINDS)
is presented. An IP flow is a unidirectional series of IP packets of a given protocol,
traveling between a source and destination, within a certain period of time. FNIDS sets
up flow-based statistical feature vectors and reports to two parallel detectors: Network
Behavior Analyzer (NBA) and Neural Network Classifier (NNC). Network Behavior
Analyzer analyzes and visualizes network behavior change. Neural network classifier
uses back-propagation networks to classify score metric of each flow. Existing flow-
based network intrusion detection systems mainly analyze and detect bandwidth type
Denial of Services (DoS) attack. By applying up to 22 parameters for each flow, our
FNIDS can detect both bandwidth depletion DOS and resource depletion DOS.
Moreover, flow here could be any set of packets sharing certain common property as

“flow key”. FNIDS configures flow flexibly to provide security from network level to
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application level (IP, TCP, UDP, HTTP, FTP...), and different aggregation schemes, such
as server -based, client-based flow.

The rest of the Chapter is organized as follows: section 2.2 introduces the basic
concept of flow and flow aggregation schemes; Section 2.3 describes the system
architecture: feature generator, Network Behavior analyzer and neural network classifier.
Section 2.4 described the detail of flow-based detector: Network Behavior Analyzer
(NBA) and Neural Network Classifier (NNC). Section 2.5 introduces the CONEX Test
bed and the attack schemes we simulated. Some experimental results are also reported in

that section. Section 2.6 draws some conclusions and outlines future work.

2.2 Flow Management Module

2.2.1 What is Flow?

Strictly speaking, flow is a genetic concept. An IP flow is a set of packets, that are
observed in the network within some time period, and that share some common property
known as its key, which can be a TCP connection or a UDP stream described by source
and destination IP addresses, source and destination port numbers, or the protocol number
etc. If we collect and statistic packets from network based on pre-defined flow identifier
(or key), there are countless aggregation schemes. The flexible data collection and
analysis implementation based on flow make the NIDS have the advantage of greatly
reducing the amount of data collected and the features formed by this aggregation

schemes can provide detailed network performance information.
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For flow-based monitoring, a flow is identified by source-destination addresses,
source-destination port numbers and protocol. Thus, the combination of following five
fields is used for flow Key:

* Source IP address

* Destination IP address

e Source port number

* Destination port number

» Layer 3 protocol type

2.2.2 Formation of Flow Statistics

The object of flow aggregation is to categorize packets by applying the header fields of a
packet. The information relevant for classifying a packet is contained inside the packet in
N distinct header fields, denoted H[1],H[2],....,H[N]. For simplify, the fields in our
system typically used to classify IP packets are the destination IP address, source IP
address, destination port number, source port number, protocol number and protocol
flags. The flow key (FK) is denoted by FK=[Destination IP, Source IP, Destination Port,
Source IP, Protocol]. Using these fields for classifying IP packets, a flow aggregation
scheme specifies a flow key, for example, FK = (192.168.10.120, *, 23, *, TCP),
matching traffic addressed to subnet 192.168.10.1 using TCP protocol and destination
port 23, which is used for incoming Telnet A firewall may disallow Telnet into its
network using a filter to block the flow with this flow key.

The flow key (FK) is an array of N values in program, where H [i] is a
specification on i-th header field. The value H [i] specifies what i-th header field of a

packet must contain in order for the packet to match the flow key. These specifications

often have the following forms: exact match, for example “source address must equal
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192.168.10.16"; prefix match, like “destination address must match prefix 192.68.10. * ";
Or range match, e.g. “destination port must be in the range 0 to 1023". If specifying
Server’s port (destination IP is home net) and protocol, FNIDS can monitor the specific
services, such as: using TCP protocol and server’s port 23, which is used for incoming
Telnet. Therefore, FNIDS configures flow flexibly to provide security from network level
to application level (IP, TCP, UDP, HTTP, FTP, Telnet...).

In conclusion, a packet is said to match a flow Key (FK) if each field of the
packet matches the corresponding field of FK. For instance, let FK = (192.168.10.* , *, *,
23,TCP) be a flow key, then, a packet with header(192.168.10.120, 10.10.10.1, TCP, 23,
1025) matches FK, and is therefore aggregated. The packet (192.168.10.120, 10.10.10.1,

21, 1024, TCP), on the other hand, doesn't match.

2.2.3 Flow Key Lifetimes
FNIDS operates by creating Flow-Keys that contain the information for all active flows.
The Flow Key is built by processing the first packet of a flow through the standard
switching path. A Flow record is maintained within the flow buffers for all active flows.
Each flow record in the flow buffers contains key fields that can be later used for
exporting data to a collection device. Identifying packets with similar flow characteristics
and counting or tracking the packets and bytes per flow create each flow record. Probes
collect the flow details or buffer information periodically.

The key to flow buffer is highly intelligent flow buffer management, especially

for densely populated flow features in a time window. The flow management module
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contains a highly sophisticated set of algorithms for efficiently determining if a packet is
part of an existing flow or should generate a new flow key. The algorithms are also
capable of dynamically updating per-flow accounting measurements rules for expiring
Flow keys include:

« TFlows that have been idle for a specified time are expired and removed from the

buffer.
e Long-lived flows are expired and removed from the buffer.

2.2.4 Flow Aggregation Schemes

Flow aggregation schemes are a series of flow-aggregated methods in that it segregates
the network traffic into a series of non-overlapping consecutive time windows and
aggregate all features based on their flow Keys. Flow keys are a set of values that
determine how a flow is identified. The flow key determines the formation of flow
statistic.

Typically in our system the flow keys are a fixed 5 fields of packet header, which
are defined as <Source IP Address, Destination IP Address, Source Port, Destination
Port, Proto§01>. The Flow aggregation schemes have the capability to define Flow Mask
including Field Mask and Prefix Mask. They are a predefined set of flow key values.
2.2.4.1 Field Aggregation Schemes
Field aggregation schemes segregates aggregate all features based on their flow Key’s
fields. In order to form various field aggregation schemes, Field Mask (FM) is defined in
this system to mask the filed of flow key, such as Source IP or Port etc. The field mask

format is defined in the following table 2.1.



Table 2.1 The Field Mask Format
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Field

Source IP

Dest. IP

Source Port

Dest. Port

Protocol

Field Mask

1/0

1/0

1/0

1/0

1/0

Where: ‘1’ means valid and ‘0’ means disable.

To coordinate flow aggregation with different field mask, Field aggregation

schemes determine the fields from which you want to collect data. Four typical flow

aggregation schemes are showed in Figure 2.1, which also shows which fields are valid

for the different aggregation schemes and which fields are parts of the keys. Key fields

define a unique flow.

Session-based aggregation scheme

Field Source IP| Des. IP S;L;ﬁe Dest. Port| Protocol
Field Mask 1 1 1 1 1
Source-based aggregation scheme
. Source
Field Source IP| Des. IP Port Dest. Port| Protocol
Field Mask 1 0 0 0 0
Destination-based aggregation scheme
Field Source IP| Des. IP Sgt(l)rrctae Dest. Port| Protocol
Field Mask 0 1 0 0 0
Protocol-Port aggregation scheme
. Source
Field Source IP| Des. IP Port Dest. Port| Protocol
Field Mask 0 0 1 1 1

Figure 2.1 The examples of typical flow field aggregation
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In figure 2.1, the session-based aggregation scheme has the features aggregated
based on the 5 fields of {source IP, destination IP, and source port, and destination port,
protocol}. The destination-based aggregation scheme uses a simple scenario way to
aggregate flows according to their Destination IP. This algorithm can reduce the number
of keeping the flow information in system buffer. The source-based aggregation scheme
is similar to Destination-Based aggregation scheme. The source-based aggregation
scheme has the flow-based features aggregated by their source IP.

In order to specify some certain field aggregations, we can use some rules in this
system. For example: In order to specially monitor and analyze network traffics to

protected servers, we can use client-based aggregation scheme as follows:

Input:
S: Sequence of monitored network traffic
SIP:Homenet IPs
Output: Flow-based aggregation scheme
Begin For each s in S do
Find IP of s from SIP
If IP is not found then
source-based traffic aggregates
Else
destination-based traffic aggregates
Endif
EndFor
End

Figure 2.2 Client-base aggregation scheme

Similarly, we can use the same way to form server-based NIDS in order to

monitor traffics to servers.
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2.2.4.2 Prefix Aggregation Scheme

We use CIDR notation for prefixes and aggregates. Given an IP address ‘a’ and prefix
length ‘p’, with 0< p< 32, “a/p” refers to the p-bit prefix of ‘a’ or, equivalently, the
aggregate containing all addresses sharing that prefix. An aggregate with prefix length p
is called a p-aggregate, or, sometimes, a “/p". A p-aggregate contains 232P addresses, so
aggregates with short prefix lengths contain more addresses; the single 0-aggregate
contains all addresses and a 32-aggregate is equivalent to a single address.

In Prefix Aggregation scheme, prefix lengths are separately defined as five
values, which are 0,8,16,24 and 36. The’0’ represent all bits are valid and the ‘32’ means
all bits are masked. Thus there are only five prefix mask forms defined in Prefix
Aggregation Scheme, which are corresponding to the five prefix mask levels. Shown
below are examples of used Prefix Aggregation Scheme notation of IPv4 addresses.

0-aggregate: 192.168.10.2/0 =192.168.10.2
8-aggregate: 192.168.10.2/8 =192.168.10.*
16-aggregate: 192.168.10.2/16=>192.168.* *
24-aggregate: 192.168.10.2/24=192.* * *
32-aggregate: 192.168.10.2/32=p* * **

Therefore, there are the following two kinds of prefix aggregation schemes:

e Destination-prefix aggregation

e Source-prefix aggregation
2.2.4.3 Flow Aggregation Schemes
Flow aggregation scheme is to joint field aggregation scheme and prefix aggregation
scheme together and group data flows with the same field, source prefix, destination

prefix, source prefix mask, and destination prefix.
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For example, FK = (192.168.10.*, * , 23, * |, TCP), matching traffic addressed to
source IP prefix 192.168.10.*.and using TCP protocol and destination port 23, which is
used for incoming Telnet A firewall may disallow Telnet into its network using a filter to
block the flow with this flow key.

For example: In Unix system, we use “iptables” to drop all packets which match
the FK = (192.168.10. *, *, 23, *, TCP) as follows:
iptables - A FORWARD —i ethQ —o eth] -s 192.168.10.* -sport 23 —p TCP —j drop

This command line means drop all packets matching the FK from network card
eth0 to network card ethl.
2.2.4.4 Packet Count Distribution of Flow Aggregations
Previous traffic studies [11][21][22] have demonstrated the self-similarity of network
traffic, which show noticeable bursts at a wide range of time scales, the lengths of bursts
in network traffic and the sizes of files in some systems.

Aggregation population distribution in address domain [21] provides a more fine-
grained measurement of how packets are aggregated at a prefix length. Besides prefix
aggregation schemes can be used to aggregate traffic at a given prefix length, we
presented field aggregation schemes for traffic aggregation .In this section, we further
demonstrate that Field Aggregation Population Distribution also has self-similarty in
some cases, which provides a more fine-grained measurement of how packets are
aggregated at a given field mask.

The packet count of an aggregate is the number of active packet of flows

contained in that aggregate. Two or more aggregation schemes have similar population
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distribution, meaning they can express the same or similar characteristic of network
traffic. It is very important. Especially under DDoS flooding attack, FNIDS using
session-based aggregation scheme would form a lot of flow records, which take an
amount of memories and CPU processing time. If using grass-grained aggregation
scheme, which has the similar characteristic with session-based aggregation, such as
Client-based aggregation scheme, the requirement of memories and CPU process time
will drop greatly, and at the same time, it can detect attacks with the similar
misclassification rate.

Log-log complementary CDF graphs form a well-known test for heavy-tailed or
power-law tail, distribution. In order to demonstrate that flow aggregation population
distribution has self-similarity, we obtained 24-hour long trace from New Jersey Bergen

community college, and sampling ratio is 1/24.
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Figure 2.3 presents a log-log complementary CDF of the packet counts of flows.
All four distributions appear to have power law tails. Here, o is approximately 0.9179 for
session-based, 0.3226 for server-based, 0.9869 for client-based and 0.9711 for IP-base

aggregation. These values were calculated by polynomial curve fitting of MATLAB.

2.3 Flow-based Network Intrusion Detection System Architecture
Flow-based Network Intrusion Detection System (FNIDS) is a layered architecture,
which include two main parts: feature generator and flow-based detector, shown in
Figure 2.4.

The feature generator is similar to Cisco’s NetFlow. But FNIDS can provide rich
features (more than 22) to be selected. These features represent network states. Thus,
they can be used in anomaly analysis or in signature analysis. And the traffic rate of
flows can be used for traffic control.

The flow-based detector has two kinds of detection methods: anomaly and
signature. In this paper, we will introduce anomaly method. In anomaly method, we will
present two methods to detect DDoS: Neural Network Classifier and Network Behavior
Analyzer. Network behavior analyzer analyses and visualizes network behavior change.
Neural network classifier uses back-propagation networks to classify score metric of each
flow. Existing Flow-based Network Intrusion Detection Systems (FNIDS) mainly
analyze and detect bandwidth depletion Denial of services attack. By applying up to 22
parameters for each flow, our FNIDS can detect both bandwidth depletion DOS and

resource depletion DOS. Moreover, flow here could be any set of packets sharing certain
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common property as “flow key”. FNIDS configures flow flexibly to provide security
from network level to application level (IP, TCP, UDP, HTTP, FTP...), and different

aggregation schemes, such as server -based, client-based flow.
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