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ABSTRACT

ATOMIC AND ELECTRONIC STRUCTURE STUDIES OF NANO-
STRUCTURED SYSTEMS: CARBON AND RELATED MATERIALS

by
Sumit Saxena

Modeling in the framework of density functional ting has been conducted on carbon
nanotubes and graphene nano-structures. Thegdmue been extended to non-carbon
systems such as boron nanostructures. Computhtstndies are complemented by
experimental methods to refine the structural n®deld obtain a better understanding of
the electronic structure.

It is observed that the zigzag edged bilayereglgae nanoribbons are highly
unstable as compared to their armchair counterpamsvel approach has been proposed
for the patterning of chirality/diameter controllesingle walled carbon nanotubes.
Nanotube formation is found to be assisted by egygdes along with the intrinsic edge
reactivity of different types of bilayered GNRs.

The effect of bundling on the electronic structwt single walled carbon
nanotubes in zigzag single walled carbon nanotuiees been studied. Hydrostatic
pressure effects were examined on bundled singleedvaarbon nanotubes. Nanotubes
with chiral indices (3n + 3, 3n + 3) acquire hexaglocross-sections on application of
hydrostatic pressures. The formation of a novelkgtwo-dimensional phase of carbon
during hydrostatic compression of small and largeatubes under extreme conditions of
pressure is modeled and is understood to be dictagebreaking of symmetry during
compression. Nanoscale materials with anisotromenpressibility do not exhibit

symmetric compression as in bulk materials.



Structural stability of boron nanoribbons derivddom ‘a-sheet’ and
reconstructed {1221} sheets was studied. Antiaranaistabilities were found to
destabilize nanoribbons constructed from reconsdufl221} sheets when compared to
those obtained from the-sheet’. The stability of the nanoribbons was fotmihcrease
with increasing width and increase in the hole dgr(g) of the boron nanoribbons. The
study of electronic structure reveals the presefisemiconducting nanostructures.

The presence of nanoscale crystalline domainstaluandom functionalization
has made it difficult to resolve the chemical stomwe of graphene oxide and it remains a
much debated topic to date. A combination of amayt spectroscopic and density
functional techniques have been used to deternii@estructure and properties of such
nano materials. Graphene oxide has unusual exatgepies and belongs to this class of
materials. Investigations reveal that the chemstalcture of graphene oxide can be
visualized as puckered graphene sheets linked lygesx atoms. Density functional
theory has been used to calculate the site projgeial density of states for carbon and
oxygen atoms involved in different types of bondiAgcomparison of these simulations
with carbon and oxygen K-edge absorption spectmléad to an understanding of the

basic electronic structure of this material.
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CHAPTER 1

INTRODUCTION

Nanotechnology was envisioned as early as 1959 iblgaRl Feynman [1] in his talk
“There’s Plenty of Room at the Bottom” at the Ancan Physical Society meeting held
at Caltech. Feynman had a clear perception ofdbks required and was aware of the
scaling issues that would arise due to changes agnitude of different physical
phenomenon. Carbon compounds form the basis of, mosfar known life on earth.
Carbon is one of the simplest elements to lookhengeriodic table with two valence
electrons. Nanotechnology has become a buzz woddcarbon nanostructures have
become synonymous to nanotechnology today. Predimimvestigations have suggested
that carbon based devices can be looked upon adtemative for miniaturization of
present silicon technology. Much effort has beehipuhis area to lay out the frame
work for next generation of highly efficient and ngpact devices based on carbon
nanostructures. These devices will feature higangth, flexibility, good conductivity
and low cost production in terms of energy.

Research for carbon nanostructures was catalyzetl thie discovery of
Buckminsterfullerene also known as bucky ball @s, ®y Richard Smalley in 1985 [2]
for which the Nobel Prize for Chemistry was awartte#iarold W. Kroto, Robert F. Curl
and Richard E. Smalley in 1996. The pursuit of pddg novel forms of carbon and
exploring their properties gained further momentwith the discovery of carbon
nanotubes (CNT) by lijima in 1991 [3]. Since thdre tarea of carbon nanostructure
research have prospered with the discovery of gnaglti4] and its chemical derivatives

such as graphane [5] and graphene oxide (GO). Tusy ©of carbon nanostructures



such as carbon nanotubes and graphene has evoteea one of the frontier areas of
interdisciplinary research today. Since the discpwé carbon nanotubes in 1991, several
theoretical and experimental studies have focusedaih fundamental properties and
potential applications in varied areas.

From the science perspectives, carbon nanotubesxeedlent candidates to study
and understand the physics of one dimensional mys@arbon nanotubes are unique
nanostructures with remarkable electronic and machh properties. As other useful
properties were discovered, interest has growrhénpotential applications (Figure 1)
that exploit both the electronic and mechanicapprties such as nanotweezers [6], mass
sensors [7] memory devices [8], molecule sensdrsaafQuators and switches [10]. These
results have shown that carbon nanotubes hold greatise for nanoelectromechanical

systems (NEMS) application [11].

‘ depositindependent
metal eleciodes

i wiach cabon

NS

Figure 1.1 Different applications of carbon nanotubes (a)hass sensors [6], (b) as
nanotweezers [5], (c) as sensor for molecule detef®] and (d) as switches [9].



The exploration of carbon nanotubes for biologaplications is just underway.
Cells do not adhere to carbon nanotubes this helpgsing them as coatings for
prosthetics. The ability to chemically modify theesvalls of the carbon nanotubes also
leads to biomedical applications such as vascutants and growth as well as
regeneration of neurons [12]. Carbon nanotubes bés@ been recently used for drug
delivery applications of cancer drugs [13]. Regermhrbon nanotubes are also being
explored to be used as cell probes [14].

Graphene is an ideal system to study the physibs@flimensional systems. The
application of graphene as sheets and nanoribbaes t@emendous. Graphene
nanoribbons (GNRs) can be produced by constraioimegof the dimensions of the two
dimensional infinite graphene sheets. Graphenehmmde graphene nanoribbons have
been used in fabricating electronic devices lilasistors [15], resonant tunneling double
barrier (RTDB) devices [16] (Figure 1.2), single Iewule detection devices, transparent

and conducting electrodes, ultra capacitors, aosnsors to name a few.

RTDB Device

Central Region

Do 0a02502020203%
20500000000000008
00000000000 0008
2000202020298
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4doyLO1d
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&

ELECTRODE lARllll QUANTUM WELL MRII!I: ELECTRODE

Figure 1.2 Different applications of graphene nanoribbonsdevices such as FET
[http://mww.nanotech-now.com/news.cgi?story _id=28fahd resonant tunneling double
barrier (RTDB) devices [16].

Functionalized graphene in form of recently disecedeGO show unusual and

exotic properties [17]. This makes it a promisingtenials system for fundamental



advances and an attractive platform for novel ndexice technologies. GO has shown
promising applications in multidisciplinary resdarsuch as transparent flexible
electronic devices [18, 19], nano mechanical devid¢EMS) [20] and in delivery of
water insoluble cancer drugs [21]. Recent studeselshown non-linear effects in GO
samples at 532 nm in the nanosecond and picoseamuime [22] indicating its
futuristic applications in optoelectronic nano am4. Partially reduced GO samples have
also demonstrated the ability to absorb gassesgRRBjw concentrations, a key to nano-
sensor applications. GO has also been used asrgpoedor large scale production of
graphene by reduction [24]. The unprecedented sscad# using carbon as a
multifunctional in different structural forms haled to the exploration of properties of
other related materials for producing smart devi@&slding on these results work on
boron nanosystems is beginning to move forward.

Boron is a trivalent metalloid and neighbor of @arbn the periodic table. It is a
fairly complex element and exists in 16 known poadyphs [25]. High pressure
experiments on bulk boron samples have broughtgiat fthe occurrence of a high
pressure ionic phase [26] and low temperature sopductivity [27] with a critical
temperature of 6K at about 175 GPa. This elemerst been investigated both
theoretically [28, 29] and experimentally [30] iarous forms like bulk boron, nanotubes
[31], clusters, and quasi planar sheets. It is usedwide variety of applications and well
known as trivalent dopant in the semiconductor gtidu Boron compounds are important
constituents for light structural materials, armonssecticide and preservatives. To

optimize the search for new nanosystems detailedetimy must be conducted.



Scientific computing is an inseparable and an d@sdquart of scientific activity
and can be used to predict and understand the ntiesper phenomenon within a given
set of constraints. Density functional theory (DR3)one of the most widely used first
principles calculation technique used to inveségae structure of materials systems, in
particular atoms, molecules, condensed phases haaid ihteractions. It is a quantum
mechanical theory, the conceptual roots of whighlmatraced back to the Thomas Fermi
model developed by Thomas and Fermi in 1927. IrKiblen — Sham formulation of DFT
the many electrons system is approached by repglatia interacting electrons in an
external potential by non interacting electronsaim effective potential. DFT has been
able to successfully predict and reproduce experiatedata for many systems [32]
including a few carbon nanostructures [33]. Theubeaf DFT is that its formulation is
exact and efficient with all the complexity hiddenthe exchange correlation functional.
The form of exchange correlation function holds kiey to success or failure of DFT.
This exchange arises from the antisymmetry dueawli’B exclusion principle which
states that for two identical fermions the wavection is antisymmetric. Despite huge
success of DFT in predicting material properti¢s,applications suffer from pervasive
errors that are not due to the breakdown of therthiéself but due to the deficiency of
the exchange correlation functional. However, foanyn systems including carbon,
specific approaches have been found to be quiiabtel for atomic and electronic

structure studies [34].



CHAPTER 2

CARBON NANOSTRUCTURES

2.1 Overview

Carbon is a versatile element and can exist inouarinano forms as bucky ball,
nanotubes, sheets and nanoribbons to name a fguré¢FR.1). Carbon atom has six
electrons with two of them located in the core dstal with an electronic configuration
[He] 2 p” In complex systems, the remaining four valeneetedns fill the sp s or

sp hybrid orbital, which are responsible for bomgin different type of structures. Three
dimensional network of carbon linked by strong boiisl attributed to the Sgorm of
carbon which possesses tetrahedral geometry. Fhgppof hybrid orbital participate in
forming layered structures such as in graphite sitbng in-plane bonds and weak out of

plane van der Waals (vdW) type of interactions.

(b)

Single walled carbon nanotube Graphene sheet Bucky ball (C60)
Figure 2.1 Different forms of nano scaled carbon (a) sing@led carbon nanotube, (b)
portion of indefinite graphene sheet, (c) Bucky bédo known as £
Graphene is a single atom thick layer of carbomat@acked in a honeycomb
lattice and forms the basic structural elementGdR, CNT and the oxidized chemical

derivative of graphene namely GO. Graphene cand@ahzed as periodic arrangement



of hexagonal aromatic rings. Intrinsic grapheneaisemi metal or a zero band gap
semiconductor. The electronic properties of GNR,TGM GO, can be understood from
band structure of graphene sheets. The unit cgliagghene honeycomb lattice is spanned

by two vectors,, & and contains two carbon atoms (Figure 2.2(a))hat gositions

1

5(31 +3,) and%(é:L +3,), where the basis vectors of lengé =|a,|=a,=2.46A form an

angle of 60°.

()

Figure 2.2 Graphene lattice showing (a) unit cell marked g fines containing two
atoms shown in green. (b) Shows the first Brilloaone with high symmetry points
marked ag’, K and M.

(b)

Kx

This unit cell when repeated in space produceshgrag sheets and is the basis
for the carbon nanostructures discussed in thiskw®p a first approximation, the
properties of carbon nanotubes are related to tobgeaphene. The Brillouin zone (BZ)
of graphene (Figure 2.2(b)) is hexagonal and ctnsis high symmetry points namely
theT’, K (corner) and M (middle) points. In order to enstand the electronic properties
of graphene based carbon nanostructures such gt sivalled carbon nanotubes

(SWCNTs) and GNRs a thorough understanding of tigiding (TB) model of graphene



is required, a brief overview of which is discusdeelow. This model provides a
gualitative understanding of the electronic streetu

The valence electronic wave functions of differeatbon atoms overlap when
brought into close proximity on a hexagonal lattadfegraphene. However, the overlap
between the pwave functions with that of s, jand g is zero. The pelectrons form the
n bonds and can be treated independently of oth&nea electrons. In order to

determine the electronic band structure of theorbital, the Schroédinger equation
HW(K) = E(k)¥(k) is solved.Here k is the wave vector and the wave functigt(k) s

written as a linear combination of Bloch functiowkich in turn are written as linear
combination of atomic wave functions. For graphang cell containing two atoms say
A and B and the Bloch function for sublattice Awstten as (where the atomic orbitals

@ are centered at site A)
_ 1 KB g
qu__NZe ¢(r RA) (2.1)
R

here N is the number of unit cells ang iR the lattice vector. The secular equation fer th

7 orbital becomes

with H, :<¢(|H|¢)j> and§, :<¢(‘¢;>.



This yields the energy eigenvalues as below

e (k) =25 )25 vE) - E, 2.2)
2E,
where
By = Ha (K)Sp (k) E, = S (K)H g (K) + H 55 (k) Syg (k) (2.3)

Ez = H,iA(lz) - HAB(E)H;B (IZ) Es = SiA(R) - SAB(E)S:-\B(IZ)

TheE(k)* denotes symmetric combination of wave functions anel energies of the
valence band whilE(k) denote the energies of the conduction band. Thengson
that the overlap of wave functions between differeatoms is negligible

i.e.E,=H,(K);E =0;E,=H2, (k)—H . (K)xH s (K);E, =1, simplifies to

E(K)* = H p (K) £[H 5 (K) (2.4)

Considering the nearest neighbor approximationr{stamge approximations only) will
further simplify Eq. (2.2). Under this assumptidme tatom interacts with itself and

neighboring three carbon atoms. The matrix eleméhtisand the overlap integre,

are calculated from the Bloch functions in Eq. }2.1
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For atom at sublattice A, the matrix eleméht, and the overlap integrg), are

Han(K) =(2[H 0, ) = (2. [H[¢4) = (2.5)

S (k) =(d,|¢,) =1 (2.6)

The value ofH ,, is not exactly the energy of 2ptates of isolated carbon atoms

due to the periodic potential in the crystal Haomlan. For interactions of atom at

sublattice A with atoms at sublattice B, the ma#fiementH ,; is given as

Hae®) = (@H| @) = T X ™ (g, H|g,) @)

Ra Re

The vectorsR; = R, —R,;(i =1,2,3 point from A to one of its neighboring aton; Bnd
can be written aB, ——( a,-d,);R,==(-4d,+24,) R~ é(—é —d). Substituting

this in Eq. 2.6 and summing over the B neighboxsthe A atoms together with the fact
that ¢ functions are radially symmetric and that the atse is the same for all three

neighbors, the expression becomes

Lk, a+a, o =
HAB(E) = yo Le Sk(ai )J(elk.al +e|k.az +1) (28)
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Where vy, is the carbon - carbon interaction energy and igittem

asy, :<¢A(f—IEZA)|H|¢B(f—I§A—Ru)>. This is often also known as the tight binding

integral. The overlap integral can be similarlytvem as follows withs, = <¢A‘¢Bﬂ>

— —}ilz.(él+az) iK.a iK.a
Se(K)=s,|e? (e' & 4 g +1) (2.9)

Inserting the overlap integral and the Hamiltonmatrix elements in Eq. (2.3) and

subsequently in Eqg. (2.2) the energy eigenvaluésmihe nearest neighbor is

(2.10)

where u(IZ):ZcosEél+ 2cok d,+ 2cds(d -4,)and f(R): BU(E) The Eq.

(2.10) is widely used tight binding approximatidngoaphene.

2.2 Single Walled Carbon Nanotubes (SWCNTSs)
SWCNTs can be considered as rolled up sheets phgre such that graphene lattice

vector € =nad +n,dabecomes the circumference of the nanotube (Fig8é)g. This
vector also known as chiral vector is usually dedoby pair of indices(nl,nz)and

uniquely defines a particular nanotube. The churattor determines the structural

parameters like diameter, unit cell, number of oarbtoms as well as size and shape of
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the BZ. The nanotubes can be broadly classifieacagal and chiral. Achiral nanotubes
consist of armchair and zigzag nanotubes for wiheh chiral angled is 3¢ and C.
Nanotubes with chiral angle in the rande<® < 3(° are termed as chiral nanotubes. The

unit cell of SWCNT can be thought of as a cylindricsurface with height

_3(n2+np,+n)
as nR

a, and diameted :%«/nf +nn,+n>. Where n is the order of the

GCD(2n,+n,,n,+ 2n,)

principal axis an® =

Figure 2.3 Two dimensional sheet of graphene showing thedattectorsa; anda,, the
chiral vectorC and the translational vectdrin the real space [35].

The reciprocal lattice vector along the length bé tnanotube is given as
k, =2m/a wherea is the translational period of the nanotube altregtube axis. Any
wave vector along the circumference of the tubexjgected to satisfy circular boundary

conditions satisfyingn =|¢| = 7zd andk,,,, = 277/ . The quantized wave vectdt, and

the reciprocal lattice vector IZZ satisfy  the conditioném_czznyﬁm_a:o,

—

k,&=0k,.a=2m.

Z
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Properties of Single Walled Carbon Nanotubes

The atoms in carbon nanotubes are bondes lbbgnds along the surface of the nanotube
while then bonds lie normal to the surface of the nanotultbaae responsible for weak
vdW interactions in bundles. Thestates being close to the Fermi level play an mambd
role in determining the properties of carbon nabhetu The allowed wave vectors around
the circumference of the nanotubes are quantizedrems along the axis, the wave
vectors are continuous. The allowed wave vectorthefnanotube appear as series of
lines parallel to the tube axis on the BZ of gragheThe length, number and orientation

of these lines depend on the chiral indices (nphthe nanotube (Figure 2.4).

Figure 2.4 First Brillouin zone of the hexagonal lattice wihperimposed cross section
of the nanotubeg denotes the chiral vector, is the translational vector along the tube
axis,b; andb, represents the reciprocal lattice vectors.

The band structure of carbon nanotubes can benglokao the first approximation
from well known tight binding band structure of ghene by applying zone folding

techniques to understand their properties. The bgiding model of graphene has shown

that the valence and the conduction band of grapleerss at the K point on the BZ. If
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the graphene K point is among the allowed states, darbon nanotubes will show

metallic behavior else it behaves like a semicotatudn order to quantify this, the

quantization conditiorK ¢.= 7/2malong the circumference of the nanotube is useérevh

m is an integer and is the chiral vector of the nanotube. The K poihg@phene is at
%(@—Ez)thus, a nanotube will show metallic properties aifilfollowing condition is

satisfied [36, 37].
> 1/ - ~ ~ 2
K.c:2mn:§(k1—k2)(nlal+n2a2)=?(nl—n2) (2.11)

Similarly, projecting the K point along the tubeisagnables to determilﬁ(;at which the

valence band crosses the conduction band. Usingctmelition K &= 21K, (k, is

continuous) the following condition is finally ola

K :{ 0 (n,—n,)/3n# Integer (2.12)

Y3 (n,—n,)/ 3 =Integer

Thus, in (n, 0) metallic zigzag nanotubes the wedeand the conduction band
crosses at th€ point, where as armchair (n, n) nanotubes areyalwaetallic and the
valence and the conduction bands cross each dther3a.

The density of states (DOS) represent the numbavaifable electronic states for
a given energy level to be occupied. DOS entetally in experimental verification of

theoretical predictions of the properties of carbanotubes. Experimental verification to
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test the theoretical predictions of the electrgmioperties of carbon nanotubes is very
difficult as they strongly depend on the diametad ahirality of the nanotubes. Scanning
tunneling spectroscopy (STS) can in principle beduto probe the density of states of
SWCNTs. This technique also allows one to perfomanging tunneling microscopy
(STM) to determine the diameter and chirality af tranotubes at the same location. The
current — voltage (I-V) measurement [38] suggesteghp in the DOS consistent with
semiconducting behavior. Combined STS/ STM measemnésn[39] have provided
preliminary but detailed test of the theory of élenic properties. These studies were
further conducted by several groups [40-44] andewsrccessfully able to characterize
the peaks in the DOS. The plot df/dV with VV for a SWCNT crudely mimics the one
dimensional DOS for the nanotube and provides igatibn for theoretically predicted
DOS.

The electronic band structure further away fromReemi level can be measured
by absorption and photoluminescence experimente Vibrational properties are
obtained using Raman scattering experiments omaneft measurements. The band
structure of a semiconducting SWCNT shows kinkthen DOS plot represented by C1
and V1 belonging to different sub bands. These «Kiske known as van Hove

singularities (vHs) (Figure 2.5 (a)).
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Density of States Density of States
Metallic SWNT Semiconducting SYWNT

v, — ¢, carresponds to the “first van vy —» €5 corresponds to the “second van
Howve” optical transition Hove” optical transition

Figure 2.5 Electronic density of states plot for (a) metalind (b) semiconducting
carbon nanotube [Wikipedia].

The magnitude of the projection of the angular matume along the tube axis is
labeled by integers. The allowed dipole transiti¢glectric vector parallel to tube axis)
promotes an electron from valence sub band to ¢nelwction sub band conserving the
angular momentum projection. The optical absorptod emission are dominated by
these allowed dipole transitions. When the photoergy matches with the energy
difference of the corresponding van Hove singutsjtthe transitions are predicted to be
highly intense. Thus one expects the absorptioneamdsion spectra to consist mainly of

series of sharp features at energleswithi =1,2,3... For semiconducting nanotubes

commonly produced (diameter ~1nm), the first thtesnsition appear in the near
infrared, visible, and ultraviolet region of theeefromagnetic spectrum. These non
dispersive interband optical transitions are tharatteristics of diameter and chirality of
the nanotube. SWCNTSs also show dispersive intepse ultraviolet absorptions at 4.5

eV and 5.2 eV due to the collective plasmon exoitabf theirn electrons [45, 46].
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However, the spectra of bulk samples containingctarally different nanotubes show
broad optical absorption arising from the stronglerlapped transitions of different
species. In the absence of emission, the transitc@m not be assigned to van Hove
singularities. a van Hove singularity is a kinkilie density of the states (DOS) of a solid.
The wavevectors at which van Hove singularitiesuo@re often referred to as critical
points in the Brillouin zone.

A breakthrough was obtained when nanotubes [47thsegized by high pressure
carbon monoxide (CO) conversion (HIiPCO), were meadly dispersed into aqueous
solution of sodium dodecylsulphate (SDS) and preegdo obtain desegregated samples
[48]. These aqueous samples enriched in individualactant displayed near infrared
photoluminescence. The peaks in their highly stmaétt emission spectra were nearly
coincident with that of the absorption spectra.sfWwas attributed to the large number of
emitting species with each contributing one domirteamsition and a very small stokes
shift between its absorption and emission peaks.

Spectroscopic assignment is a crucial task fontitléng specific nanotube
structure responsible for each peak. This was wetieusing spectrofluorimetry

techniques by scanning the excitation source wagéte over the range ofE,,

transitions. When the excitation energy matches#tond van Hove transition energies,
an electron is excited from the second valencebsutal creating a hole and an electron in
the second conduction sub-band, with the absormifophoton. The electron and hole

relax into their first conduction and valence sand by phonon emission. Subsequently
a radiative recombination of electron-hole acréssgemiconducting band gap results in

the emission spectra corresponding to tetransition energies. The variation of the



18

ratio of the E,, / E,,intensities with the excitation wavelengths ardtfar analyzed in the

light of extended tight binding calculations. Themables in the assignment of the
observed samples to family of ‘n-m’ nanotubes. Rai®pectroscopy was later employed
to correctly assign the (n, m) indices.

One-dimensional confinement of the electronic ahdnon states cause unique
optical and spectroscopic properties observed INnCSWs. This creates strong
enhancement of the resonance effect as comparéthtobserved in graphite and is
highly selective to nanotube geometric structuriee Two first order dominant Raman
modes that distinguish a SWCNT from other formscafbon are the radial breathing

mode (RBM) and the multiple higher frequency feesuassociated with the G-band

modes.
%
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Figure 2.6 Raman spectrum for an isolated single walled camnotube taken using
Ejaser= 785 nm. The features marked with * are from3I/&iO, substrate [39].

These have been used to characterize the SWCNTleaj#®-53]. The RBM
(100 cm' — 350 cnit) correspond to the symmetric in-phase displaceroérdll the

carbon atoms in the radial direction while the Gdg1580 crit) corresponds to the
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tangential vibrational modes (Figure 2.7). One-disienal quantum confinement
produces singularities in the DOS. Since the resooRaman intensity depends on the
DOS available for optical transitions, the powerttué technique became evident when
the process was shown to be highly selective otiBpe(n. m) SWCNTs [34, 54].

Despite the electronic structure of an (n, m) SWCRaving many van Hove

Singularities (VHS), symmetry selection rules abowmnly a few of them to be connected
by light. Electrons and phonons in carbon nanotublearacterized by their one-
dimensional wave vectors are related to the nunolberodes for their wave function

along the circumference of the nanotube. The to®lmmetric states for electrons and
phonons have no nodes, while the other harmoniaallysexhibit double degenerate

symmetrie€,, so for levels labeled byu=12,3....the eigenvectors have
2,4,6,....nodes. When the polarization of the electric fimdoarallel to the nanotube
axis, valence and conduction electrons having dingessymmetryE; - E;)are coupled

by light. However, when the polarization vecton@mal to the tube axis, the absorption
vanishes and couplég, - E_,,).

(b)

G Band

Figure 2.7 Raman modes for single walled carbon nanotub&B#)l mode (100 cim —
350 cm') and (b) the G mode (1580 &n
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Because of the selection rules, the optical trenmsitoccur between two peaks
which are almost symmetrically placed with respgecthe Fermi level (Figure 2.5). It
must be noted that the DOS at the Fermi level 1s ze&ro between the highest valence
band vHS and lowest conduction band vHS. Sinceeitugted electron is a bound hole
that is left behind during the excitation procabg transition energies are excitonic in

nature.

2.3 Graphene Nanoribbons (GNRSs)
GNRs can be formed by limiting one of the dimensiohthe two dimensional graphene
sheets to form stripes of finite width. They magoabe considered as unrolled SWCNTs
[55]. Several techniques such as scanning tunnetimgroscope lithography [56],
chemical approach [57, 58] and plasma etching oiotubbes [59] have been used to
successfully produce GNRs. GNRs are expected ta shband gap due to the quantum
confinement effect [60, 61]. This confinement ofrda particles is of particular
importance for the realization of nano electronevides as it is possible to tune the
electronic and optical properties [62]. Experimépiahe presence of a band gap has
been observed in GNR devices [63, 64]. The edg&i\iRs can be armchair, zigzag or a
combination of the two. The electronic states of R3Ndepend largely on the edge
structures and their widths (armchair or zigzag).
The width of the nanoribbon is defined by the numbgdimer lines for the

armchair nanoribbon and number of zigzag linegtierzigzag nanoribbon (Figure 2.8).
The global band structure of each one dimensiomaphgte nanoribbon can be

understood by projecting the 2D graphite band atbegibbon axis.
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Armchair edge GNR

Zigzag edge GNR

Figure 2.8 Structure of armchair edged graphene nanoribbaih 40 dimer lines
indicating 10AGNR and zigzag edged graphene nabonbwith 6 zigzag lines
indicating 6ZGNR.

For armchair nanoribbons, the ribbon axis lies @ltthre M point in the first BZ of

the graphene sheet. Thus the electronic band steudf graphene can be used to

understand the properties of the graphene nanaorghbo
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Figure 2.9 Electronic band structures for (a) armchair andZzlgzag edged graphene
nanoribbon [38].

For armchair nanoribbons, the highest valence lzartthe lowest conduction
band lie close to th& point (Figure 2.9 (a)). Since the zigzag nanorilsbare metallic,
the degeneracy between the valence and conductind Is expected to appear only

atk = +277/3. However, the two center bands shows degeneraky-at which does not
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originate from the band structure of two dimensiayraphene (Figure 2.9 (b). The flat

bands sit steadily at the Fermi level and beconadtefi for wider ribbons in the

range277/ 3< k < 77[65].

Properties of Graphene Nanoribbons

GNRs show a broad range of interesting propertiesaddition to the metallic or
semiconducting behavior. In zigzag GNRs, transpsridominated by edge states.
Moreover owing to their higher degeneracy, theatestare expected to be spin-polarized

making zigzag GNRs attractive for spintronics agations [66].

a c

Ry (kQ)

(621877

22
120 40 60 80

Figure 2.10(a) Hall resistance and magnetoresistance meastired: 30 mK and Y=

15 V. The vertical arrows and the numbers on thedicate B and the corresponding
filling factor v of the QH states. The horizontal lines correspmnithe h/év values. The
inset shows the QHE for a hole gas gt -4 V measured at T = 1.6 K. (b) Hall
resistance and magnetoresistance measured at & K and B = 9 T, measured as a
function of gate voltage. The upper inset showsetitbd view of high-filling factor
plateaux measured at 30 mK. (c) Schematic diagratimeolandau level density of states
and the corresponding quantum Hall conductangg &s a function of energy. Note that

in the QH states,, =—F{;/1. The landau level index n is shown next to the D28k
[48].



23

Recent theoretically reports have shown that theagy graphene nanoribbons are
magnetic and can carry a spin current in the prseha sufficiently large electric field
[67]. Ideal zigzag GNRs are not efficient spin oi@s due to symmetry between the
edges with opposite magnetization. This symmetrgtrbe broken in order to obtain net
spin injection. Existing proposals to achieve thiglves either application of very large
transverse electric field or by introducing edgeaniections [68]. It has been observed
experimentally that high mobility graphene sampéedibit an unusual sequence of
guantum hall (QH) effects [69, 70].

In the presence of a magnetic field perpendiculr)(to the plane of graphene,
QH plateaus av :i4(|n|+]/2) are observed in low magnetic fieBs<9T . At higher

magnetic fields, a new set of QH stateg a0, v =t+land v =t4are observed due to
the magnetic field induced splitting of theOand n=z+1landau levels (LL) [71].
Landau states occur only when the ribbon widtHasesto or greater than the distribution

width of Landau wave function with the wavelength tbe Landau wave function
depending critically on the magnetic field as \/h/277B . For graphene nanoribbons in
a perpendicular magnetic field, the electron mot®rconfined by both the magnetic
potential and the ribbon boundary. Hence in theitéimof high magnetic
fieldl; O B_y2 - 0, the electrons are mainly confined by the magnptitential and

reproduce the landau levels of two dimensional lggeap sheets. However, this holds
only until the wave functions do not touch the exlg€he electrons deep inside the

nanoribbons execute cyclotron orbits. These oraits disrupted when the electrons
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approach the edges. This forces a competition legtilee quantum confinement and the
magnetic confinement effect [72].

The finite width of the nanoribbons supports onyyngnetric or anti-symmetric
eigenstates along the width of the nanoribbon. Eédhe optical absorption of GNRs is
qualitatively different from that of SWCNTs. Optic@bsorption peaks occurring due to
interband transitions at direct band gap does octiroin GNRs. The edge states play an
important role in optical absorption. The greatalsbton energy with which the edge

states can cause an absorption peak is ~0.11 hu [73

Localized Mode

E,;like mode

RBLM

Figure 2.11 Atomic displacements of graphene nanoribbonsdoallzed mode, £ like
modes and radial breathing like modes (RBLM).

Density functional calculations have shown that &ir graphene nanoribbons
there are three typical Raman active modes nant@yradial breathing like mode

(RBLM ~250 — 650 ciil), the localized mode (~2000 & and the graphenE,, (~1580
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cmt)like modes. The low frequencies of the RBLM modes understood to occur due
to the relative movement of the left and right past the GNR. The frequencies of the
RBLM decreases with the increasing width of GNR amaly be used to characterize the

width of GNRs. Besides the RBLM'’s and the graphé&jglike modes, GNRs also show

high frequency localized vibrational modes of tlige carbon atoms. Since the edge
bonds of zigzag graphene nanoribbons (ZGNRs) aghtlyl shorter than that of the
armchair graphene nanoribbons (AGNR), the vibrationodes are expected to occur at

lower energies [74].

2.4 Graphene Oxide (GO)

Graphene oxide derives its origin from graphitedexwhich was first prepared by
treating graphite with mixture of potassium chlerahd fuming nitric acid [75]. Later on
it was prepared using a mixture 0§$0s,, NaNG;, and KMnQ [76]. Graphite oxide is
understood to be a layered material consisting yafrdphilic oxygenated graphene
sheets. Recent reports have shown the fabricafignaphene oxide paper as well [17].
Microwave heating for pre-exfoliation of graphitashbeen used to produce large area
monolayer GO samples [77]. It has been shown thdéwusuitable conditions graphene
oxide can undergo complete exfoliation in waterdoi@ng suspensions of individual GO
sheets [78, 79]. GO has been successfully suspendedivents like dimethylformamide
(DMF). It has been reported that addition of N-nygigrrolidone (NMP), ethanol,
dimethylsulfoxide (DMSO) and acetonitrile to aqusauspension of GO produces stable
homogenous colloidal suspensions of GO sheets. tidddiof Acetone and

tetrahydrofuran (THF) created suspensions of G@ieer, particles visible to eyes were
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observed after a day. GO tends to agglomerate @uipfiate by addition of diethylether
or toluene to the aqueous solution [80]. Atomiccéomicroscopy (AFM) experiments
have suggested the vertical stacking of GO shaatauitiples of 1.1 nm. This height has
been assigned to individual graphite sheets bearygen containing groups on both

sides of the graphene sheet [81].

20nm

Figure 2.12AFM images of graphene oxide sample [82].

AFM images of GO monolayers on atomically flat sgds have shown
pronounced roughness which has been accounteddhe sp centers and point defects
in the carbon lattice also causing wrinkling of etseat nano-scale [83]. It should be
noted that in the reverse process, GO may be deosygd under alkaline conditions to

produce highly pure graphene sheets [24].

Properties of Graphene Oxide

GO has been characterized using various opticatramdport measurements. Individual
graphene oxide sheets have been characterizedricgdégt [84]. GO monolayers
deposited on doped silicon substrate with thermgtiywn SiQ layer (200nm thick),

chemically reduced, and then contacted by e behogliaphically defined Au/Pd (60/40)
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electrodes (300 — 1000 nm separation) show almasiating behavior with differential

conductivity values of 1-5 x 10S/cm at a bias voltage of about 10V (assumingrlaye

thickness of 1 nm).

Current (nA)

'40 C 1 1 1 1 1 1
15 10 -5 0 5 10 15 20
Bias Voltage (V)

Figure 2.13 Current — Voltage (I-V) curve for graphene oxidevide at different
negative gate voltages [63].

Chemical reduction result in increase of conduttiB5). Non-linear optical
properties of GO measured using Z-scan technigue hevealed that at low intensities
of 2.1x 1C?W/cm2 the normalized transmission curve shows a symna¢tpeak with
respect to the focus (z=0), indicating that satierabsorption (SA) dominates nonlinear
absorption (NLA) mechanism. Increasing the inpteénsities, a valley between the peak

appeared indicating reverse saturable absorpti@AJRr two photon absorption (TPA)

appears following SA and finally NLA transition (22



CHAPTER 3

THEORETICAL METHODS

3.1 Theoretical Developments
Within three years of the discovery of the electbgn]. J. Thomson in 1897 [8@)rude
[79] constructed his theory of electrical and thareonduction based on kinetic theory
of gasses for metals. The kinetic theory was agpliethe conduction electrons moving

against a background of heavy immobile ions. The twost significant results of

and linear

P(t)
T

Drude’s model were electronic equation of motied%ﬁ(t):qE—

ng’r
m

relationship between the current densitgnd Electric fielcE, J :( ]E. The major

assumptions involved were the independent pardipfgoximation, and the free electron
approximation [87].

Arnold Sommerfeld combined the classical Drudes ehodith quantum
mechanical Fermi-Dirac statistics [88] to expldie fproperties in metals. Although the
Free electron theory eliminated some deficiencit®® model still makes many
guantitative predictions contradicted by observetioThis model fails to distinguish
between metals, semimetals, semiconductors andatoss; occurrence of positive
values of Hall coefficients; the relation of contan electrons in the metal to valence
electrons of free atom and transport properties.

In free electron model, the allowed energy values distributed essentially
continuously from zero to infinity. The band stret of a crystal can be explained by the

nearly free electron model in which the band etewrare treated as perturbed weakly by

28
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the periodic potential of the ion core. This takese of the interactions between the
conduction electrons and the ion cores. This mbkielthe free electron model does not

take into account electron-electron interactiortis Teads to the examination of general

properties of the Schrodinger equation for singlﬂ:teonH(//:(—anzimm2 +U(r)]t//:£(//

with the development of quantum mechanics in tH20%9

A very different point of view can be taken by cioiesing a solid as a collection
of weakly interacting neutral atoms. The tight ingdapproximation deals with the case
in which the overlap of atomic wave functions iegh to require corrections to the

picture of isolated atoms, but not so much asndeethe atomic description irrelevant.

3.2 The Tight Binding Method

The hallmark of this approach is that the wave fienc can be expanded as linear
combination of the atomic orbitals each associatighl a specific atom in a molecule or
crystal. The advantages of this method are thatonbt does it provides a simplistic
understanding of the fundamental features of elaatrbands but also one assumes a
form for the Hamiltonian and the overlap matrixmeénts without actually specifying
anything about the orbitals except their symme#8; PO].

It is assumed that in the vicinity of each lattjgeint the full periodic crystal
Hamiltonian (H) and can be approximated by the Hiamian of a single atom X It is
also assumed that the bound levels gf dle unchanged. The extreme case would be

when the crystal Hamiltonian differs from the atonkiamiltonian at distances that

exceed the range of the atomic wave function. Heheeatomic wave functions, ()
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would be an excellent approximation. Consideringravais lattice with translational
vectorR, the wave function would be Writtentﬂ,s(F— ﬁ). Considering the corrections

to the atomic Hamiltonian to produce the full pdi@ potential of the crystal to

beAU (), the crystal Hamiltonian can be written Has H, +AU (7). If AU(T)
vanishes whenevep, () does not, then each atomic level would yield Nelsin the
periodic potential with wave functiog,, (F - ﬁ) for each of N sites in the Bravais lattice.

The N linear combinations of these degenerate wWametions that satisfy the Bloch

condition arey . (I) :Ze"z'ﬁwn (F - ﬁ)where thek ranges through the N values in the
R

first BZ satisfying the Born-von Karmon periodiclbwary conditions. The energy bands

obtained are reminiscent of the atomic levels. mprovement towards a more realistic

approach would to be to considehr(r) small and not exactly zero dsJ (') becomes

appreciable. In this case the soluthr(f) to the full crystal Schrédinger equation,
satisfying the Bloch conditions can be written dsaar combination of some functions

@(f —R)which are not atomic wave functions but are lineambination of the atomic
wave functiong, (F) i.e. t//(F):Zei"ﬂ%(F—F?) where ¢() => by, (F). The full
R n

crystal Schrodinger equation using the modified evlwnction is attempted to solve as

below.

Hlw)=(H+aU) )= (K)lw) (3.1)
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By multiplying the crystal Schrédinger equationthy atomic wave functiog,, (7) and

solving the following is obtained

(o Hy +DU @)
(W Ha|@0)+ (@ | AU |g)
(| Ha @)+ (| DU |00) = (1, | €|00)

Wl Hlg)

En (W) +{W,| OV |@0) = (k) (0, |00)
(W, AU @) = (e(K) —E,) (@ |¥) (3.2)

Using the orthonormality condition of the atomicweafunctions(i,,|¢,) = J,,

and w(F):ZéR%(F—ﬁ) an eigenvalue equation is obtained that determthes
R

coefficientsh, (k) and the Bloch energies(k) as

+3 ([, (F)8U (F)g, () Jo, (3.3)

The above theory has been formulated for a monattasis. In solids that are

not monatomic Bravais lattices as in hexagonatksd{ one constructs linear combination
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of atomic levels centered at the Bravais latticenfsoand at the basis points. The
electronic levels so obtained are within the ingwlemt electron approximation. The
independent approximation fails when it gives asteone partially filled band that
derives from the well localized atomic levels wgmall overlap integrals. This might
tend to fail when dealing with d and f shells intate. This constitutes the well known

electron correlation problem requiring multiple foce treatments.

3.3 Density Functional Theory
The problem of electrons in a solid is a many bpdyblem hence a more accurate way
would be based on solving the many body Schrodiegeration for a general system
containing M nuclei and N electron. As a conventioa position of the nuclei is denoted
by Rwhile those of the electrons By The Schrédinger equation for such a system can

be written a#1 (R,r)W(R,r) = EW(R,r), where the Hamiltonian is written as

-n\} ( ZIRA RBIJ

2

I¢]

H(Rr) =(-h—22§: ,\f;j{_h_zzim_z}[ Z.N:ilr.ZAe';J {

The above equation is an eigenvalues equation #88Nindependent variables which is
in general impossible to solve exactly and neegsceqmations. Born and Oppenheimer

in 1927 proposed that the molecular wave functian be separated into the electronic

and nuclear components i (r,R) =¢(r;R).x(R). This enables the separation of the

molecular Schrdodinger equation into one equatiorr fbe electronic wave
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functiony (r; R) and other for nuclear wave functigrfR) . The physical idea behind this

is that the electrons move much faster than thdehuso for a given set of nuclear

position the electrons adjust their positions immaedy before the nuclei move. The

independent variables in;{/(r;R)are the coordinates of the electronshowever,

(//(r; R) depends parametrically on nuclear coordinRtgsis implying that the electronic

Schrdodinger equation has to be solved for giveneangeometry. The electrons can be
thought of as moving in the effective instantaneqaential of the nuclei while

interacting with each other. The approximationsfaih systems with strong electron
lattice interactions such as transition metal maganThus the electronic structure can

be studied by working with the electronic Hamiltamiritten as

1 e

With the Hamiltonian figured out it is required fomd out an approximate

solution to the electronic Schrodinger equatian = E . The approximate solution is

(@IH]y)
(wlw)

estimate of the ground state energy given a chofc&avefunction. Hartree in 1927

obtained by applying variational methods by miniimig to seek lowest

offered one way of constructing the approximate @véynction in terms of individual

orbitalsp, such thap (%,%,, - %) =@,(%)#,(X,) ¢y (%), where X include the

position coordinates and spin. Applying the vaoldl principles to<z//|H|¢/>W0uId
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mean imposing N(N-1)/2constraints due the orthonormality —constraints

<¢i‘¢j>:5ij of the orbitals. These constraints can be incotpdrdy considering the

quantity
F=(ulnlv) -2 [(0]0)-4] 35

and requiring that any of the derivatives of tharmfity F with respect to any one of the

Lagrange multipliers4; be zero. This leads to Hartree equations which rinciple

determine the orbitals . The major drawback of Hartree theory is thatoesl take into

account the indistinguishability of the electrotigjs violates the fundamental principles
of quantum mechanics (Pauli’'s Exclusion Principle).

In order to satisfy the antisymmetry condition, dygroximate wave function
constructed by Hartree is improved by writing artisymmetrized determinant wave
function for a fixed number N of electrons. Thisalso known as the Slater determinant

and written as

(3.6)

This Hartree — Fock approximation, like the Harteggroximation relies on the

approximation of independent particles but stilht@ns a major part of the physics and
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is useful. So far the attempt has been to solveSttleddinger equation more or less
accurately. The approximate solution is an N-etectvave function which depends on
3N position-space co-ordinates and N spin co-otdsaThis function becomes

extremely complex even for medium sized systemsaambe solved only for simple

electron systems such as [91].

In 1927 Thomas and Fermi working independently usestatistical model to
approximate the distribution of electrons in annmatorheir formulation in terms of
electron density was independent of wave functlweoty. In the original Thomas —
Fermi method, the kinetic energy of the electroasapproximated as an explicit
functional of the density, idealized as non intéracelectrons in a homogenous gas with
density equal to the local density at any givemporhis however, was the major error
within the Thomas — Fermi approach because thdikireergy represents a substantial
portion of the total energy of the system so evaalkerror could prove to be disastrous.
Both Thomas and Fermi neglected exchange and atoelamong the electrons which
was later incorporate by Dirac in 1930. It resailie an atomic structure without radial
shells. Although Thomas — Fermi model is considexre the basis to the modern density
functional theory, the famous Hohenberg — Kohn téeo put DFT [92] on firm
theoretical standing.

The approach of Hohenberg and Kohn [93] was to @iteite density functional

theory as an exact theory of many-body systemhferground state system. Hohenberg —

Kohn formulated a universal functionﬂ[n(r”)] of interacting electrons in an external

potentiaV,, (7)such that the functionalE[n(f)]:F[n(F)]+In(F)/M(f)dF is
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minimized by the density(F') and the minimum value of the functiofi®is the ground
state energy. The two theorems formulated by Ho&xenand Kohn are as follows:
Theorem | For any system of interacting particles in an exe potentiaV/,, (F), the
potential V,, ( )|s determined uniquely, except for a constant, by ground state
particle density, () [94].

Theorem Il The universal functional for the ener@ﬂln] in terms of the density(F) can

be defined, valid for any external potentigl(F). For any particulav,, (F), the exact
ground state energy of the system is the globalrmim value of this functional and the
densityn(r)that minimizes the functional is the exact groutadesdensity, (r) [94].

Kohn — Sham developed methods for treating inhomeges system of
interacting electrons [95]. These methods are exacystems of slowly varying or high
density and for the ground state, lead to self isterst equations analogous to the Hartree

and Hartree — Fock equations. The exchange anélaton portions of the chemical

potential of a uniform electron gas appear as aitiadal effective potential. Kohn and

Sham separatedt [n(F)] into three distinct parts, so that the functioBddecomes (use

Hartree unité =m, =e=4rm/¢g, =1).

E[n(r)]=T,[n(r)]+= ”Wdrdr+EXC (F)]+In(F)VM(F)dF (3.7)
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The kinetic energy of the non interacting electgais with densityn(7) is defined as

T [n(1)]=-53 ¢! (F)u(r)er @9)

Variational minimization ofE[n(F)] and introduction of normalization constraint of

electron density gives

(A LEO]-sfn(r)ar =0

5 (3.9)
= Jn—(r) E|:n F :' =Uu
The above equation may be written in terms of $ecéfe potential vV, (F) as
oT,[n(r)]
V. (F)= .
5n(F) + eff(r) Y7 (3.10)

The effective potential and the potential due tchexge correlation is defined as

OE,.[n(F)]
on(r)

“1

(F)+ j—dr +V, (F)and V. (F) =

= (3.11)
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The Kohn — Sham method provides an exact methofiniing the exact ground
state energy of the interacting system. However ditawback of this method is that the
form of exchange correlation potential is usualhkmown except for simple atoms. For
practical calculations, the exchange correlatiompproximated either within the local
density approximation (LDA) or generalized gradiepproximation (GGA) [96, 97].
Recently, the exchange correlation has been appet&d within the meta generalized
gradient approximation (meta-GGA), this uses thpldeian (second derivative) of the
density of the density or the kinetic energy dgnsitaddition to density and magnitude

of the gradient of the density [98].

3.3.1 Local Density Approximation (LDA)

The Kohn — Sham (KS) equations while exactly inooating the kinetic energy

functionalT,[n(F)], stil leaves the exchange correlation  functional

E,c [n(F)] unsettled. An explicit form of the exchange cortielafunctional is required

to solve the KS equations. Since the kinetic enasgyreated rigorously in the KS
formalism, the uniform electron gas formalism mayused for the unknown part of rest
of the energy functional. Within the local densatgproximation (LDA), the exchange
correlation energy of an electronic system is qoiestd by assuming that the exchange
correlation energy per electron at a paiimt the electron gas is equal to the exchange
correlation energy per electron in a homogenoudrele gas that has the same density as
the electron gas at point This approximation thus ignores corrections & ¢xchange

correlation energy at poirit due to inhomogenities.
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The Exchange correlation functional under the LDsh de written in terms of

homogenous electron gas densit(y”) can be written as

Exx*[n(7)]= [ &xe (n(7))n(7) o (3.12)

heresxc(n(F))is the exchange and correlation energy per partbél@ homogenous

electron gas density. The corresponding exchangelatbon potential then becomes

(1) _gxc(n(r))+n(r)T(r) (3.13)

substituting this in the KS equation, the Kohn -a®hlocal density approximation

(KSLDA) which is referred to in the literature aket LDA method. The energy

Exc (n(F))can be decomposed into exchange and correlatios @gr

&xc (n(F)) = &4 (n(7)) + & (n (7)) (3.14)

LDA is surprisingly accurate and produce good mssfdr systems with slowly
varying charge densities. LDA has a tendency t@ifamore homogenous systems and
over binds molecules and solids. In weakly bondgstesns these errors are large and

bonds lengths are too short [94].
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3.3.2 Local Spin Density Approximation [LSDA]
The local spin density approximation is the genesfibn of the local density
approximation in which the spin degree of freedentréated in a non trivial way. The

exchange correlation functional within the LSDAnEtten as
E§§D“[nT (F),n’ (F)} :Id3f n(r‘)gxc(nT (F).n' (F))

where (3.15)

The energygxc(nT (F).n' (F))can be decomposed into exchange and correlatids par

similar to the local density approximation as

sxc(nT (r).n’ (F)) =&, (nT (r).n’ (F))+£C (nT (r).n' (F)) (3.16)

3.3.3 Generalized Gradient Approximation (GGA)

The first step beyond the local density approxiorais a functional of the magnitude of

the gradient of the densiljjﬂn(r*)‘ as well as the value af(F)at each point. Such a

gradient expansion approximation (GEA) was suggedig Kohn and Sham and

developed further by Herman [99]. The GEA did rm@td to consistent improvement over
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the LSDA. The basic problem with GEA is that thadjent in real materials is so large
that the expansion breaks down.

Generalized gradient expansion (GGA) modifies thledvior at large gradients in
such a way to preserve desired properties. Thetiumad of the generalized form is

represented as
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here &, is the exchange energy of the unpolarized homogeetectron gas ané,. is

dimensionless. Working in terms of dimensionleskiced density gradients of'horder

defined by

- [o™n(r)
(2k:)"n 27 (372)" (n(r))"™

(3.18)

where k. =3(277/3"°r* and s, is proportional to the fhorder fractional variation in

density normalized to the average distance betweerelectronssr The lowest order

terms in the expansion ok fas been calculated analytically as

10 , 146
F.=1+—s"+—— s +...
X 8151 S

3.19
2025 ( )
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Numerous forms of, (n(F) : s) have been proposed. The three widely used formkyare

Becke (B888) [100], Perdew and Wang (PW91) [10a4y BRerdew, Burke and Enzerhof
(PBE) [102]. The implementation of the LSDA meth@djuires specific computational

frameworks. The all electron and pseudopotentidhous are two approaches.

3.4 Plane Wave Pseudopotential Method
The plane wave pseudopotential method is a relitdié to study the properties of a
broad class of materials. This method uses plarve wapansion of the Bléch functions.
The advantages of plane wave basis set are that ih@o basis set superposition error,
the periodic boundary conditions are trivially iraplented, the forces can be obtained
easily, the calculation of the Hamiltonian matrieraents is fast and plane waves are

eigenfunctions of the kinetic energy operator.

Figure 3.1 Schematic illustration of the replacement of thekectron wavefunction and
core potential by pseudo wavefunction and pseudenpial [103]
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The pseudopotential approach removes the corer@tscand the strong nuclear
potential and replaces them with a weaker pseudagiat which acts on a set of pseudo
wave functions rather than true wave functions. peeudopotential approach [104] has
its roots in well known fact that the valence alecs play dominant role in chemical
bonding and is based on orthogonalised plane wa¥\() method [105]. An OPW is
defined as linear combination of a plane wave awé wvave functions summed over all
core levels with Bloch wave vectér with the assumption that the core wave functions
are known (generally obtained from the tight bigdapproximation of calculated atomic
levels) In OPW method, the eigenstate of the Schgiéd equation was taken as a linear
combination of OPW'’s.

In the pseudopotential approach, the exact wavetimfor the valence level is
written as linear combination of the OPW'’s. Assugnihe ¢ to be the plane wave part of

the expansion
. i(k+K)F
g ()= cd™ (3.20)
from OPW formalism, the OPW is defined by

@ ="+ by ()
(3.21)
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The exact valence wave function can be written as
i (r)=q (r) -2 (Jor v (F) g (7)) wi () (3.22)
This satisfies the Schrodinger equation with eigdumes £

H g =& ¢ (3.23)

solving the above Schrédinger equation the foll@xenpression is obtained

Since for the exact core levels, one can wWitg; = £ ¢, the above equation becomes

(H+vF)g (r)=¢/(r)g(r) (3.25)

x|

This is the effective Schrodinger equation satisfi®y ¢ which is the smooth

part of the Bloch function.
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Some of the cumbersome terms have been burie@ iretmV " and is defined as

V=3 (e e )(Jarys (ne(n) ¢ (1) (3.26)

C

Also as¢ can be approximated by linear combination of alsmember of plane
waves, one might be tempted in employing the nefadg electron theory to find the

valence levels of Hamiltonida +V . This forms the starting point for pseudopotestial

calculations and analysis. The pseudopotentiakfmed as the sum of actual periodic

potential andv R [77].

The disadvantage of plane wave method is that segel in the all electron
treatment is almost impossible because of the gtoseillations of the wave function in
the core region. This would require too large assst to compute. The pseudopotentials
are constructed such that there are no radial nadbs pseudo wave function in the core
region and that the pseudo wave functions and ¢bagopotentials are identical to the all
electron wave function and potential outside a ffutwius. Care should be taken so that
the scattering properties of the pseudo wave fanstare identical to that of the ion and
core electrons. This is achieved using non-localugepotential which uses a different
potential for each angular momentum component o thseudopotential. Such
pseudopotentials conserving the normalization faet@ known as norm conserving
pseudopotentials. The utility of this approach ystems containing highly localized
valence orbitals has been limited, because of tfieulty of representing the pseudo
wave functions in a plane wave basis. Since thenrmnserving condition requires that

the total pseudo charge inside the core matchéstltiae all electron wave function, it is
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sometimes impossible to construct a pseudo wavetibmmuch smoother than the all
electron one. Alternate approaches using fully loaal separable pseudopotential based
on given semi local one has been suggested [106].

David Vanderbilt [107] constructed first principlpseudopotentials in which the
non local pseudopotentials are generated direcity shat (1) they take the form of a
sum of few separable terms (2) It becomes local\ardshes outside the core and (3)
The scattering properties and their energy dexieatiare by construction, correct at
several energies spanning the range of occupie@ssté4) The norm conserving
constraint is removed so that so that the smoothokethe pseudo wave functions can be
optimized. (5) The pseudopotential itself becomesgolved in the self consistent
screening process. These potentials are known asdeviilt's ultra-soft

pseudopotentials.

3.5 Projector Augmented Wave (PAW) Method

The linear augmented plane wave (LAPW) method piesvian efficient representation of
the highly inhomogeneous wave functions of the el#ctron electronic structure
calculations. It is constructed by partitioning thrave function around the atom in two
parts namely the sphere around each atom whekeabe function is rapidly varying and
the remaining as interstitial region where the wéawections are smooth. Each basis
function is then defined as a plane wave in therstitial region connected smoothly to
the linear combination of atomic like wave funcgan the spheres.

The projector augmented wave method is an extensfidhe augmented wave

methods and the pseudopotential approach which io@sithem into a unified electronic
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structure method. Just as in the OPW formulatioa cen define a smooth part of the

valence wave functiog;’ (F) and a linear transformatiogr’ = T¢" that relates the set of
all electron valence functiong; (7')to the smooth functiofii’ (F). The transformation is

assumed to be unity except with a sphere centeredhe nucleus; =1+T,. The
superscript v and the labels are omitted for the s simplicity. Using Dirac notation

from now onwards the expansion of each smooth fomdt) in partial waves m within

each sphere can be written as
|¢>:Zm‘,cm|¢7m> (3.27)
with the corresponding all electron function
|¢’>:T|‘»‘7>:Zm:0m|4”m> (3.28)
Hence the full wave function in all space can bitem as

) =)+ enllwm) -1} (3.29)

If the transformation T is required to be linedren the coefficients must be given by a

projection in each sphere
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G =(P.l#) (3.30)

for some set of projection operatorp. If the projection operators satisfy the

biorthogonality condition,
(Pl )= 0, (3.31)

then the one center expansi§r:1|¢/m>< P, |(/7> of the smooth functiogy equalsy itself.

Just as for pseudopotentials, there are many pesdiinices for the projectors.
The difference from pseudopotentials, howeveras the transformation T still involves
the full all electron wave function. The expressamplies equally well to the core and the

valence states.
T=1+ Zm:{|¢m>‘|¢m>}<f’m| (3.32)

The general form of the PAW equations can be writeterms of transformation
for any operatorA in the original all electron problem one can idtroe a transformed

operator Athat operates on the smooth part of the wave fong80].

A, )-(e.|Aw, >}<I5m| (3.33)

A=T'AT = A+ Y| p.){ (1,
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This is very similar to the pseudopotential opata@pecific functional forms are used to

display important chemical properties, given trecebn charge density.

3.6 Electron Localization Function (ELF)
The study of electron localization is required tstematically study the concept of
chemical bonds ubiquitous in quantum chemistry isfigcpair electron localization in
the spirit of Lewis structures. ELF was introduded Becke and Edgecombe [108] in
1990. The original formula is based on the Taylgpasmsion of spherically averaged
conditional same-spin pair probability density todf an electron close to a same spin
reference electron. The main aspect of this fortiarlais that the ELF so defined is a
property of the same spin pair density. Topologmaksification and rationalization of

ELF was proposed by Silvi and Savin [109] a fewrgdater.

Becke’s Proposal and Interpretation

Pauli's principle suggests that movement of elesrof same spin is more strongly
correlated than that between electrons of diffesgims. Therefore, it seems convenient
to study the electron pair density for electronssaime spin and that of different spins
separately. The Hartree-Fock probability of finditwgo particles of the same spin

simultaneously at positions 1 and 2 in a multi-et@t system is

P (L2)=p, ()0, (3|7 (19 (3.34)
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HereR,” (1,2)is the same spin pair probability and’(1,2)is the o-spin one body

density matrix of the Hartree-Fock determinant.

g

P (L2)=3u (30 (2 (3.35)

The summation is restricted to orbitals of spironly. The conditional probability of
finding anothers spin electron at position 2, such that an electrfospine is located at
position 1 with certainty is given by dividing tipair probability by totab-spin density

at position 1.

oo =
Pcond (1’ 2) - %(1))

(3.36)
e

e are

Both the Hartree-Fock density and the density maire invariant with respect to the
unitary transformation of occupied orbitals andsthiie pair probability is invariant as

well. When the position of the electron 2 becomé® treference point i.e.
Pl (LY)=p7()and the integrated value of its squared magnitude
ﬂ,of (1, 2)‘2d 2= p? (1) ensures, respectively, that the conditional prditgtiif finding a

secondo-spin electron at the reference point vanishes lwigalso reflection of Pauli’'s

exclusion principle.
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Po (L) =0 (3.37)
and that the total conditional probability is givieyn
[P (1.2d2=N, -1 (3.38)

N, is the total number af-spin electrons in the system. The above equati®® iBplies
that if ac-spin electron is at position 1, then the totalbadality of finding anothew-
spin electron elsewhere is;N 1. Since the electron-electron interaction ddpam the

distance between the electrons, it is convenieshtmge the co-ordinate system to ones
defined by F:%(]+F2)and§:(r]—r”2). The Taylor expansion of the spherically
averaged conditional pair probability is given as

|:| 2
P (F,3) ::—13{2'0 —le(pL”)} S +... (3.39)

The positive definite kinetic energy is definedras Z|D(/Ji|2. The Taylor expansion

above of spherically averaged pair probability jueg information on the electron
localization. The smaller the probability of a seddike-spin electron near the reference

point, the more highly localized is the referenise®on.
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The electron localization is thus related to theimum value of the expression

_1(0p,)’
4 p,

D =r

g g

(3.40)

This is a probability density and is necessarilyy megative. The relationship between
electron localization and above equation 3.40 isnaerrse relationship. The following
definition of electron localization function wasoposed by Becke and Edgecombe

which have somewhat more desirable features.

ELF =(1+x2)" (3.41)

where y = D%) and D, :g(an)%’ p%, with D, corresponding to uniform electron gas
0

with spin density equal to the local value,oof(f). The range of ELF lies between zero

and one. A value close to one corresponds to regfospace where there is high
probability of finding electron localization (bomdj), whereas an ELF value close to one

half corresponds to a region of electron gas lédedvior (non bonding).



CHAPTER 4

CHARACTERIZATION METHODS

4.1 X-ray Diffraction (XRD)

X-ray diffraction is non-destructive technique asdbased on elastic scattering of
x-rays from structures that have long range ordelays have wavelengths from ~0.1 to
~100 A and located betweenradiation and UV radiation in the electromagnetic
spectrum. X-rays are produced using x-ray tubegrevithe electromagnetic waves are
produced from impacts of high energy electrons vatimetal target. However, such
sources have low efficiency and their photon flsptimited by thermal properties of the
target material. Synchrotron sources produces g-magh intensities which are three
orders of magnitude higher. These sources arersatyebright, very weakly divergent
and limited by the electron current in the highrggebeam. Another advantage of the
synchrotron source is in the distribution of beatemsity with the wavelength. The high
intensity of beam in a broad range of photon emsrgillows one to select photons
ranging from infrared to hard x-rays up to 100 KeV.

X-ray diffraction measurements are performed talgtthe atomic structure of
materials. The crystallographic structure of a malkés a three dimensional repetition of
arrangement of atoms with minimal volume, knowmpasnitive unit cell. The unit cell is

defined in real space by three vec@&s, and dknown as the crystal axis. The

positions of different atoms relative to the cellig;m are given by the cell

vectord,,T,,T,...T, . Fourier transformation provides useful information the structure.

The Fourier representation of real space latticeki®wn as reciprocal lattice.

53



54

Reciprocal lattice plays an important role in timalgtical studies of periodic structures.

In terms of the crystal ax&, a, andd,, a set of reciprocal lattice vectors can be define

_ B8 o %8 = AXd, i
d h th =———=—. The latt
asb, b,and b,suc ab, = 3.8, x4, b, = 3.8, x4, andb, %7 e lattice

vectors in the real and reciprocal space are gelatey generalized
expressio b, = ¢, [110].

X-ray diffraction involves the measurement of timensity of x-rays scattered
from electrons bound to the atoms. Waves scatteyextoms at different positions reach
the detector with relative phase shift, hence tleasured intensities yield information
about their relative position. Structural inforneattiin powder diffraction can be obtained
using Bragg equatiomA = 2d siné which describes the principle of x-ray diffraction

terms of reflection of x-rays by a set of lattidanes characterized by the index trighkit

(Figure 4.1).
~a incident g (b) a3
~—__ plane wave — ‘
{-_]f"“«-.x_ -
i e e
—“-H____ T ) e — A_.-’{
T e, miNe e Hygng @
aj ~_a'g— asfl
'== - = H“‘-’-'v.)’ - Cranetrictiva intarfarans~as \
’-k - - AT ORI U = SHITIGIILS n
dsing when X
L) ~ Lo am
e o & o o o ni =2d sin & N\
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_ _ _ _ ordygy o naw
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Figure 4.1 (a) lllustration of geometry used for simplifiedrd/ation of Braggs law, (b)
representation of the crystallographic plahlds[111]

Miller Indices fkl) was first introduced by British mineralogist Vidlin Hallowes
Miller and is used to identify the crystallographitanes. By a set of crystallographic
planeshkl a parallel set of equidistant planes one of wipabkses through the origin, and

the next nearest making intercept#haa/k and a/l on the three crystallographic axes are
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implied. Two properties of a set &kl planes involved in using Braggs law are the
orientation of planes and their spacing. A simmeresentation of both properties is
obtained by introducing a vector il perpendicular to thehkl planes and whose

magnitude is reciprocal of the spacing. Thg Mector in terms of the reciprocal vectors
and Millers indices is defined &k,, = hb, +kb, +1b,. The spacing of the planegqds the

perpendicular distance between planes and can leerwm terms of the ki vector

asd, =i. Assuming that lengths of the crystal axis is knamd the angles between

‘Hhkl‘
them, the distance between the panes in termsuafl gsystallographic notations can be

written for a general triclinic lattice below [111]

1 1

dz, (1+2005a cog cog- cos - COB- éqé

2 2 2 ain?2 2 i
h S'Z‘ a.k ZT B! SI2I‘12y+ Ig((cosa cog3— cog)
a c

+ﬁ(cos,8 coy - coa)+@( cgs cos- 63
bc ac

The variables are defined as=a, a=b, a=c and ays=a, oz;=p, and a;=y. For a
hexagonal lattice (a=lm=p=90°, y=120°) which is the focus of study of this research

work, the above general formula modifies to

2 C2

1  4( h*+hk+k? +I2
d?, 3 a
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The atomic structure probed by shining x-ray onghample results in scattering
of the incident x-rays from the material. The irdiéy of the scattered light can be
formulated in a simple manner by considering thféatition of plane polarized x-rays
from a small crystal. Since the source is at adlahgtance from the crystal, the incident

x-rays can be assumed to be plane waves with waytbl [Figure 4.2].

Figure 4.2 Diffraction of a parallel primary beam by a snalstal [111].

Neglecting a 180° jump in phase in the scatterimggss, the instantaneous value

of the electric field at the point of observatiamedto the unmodified scattering from the

o _ EF€ 2 : :
atom is given byzp—mfn co Zzut—7(x1+x2) . Assuming that the point of
observation is at a large distance R from the ahyt O the scattered beam can also be
considered to be a plane wave, and hércex,) :(xl+ x'z). In terms of the complex

exponential, the instantaneous field at P dueegaitimodified scattering from the atom is

E 2 i -(2m —(s— 8y +MyA,+ma g, .
O?R f glememlrss)masmaznasnl] he resyltant field at P due to all
mc

given bye, =

atoms in the crystal can be obtained by summing oue include all atoms in the unit
cell, and sum over mm, and m to include all unit cells. For simplicity the ce#

assumed to be a parallelepiped with edges, Na and Nas.
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Separating the four summations, the instantanaelasi$ expressed by

2 o N o
£, :%ézw—(wz f genEa)n 3 ¢ JErns-sima,
n m_:O

Np-1 ) N;-1 .
X fne(zmm)(g_sl)'mfb fne(zm M)(é_éo) mds

The summation over n involves the positions ofaéims in the unit cell and hence it
varies from one structure to the other. The sunonatover ny, mp and m have the form

of geometric progressions. The instantaneous &tk can be written as

_ E082 eizﬂ{m_(RM)] - e(2ni//1)(§—§0).Nlal -1 e(zni N)(3-39) NA, _ 1e( 27 A)(3-3g Ngs_ 1

P mce?R e(zm 12)(5-%)a -1 e(zm 1A)(5-%) 4y _ 1 e(2ni )(5-3¢)dz _ 1

The complex conjugate of the instantaneous file@ iat

. e—(2ni 12)(3-%)-Nggy -1 e—(2ni IN)(3-3) NA, _ le—( 71 N)(s-Sg Nz _ 1

& = Eoe2 e—izn[ut—(R/A)]F
P mc?R e‘(277iu)(§‘5))-31 -1 e‘(277i 12)(s-%) &, -1 e‘(2’7i )(s-3q) &5 _ 1

271 1A)(5-%) T,

The complex conjugate of the structure factdf isz fne'( . The amplitude of

the field at point P iE* =£.£,. The Intensity at the point of observation is terit
asl, = E’c/8m. The intensity of the primary beam can be writbsh, = E;c/877. The

above expression was derived for primary beam edr with electric field

perpendicular to the plane of paper. A similar whion for the primary beam with
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electric field polarization within the plane of tpaper would have resulted in additional
factor ofco§ . For an unpolarized light, oEtakes all orientations introducing a

polarization factor 41’1+ cog 29) / z. For an unpolarized primary beam of intensgy |

the intensity | from a small parallelepiped crystal is given by

$-5) Ng, sirf (7 /1) (5~ 5
P sit(miA)(3-%)4a,  sirf(miA)(5- )a sif (7 N)(5-5,) a,

e4

where I, =1,—; 4R2(1+ ng 29] and FF has been abbreviated by. Fhe structure
m’c

factors depend upon the atomic positions repredemyethe cell vecton§. For thehkl

reflection one is interested in the value of thitre factor when the Braggs law is

satisfied for this set of planes. Expressing th# eectors in terms of fractional

coordinates, and using t}*(é—é;o)value which correspond to dnkl —reflection, the

expression for the structure factor is writterFgs= z f, g2 (tkntia) e intensity of

the Bragg's peak is given bthFFZ.

The line profile analysis can be used to investight microstructure and lattice
defects in materials. The main study is relatedht study of crystalline domain size,
shape and the size distribution, planar defecten(amd stacking faults). For a perfect
infinite crystal the reciprocal lattice is made affpoints each representing a set of planes
with Miller indices @kl). Diffraction takes place when the incident anffracted beams

are such that the scattering vector @-vg)/A connects the origin with ahkl) point.
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Figure 4.3 Reciprocal space (2D) representation of the diffom condition: Ewald
sphere (radius 1), limiting sphere (radius 2) and powder diffraction sphere (double
line radius d*). Left: Enlargement of the intersentbetween powder diffraction sphere
and reciprocal space point with approximating tamgelane. The arrow shows the
direction of expansion of the diffraction sphereidg a powder diffraction measurement
[112].

In powder diffraction, this condition holds for afuivalent points lying on the
Ewald sphere leads to the concept of peak multipleind systematic overlap. The size
of the points, for a perfect crystal, is uniquebtetmined by instrumental factors and
absorption, so the diffraction intensity is confin® a small region around each point,
and the FWHM is quite small as illustrated belovg(ife 4.4).

When the crystalline domains have a finite extamsine diffracted intensity is no
longer confined to a point, but spread over a megiose size and shape are related to

the crystallite size and shape. If the crystallitenains of a cubic phase are cubes of

edge D=Na (N is a positive no.), the correspondiegiprocal space have the same
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symmetry and the diffracted intensity in the recgal space is give by the so called

interference function, for a (00I) point the intépgan be written as

sin? (7Nas,, )

Y(d')O (s

(4.2)

The expression is different for different (hkl) awodystallites shapes thus providing

intensity profiles with different width and shag&42].

(a) T

FWHM

dJJl

A

Figure 4.4 (a) Schematic representation of the (001) diffeectcondition (right) and
amplitude of the diffracted intensity (left) in ipwocal space for an ideally perfect
crystal. (b) For cubic crystalline domains of ed@eft inset). The profile of a dispersed
system of cubic crystallites is sketched (dash)bi@].
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4.2 Electron Microscopy
Microscopy is visual perception of objects. Theention of microscopes dates back to
1590 in Netherlands. In 1873, German physicist EAtde published his theory of the

formation of images by microscopes in which heteglaghe diffraction limited resolving

power of the microscope d§:0-6]% where A = wavelength of the

sina’
electromagnetic wave, n = refractive index arwd half angle subtended by the objective
at the object. The typical magnification of an ogtimicroscope is up to 1500x with a
theoretical resolution limit of about 200 nm. Fasualization of nano scaled objects
smaller wavelengths of probe beam is required.idifig the wave nature of particles,

electrons with wavelengthé =h/ p can fill this role.

A beam of moving electrons can be regarded as e hainvisible radiation
which, given the means of focusing it could be usetbrm an image. The wavelength
varies inversely with the square root of the agegieg voltage. The driving force behind
the development of electron microscopes was theed&s exploit shorter wavelength
radiations to reveal finer structural details. T¢eneration, manipulation and use of
electron beams can only take place in vacuum. Titecttbn of travel of a moving
electron can be altered either by applying a magraat an electric field. This makes
possible two different types of lenses in electoptical systems, the magnetic lenses and
the electrostatic lenses.

A beam of electrons from an electron gun is focusg@ condenser lens on to a
specimen. In the transmission electron microscopéM) the electron transmitted
through an entire image field are focused by objecand projector lenses into an

enlarged image on a fluorescent screen. In thengugrelectron microscope (SEM) a
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finely focused beam of electrons is scanned actbssspecimen and gives rise to
electron-matter interactions which are used tonstract the image from the signal.

In optical microscopes, the light falling on an atij is reflected, transmitted,
scattered, absorbed, or re-emitted at another wagtl. The main modes of light
microscopy result from these effects. However, lecteon microscopy, the electron
bombardment produces a large number of effects trmrtarget material. The incident
electron beam interacts with the sample and arafgigntly scattered by them. Most of
the energy of the incident beam ends up heatingangple. The electrons undergo two
types of scattering namely (a) elastic and (b)as#t. In elastic scattering, the electron
trajectory changes but the energy and momenturarisezved. This process is known as
electron back scattering. In Inelastic scatterthg, trajectory of the incident electrons is
slightly perturbed but the energy is lost througtetactions with valence or lightly bound
electrons of the atoms in the sample. Inelastittextag produces diverse effects such as
(a) Phonon excitation (heating), (b) cathodolumieese (visible light fluorescence), (c)
continuum radiation (bremsstrahlung), (d) charasties x-ray radiations, (e) Plasmon
production (secondary electrons), and (f) Augected® production. Below two types of
electron microscopes namely, the transmission relectnicroscope (TEM) and the

scanning electron microscope (SEM) are briefly uksed [113].

4.2.1 Transmission Electron Microscope (TEM)

The first TEM was built by Max Knoll and Ernst Raskn 1931. A sketch of Ruska’s
design from his original notebook is shown (Figdr® (a)). In a TEM a beam of
electrons is transmitted through an ultra thin damiphe electron beam interacts with the

specimen as it passes through the sample.
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Figure 4.5 (a) Sketch of the first electron microscope orddjyrfrom Ruska’s notebook
in 1931 [Wikipedia], (b) cross section of modern MEcolumn [http://barrett-
group.mcgill.ca/teaching/nanotechnology/nano02.htm]

The sample is deposited on a standard TEM grids(8&tn diameter) made of
copper, molybdenum, gold or platinum. The TEM sas@re required to be at most few
nanometers thick. High quality samples have thiskr@mparable to the mean free path
of the electrons travelling through the sample. dmg methods in TEM utilize the
information contained in the electron waves exitiragn the sample to form the image.
The observed intensity of the image, I, assumin@csently high quality of imaging
device, can be approximated as proportional tdithe-average amplitude of the electron

wave function, the wave function of the exit beammidicated byy.

1 (x)= K jww*dt (4.3)

L -t :
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Different imaging methods attempt to modify thectien waves exiting from the
sample to obtain useful information. Thus the obs#rimage depends not only on the
amplitude of the beam, but also the phase of #etreins. High resolution image requires
thin samples and higher energies of incident ejestr

By adjusting the magnetic lenses such that the lfackl plane of the lens is
placed on the imaging device, a diffraction pattesn be generated. For thin crystalline
samples, an image is produced which either mayistoons$ pattern of dots indicating
crystalline sample or may consist of series of sirigdicating poly crystalline or
amorphous material. These images provide informatabout the space group

symmetries for crystalline materials.

4.2.2 Scanning Electron Microscope (SEM)
The earliest SEM was constructed in late 1930semnty 1940s. A very fine probe of
electrons with energies from few hundred eV to tehkeV is focused at the surface of
the specimen and scanned across it in a ‘rastgratiern of parallel lines. A wide range
of phenomenon occurs on interaction of electrombedth the sample and signal due to
electrons or radiations can be collected for easition of the incident electron probe.
The magnification produced by a SEM is the ratibMeen the dimensions of the final
image display and the field scanned on the speciimemtypical SEM the magnification
varies from 20X to 100 000X at a working distan€& mm.

The SEM is most commonly operated in low energ$@<V) secondary electron

(SE) mode. These electrons are ejected from thieel of the sample atoms by inelastic
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scattering and originate within a few nanometepsnfthe sample surface. Such electrons
are detected using scintillator-photomultiplierteys Everhart-Thornley detectors.

Back scattered electron (BSE) are high energyrelestthat are reflected or back
scattered by elastic scattering. SEM can be opmklatecollecting these electrons. Heavy
elements back scatter electrons more than theesligéments and thus appear brighter in
BSE images. Everhart-Thornley detectors are inefiicfor BSE electron detection,
dedicated BSE detectors (semiconductor or scittilleypes) are positioned above the

same in a “doughnut” type arrangement.

4.3 UV - Vis Spectroscopy
UV — Vis spectroscopy involves the spectroscoppludtons in the UV — Vis region of
the electromagnetic spectrum. Different moleculdsog radiations of different
wavelengths. An absorption spectrum shows a nuwoiflensorption bands corresponding
to structural groups within the molecule. The apson of UV-Visible radiations
corresponds to the excitation of outer electronth&excited states (Figure 4.6). Three
types of electronic transitions can be considerdely (a) transitions involving p, s and
n electrons, (b) transitions involving the chargensfer electrons, and (c) transitions

involving d and f electrons.
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Figure 4.6 Possible electron transitions containing p, sraetectrons.



66

In this method the spectrometer measures the ibteoislight passing through
the sample and compares it to the original intgneit the light (before passing the

sample). The rationT =1 /1,is called the transmittance while the absorbance

obtained using the Beer’s Law | d**.

4.4 Raman Spectroscopy

C. V. Raman in 1928 discovered Raman effect, wiscimelastic scattering of photons
from molecules. Raman spectroscopy is used to stluhational, rotational and other
low frequency modes in a system. Raman effect rsccue to the interaction of
electromagnetic field of the incident radiation lwthe molecule. This is a two photon
scattering process involving one photon absorpaioth one photon emission. In Raman
scattering the final state is different usually &ychange in the vibrational state, the
electronic state being changed.

The electric field of the incident radiation potas the molecule and induces a

dipole momenty,) in the atom or molecule.

U, =aE (4.4)

At some distancér away from the molecule’s equilibrium geometrye thstantaneous

polarizationa is given as

U, =akE (4.5)
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a=a, +(a—jAr (4.6)

If the molecule is vibrating or rotating in somaussoidal fashionAr can be written in

terms of vibrational frequency as

Ar =r . cos( 2mwt)

. ) . ) 4.7)
e — Maximumvibrational amplitude
The sinusoidal behavior of the electric field cawritten as
E = E, coy( 2w, t) (4.8)

Eo is the amplitude andi, is the frequency of the electric field. Substitgtiequations

4.2, 4.3 and 4.4 in equation 4.1 the following egsion is obtained

t, = a,Eycos( 2w, t) + Eormax(%—?j co$ 2ut) cds 7,t)

Eolax [ 0O 9
=%EOCOS( Zw"‘t)Jr%(a_rj( co£ 2zt(u+um))+ CO(S ﬁ(U—Um)))

This can be used as a dipole moment operatorrianaition moment integral. Analyzing
the above equation it is seen that the first teomtainsvi,, which is the frequency of the
incoming light. This relates the outgoing scattepbdton to the incoming photon with

the same frequency (elastic scattering of lightisTexplains the Rayleigh scattering. The
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second term contains two cosine terms one contuiaifiu,, which relates to outgoing
scattered photon with increased frequency (inelastattering, Stokes) and the last term
containing v —u,, which represents scattered photon with reduceguéecy (inelastic,
antiStokes).

The Intensity of scattered radiations from a systerandomly oriented

molecules is given by the rotational average ofittensities expression

NIK* 10\@@'\2 a\d (w-w)a ) (w,-w)

(k)=

167287 +3(3_ z‘éé' ‘4 #é ) z)aﬁ) (w rw) 0’;32) (w rw)

It is to be noted than”?"’ IS i,]- symmetric for conventional Raman scattgrand the

rotational averaging is then essentially the sasninat for Rayleigh scattering, giving the

scattered intensity as

4 ‘v ~(0'v aa =) Vel
|(k'):%:7%[10‘éél‘2aga)uuaﬂ£0) +3(3_ 4ee‘2+ fﬁe‘z)a/(’i) aﬂgz) }

where | is the irradiance and, i the number of molecules in the initial vibrai#d state
v. For non-totally symmetric modes, the scalar gbfﬁf”'” is zero; the entire scattering

intensity comes from the symmetric term. Underrkar resonant conditions, when the

incident energynck is close to one of the molecular excitation eresghe vibrational

energies cannot be ignored amf[f“ has an antisymmetric as well as symmetric part .
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Rotational averaging gives an angular dependencglasi to that for two photon

absorption from two beams. The scattered intersipyession becomes

14
|(K) = faggmar A +Baia +caiai

here A, B and C are polarization dependent coefiisi. In terms of the irreducible parts

ofa/‘j;“ , the intensity expression can be written as

"\ — le'4 1 o)'v ,—(0)'v v'v —(Jv'v v'u _—( v
I(k)_144072£{§(3A+B+C)”5} @, +(B=C)ayl"a " +(B+C)a,l " a,’
0
The three terms are the contributions from scatartisymmetric, and symmetric

scattering. The selection rules follow from a cdesation of the integral

(X | @50 | Xop) @ssOCiated with the transitibm)| x,, ) — |@)| X.,). For fundamental

transitiong' —v =+1, the product of the vibrational wavefunctions sfamm as the

corresponding normal mode coordinate [114].

4.5 X-ray Absorption Spectroscopy (XAS)
X-ray absorption spectroscopy (XAS) is a widely disexperimental technique for
determining the local atomic and/ or electroniustire of materials using synchrotron
radiations which are highly intense and provideahla x-ray energy beams. In this
technique x-ray beam hits a sample which could rodéiguid, gaseous or condensed

phase. The oscillating field of the electromagngtiation interacts with the electrons in
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the atoms and either gets scattered by the electborgets absorbed and excite the

electrons (Figure 4.7).

X
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Figure 4.7 Schematic showing different phenomena on intevacof incident x-ray
beam with sample.

When discussing the x-ray absorption, the absarmoefficient,u which give the
probability that x-rays will be absorbed accordtnoghe Beer’s Law | =ole**, where §
is the intensity of the incident beam, x is the glnthickness and | is the intensity of the
transmitted beam, is of primary concern. At mostax-energies the, the absorption
coefficientp = Ryo (Py is number density anel is atomic absorption cross-section) is a
smooth function of energy, with a value that defgemid the sample densipy the atomic

number Z, atomic mass A and the x-ray energy E as

pZ"

e (4.10)

ﬂ:

When the incident x-ray has energy equal to thelibgqenergy of a core-level
electron, there is a sharp line in absorption: bsogption edge corresponding to the

promotion of this core level to the continuum. ®irevery atom has core-level electrons
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with well defined binding energies, one can selketelement to probe by tuning the x-
ray energy to the appropriate absorption edgeowatly an absorption event, the atom is
said to be in an excited state, with one of the adectron levels left empty (core hole),
and a photo-electron. The excited state eventudglyays within a few femtoseconds
through two main mechanisms namely as x-ray flumese and Auger effect.

In x-ray fluorescence, a higher energy core leilagteon fills the deeper core hole
ejecting an x-ray of well defined energy. The flegzence energies so emitted are
characteristics of the atom and used to identify #toms in the system along with
guantifying their concentrations. The second predes de-excitation of core hole is
predominantly the Auger effect, in which an elestdrops from a higher electron level
and a second electron is emitted into the contindanthe hard x-ray regime (> 2keV),
x-ray fluorescence is more likely the path to deHation while in the soft x-ray regimes
Auger process is dominant. The energy dependentieecaibsorption coefficient(E) in
transmission can be determineddE) = log (b/I) and in x-ray fluorescence (or Auger
emission) agu(E) 01, /1, .

XAS is generally thought to be composed of twoiddtportions namely, the
near-edge spectra (XANES) typically lying within 8¥ of the main absorption edge
dominated by strong photon electron scatteringthadextended fine-structure (EXAFS).
The limiting energy that divides XANES from EXAFS by no means exactly defined
since the transition from one regime to the otlsesmooth. A representative XAFS

spectrum for fluorine K-edge is shown below (Figdrg).
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Figure 4.8 Fluorine K-edge XAFS spectrum for LiF [115].

XANES is of great interest as it is capable of julowg local chemical and atomic
structure in complex and disordered materialshis kind of spectrometry interaction of
photons with matter are studied by measuring thetgatbsorption coefficient. For

incident light with polarizatiore and frequencyw the absorption cross section given by

Fermi golden rule ig=4anwy |(i|F 2| f) 3(E, —E +hw). Here théi),|f),
f

E andE, denote the initial and final states and their eiestgOn excitation of the atom

using a x-ray source, the core shell electronsbeaexcited first to empty bound level
(localized) and then into the continuum. This resuh sharp and broad features
respectively. The photoelectrons are sensitivénéocharge distribution and arrangement

of the neighboring atoms around the absorbing atom.
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The high energy region can be more readily inteegrejuantitatively. For the
EXAFS, one is interested in the oscillations wdtlowe the absorption edge and is

defined as follows.

,u( E) ~ Haonic ( E)
Hatonic (E)

X(E)= (4.11)

In a molecule or solid, a part of the photo-eletctreave may be backscattered
from the neighboring atoms thereby modulating therix element for the absorption.
The back scattered wave may interfere with the gaihg wave constructively or

destructively, depending on the wave vector anthdce (Figure 4.8).

Constructive Interference Destructive Interference
maximum absorption minimum absorption

\Importance of
interference !!

Figure 4.9 Schematic showing constructive and destructiveriatence of photo-
electron scattering.

The presence of photoelectron scattered back frenneighboring atoms will

alter the absorption coefficient and is the origirKAFS. X-ray absorption is a transition

between the initial quantum stafie (with an x-ray and core electron) to a final staté
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(with a core hole and a photoelectron). Fermi Goldde is a way to calculate transition
rate from an initial eigenstate to final eigenstalée absorption coefficient is thus

described as

(4.12)

‘2

#(E)Di[H|f)

H represents the interaction term. The core lelsgit®ns being very tightly bound to the
absorbing atom, the initial state is not alteredtly presence of neighboring atoms;
however, the final state is influenced because phetoelectrons are able to see the

neighbors. Hence, decomposing the final statetmtoparts, one the “bare atom” portion

| f,) and the other due to the effect of neighboring atpih) as
| 1) =[fo) +|Af) (4.13)

Expanding equation 4.8 using equation 4.9 theotig expression is obtained

,u(E)DKi|H|fO>‘2 1+<i|H|Af>M+ complex conjuga’% (4.14)

(i[RI

Comparing the above equation 4.10 to the definiitbBEXAFS (equation 4.7), the “bare
atom absorption” can be written ag, :Ki |H| f0>‘2, which depends only on the

absorbing atom irrespective of the presence oftibeigng atoms.
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The fine structurg can be written as

x(E)O(i|H|af)+CC (4.15)

The interacting Hamiltonian can be written from fie¢d theory as:

AA-1B (4.16)

For low intensities in zero magnetic fields, theemaction term needed Asp , where Ais

a quantized vector potential and reduces to a teanis proportional to"&. The initial
state is a tightly bound core-level which can berapimated by delta function. The
change in final state is just the wave functiortheff scattered photoelectron. Putting all

these together [116] a qualitative expression %AES is obtained below

X(E) Djdrd(r)e‘”t//mﬁ(r):wm(o) (4.17)

In a real system usually more than one type ofhimgng atoms surround a particular
atom which is accommodated in the XAFS formalisnsbsnming the contributions from
each scattering atom type. The final form of theAE® expression for a system with a

single shell of neighbors is given by equation 4.18
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X(k):ZNje'Zkz”f%sin(&R. +3,(K)) (4.18)

J J
]

where j represents the individual coordination Isbeidentical atoms at approximately
the same distance from the central atom. The highssr terms correspond to multiple

scattering events [116].



CHAPTER 5

DENSITY FUNCTIONAL STUDIES OF CARBON NANOSTRUCTURES

5.1 Introduction

DFT has been successfully used to study the staland electronic properties of carbon
nanostructures namely SWCNTs [117] and GNRs [1d8héntion a few. The properties
of SWCNTs are known to depend on the rolling/chamagle [38]. The availability of a

wide range of properties for different SWCNTs progdl during synthesis imposes
bottleneck and has stranded the development obnarbnotube devices [119]. Recently
a lot of effort such as chemical functionalizatidr20], dielectrophoresis [121] use of
bimetallic catalysts for growth [122], has been maith production/extraction of

monodispersed single walled carbon nanotubes. Henvekieoretical predictions have
shown that it is very difficult to produce SWCNTsing a bottom — up approach
(building up from atomic level) because the thermiltation of the catalyst particles and
the complex nature of growth prevent the prepamatibmonodispersed SWCNTs. The
search for alternative methods is highly desirdbtethe preparation of monodispersed

SWCNTs.

5.2 Computational Details
First Principles calculations have been performsthgs Vienna ab-initio simulation
package (VASP) [123] within the LDA. The calculatsowere performed using the plane

wave basis set. The BZ was sampled using the Maskhe Pack scheme.
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For ionic relaxations, the conjugate gradient (@@&}hod was used and the forces acting
on the atoms are calculated using the HellmannynarRan theorem. The convergence
criteria were set such that the forces in the dgtohstructure were less than 0.001 eV/A.
For the convergence criteria for the electroni¢ sehsistency cycle a value of 1@vas
taken. Complete relaxation was done by relaxing ldtdce as well as the atomic
positions without preserving the symmetry of theesucell. The carbon nanotubes
bundles were modeled using a hexagonal cell suathetdich super cell consisted of one
nanotube with vacuum layer of about 3.3 A. The GNRse modeled in orthorhombic
cells ensuring a vacuum layer of more than 10 Avbenh the two ribbons. SWCNTSs
were subjected to hydrostatic pressure by equdliegdiagonal elements of the stress
tensor to the desired pressure values. The presagéncreased in steps of 2GPa. GNRs
were sandwiched between two rigid graphene sheetesenting rigid substrates [124]
and pressure was applied by physically moving e rigid layers in steps ~ 1 A. The
electron localization function was calculated usthg formulation of Savin and Silvi
[109].

At graphitic separations vdW interactions are eigto become significant. The
lattice constants calculated for normal and conga@sanotube bundles using above
mentioned DFT methods were compared with thosegutie Lennard — Jones (LJ)
potentials V =o—2ﬂ(—rﬁ6+r—ijd§dsz( A =152 eV A B = 24x10eV A ando =
0.3724) [125, 126] which take into account the vd\éractions. The plot (Figure 5.1)

shows the equilibrium lattice constants (minima) flifferent nanotubes, in good

agreement to the DFT calculations [127].
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Figure 5.1 LJ potentials calculated for nanotube bundles wlifferent chirality. 1010
denotes (10, 10) SWCNT. Potentials plotted fod{4SWCNT at different lattice angles.

5.3 Edge Reactivity of Armchair and Zigzag Graphene Naoribbons
The edges in graphene nanoribbons are primarilglaamor zigzag or a combination of
the two for the most general case. The propertie®dge carbon atoms in large
hexagonally symmetric systems depend strongly enldbal electronic structure [128].
Hence one may expect varying reactivity for différeype of edges in the nanoribbons.
Understanding the reactivity can be achieved thnoetectron localization function
(ELF).

ELF was first introduced in 1990 [108] is a “chealig intuitive” way to analyze
the electron localization and has values in thegga@ — 1. A high value implies the
existence of a localized electron pair and thatetfexists a high probability of finding
two electrons of opposite spins in a given regibspace and for which there is a small
probability of exchange with other electrons thia autside of this region. The ELF is

calculated for both armchair (Figure 5.2) and zipedged nanoribbons (Figure 5.3).
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Figure 5.2 Electron localization function for 19AGNR with ELValue plotted at 0.75.
The Z axis represents the ribbon axis. The PId&Ldf shows that the ELF at the edges
tends to heal.

The ELF is plotted at value of 0.75 and the ribbgis is plotted along the z axis.

Zigzag edge of GNR

Figure 5.3 Electron localization function for 8ZGNR with EM&alue plotted at 0.75. The
Z axis represents the ribbon axis. Highly reactiige dangling bonds are observed.

The core and binding point attractors are founbletdocated at positions indicated
by atoms and the regions shown by the isosurfatedes pair of atoms respectively.
The ELF for ZGNRs shows the presence of highlyafiomal edge dangling bonds where
as for the AGNRs, the dangling bonds seem to hettdleaedges hence passivating the
edges [129]. Experimental evidences in form of ketloand staggered edges of graphene
[130] have been observed.

Attempts have been made to exploit the edge regcov GNRs to form carbon
nanotubes. Theoretical studies of site specifictionalization of graphene nanoribbons
have indicated the possibilities of the formatidrcarbon nanotubes [131]. Experiments

based on this concept have shown the formationaabrscrolls instead of nanotubes
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[132]. The two major probable reasons for failuféhis proposed method of site specific
functionalization is that it is difficult to prea@b/ functionalize the nanoribbons
experimentally at specific sites at atomic scal®lffems such as steric hindrance come
into play). However, the concept is important ie gense that it is investigated for the

first time a top down approach for the formatiomahotubes.

5.4 Reconstructing Graphene Nanoribbons to form Tailorel Single Walled
Carbon Nanotubes

Recent experiments have suggested the closinggafseaf graphene multi-layers at very
high temperatures [133, 134]. Motivated by theseeerental results, a novel
conceptual methodology for preparation of SWCNTs peoposed [135]. This
methodology simplifies the top down process of mabes by using bilayered GNRs
instead of mono-layered GNR. In this method theoh#lmes are produced either by self
interaction of the reactive zigzag edges of grapheanoribbons or by uniaxially
compressing the bilayer nanoribbons normal toaibburface, between a pair of rigid
surfaces for armchair edges of the graphene naémm# to form carbon nanotubes
(Figure 5.4).

The advantage of using bilayered system is that rathmg angle is limited to a
rotation of only 90° at edges of each nanoribbonlajers of AGNRs at graphitic
separation enclosed in a cell were consideredeusors for zigzag SWCNTs. The cell
was chosen such that the separation between thgelsld nanoribbons in the adjacent
cells was at least 10 A. Such large separationreasminimal interactions between the

bilayers in adjacent cells.
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(a) Armchair edge (b) (c) Zigzag Single Walled Nanotubes
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g .- 17

Bilayer Nano ribbon

Figure 5.4 Proposed method for preparation of patterned carbanotubes by
reconstructing the edges of graphene nanoribbons.

These nanoribbons were compressed between a paigraghene sheets

representing highly rigid surfaces, by moving thekeets in discrete steps towards each

other.
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Figure 5.5 Variation of total energy of the bilayered 11AGNRplotted as function of
top and bottom substrate layer separation “d”. biteeyer (represented by A) patterned
on lower substrate is compressed graphene shéetar{sas B). As “d” decreases, the
total energy of the compressed bilayered systemw(shas C) is found to increase. Once
“d” is reduced sufficiently, bonds form at edgesféom compressed tubular structure
(shown as D). Relaxing “d” lowers the energy anbetistart to inflate (shown as E).
Finally tube acquires a circular tubular crossisect(shown as F) on complete
relaxation.
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It is observed that as the separation between likets representing the rigid
surfaces “d” decreases an increase in the totabgra the bilayer is observed (Figure
5.5). On the basis of previously reported expertaleresults [136] the pressure on the
compressed nanotube was estimated to be in the Y GPa — 10 GPa.

In order to understand this process, the ELF, mleat band structure and
projected density of states for the bilayered GNR@wvestigated below. The ELF is
calculated for armchair bilayered GNR and plottéah@ different planes at reduced
separation (Figure 5.6). It is observed that féay@r AGNRs there is no overlap of the
ELF at normal graphitic separation of 3.3 A. Howew reduced separation of 2.4 A
corresponding to the distance between the two nibbo the bilayered ribbon, the
electron cloud of each of the nanoribbon constitutthe bilayered system starts to
overlap with each other only at the edges (plan€&igyre 5.6). No overlap of electron
cloud is observed at other sites (plane C and §yrEi5.6). The ELF on the plane (plane

A, Figure 5.6) containing the nanoribbon showshbaled edges of the AGNR.

Armchair edged GNR @ 3 A separ?ion Armchair edged GNR @ 2.4 A separation

edge atoms

£ /f ( i ahove plane { ahove plane
P . X ‘. ‘/”1 B vt ______ Tl -sg
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S 'y %
% . (. >
u YA 3 }, slight buckling observed
7) edge states heal
(A. at armchair edges
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electron clou

Figure 5.6 ELF plotted along different planes for 11AGNR d#fedent separations.

Finite element model [137] has predicted the preserfi edge ripples of about 1.2

A for mono-layered nanoribbons with armchair edgansidering the bilayered GNR as
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composed of two identical nanoribbons and assumimignal modes of vibration, it
would mean that the nanoribbons will start to iatéwith each other at a separation of
about 2.4 A. Hence the normal graphitic separatibrthe armchair edged bilayered
graphene nanoribbons need to be reduced to ab®uk. alculations have shown that
when the bilayered AGNR is compressed from normaplgitic separations to about 2.4
A, the bilayered AGNR system slips into compressgloular cross section without
further compression.

For monolayer ZGNR the predicted amplitude of edgeles using the finite
element model [137] is ~2.4 A. Bilayered GNR systemay be considered as a
combination of two mono-layered GNRs vibrating witplitude of ~ 2.4 A. Such a
bilayered system with highly reactive edges cartdrgsidered to be unstable at normal
graphitic separation of 3.3 A (Figure 5.7). Ourcadtions have shown that the bilayered
ZGNRs are unstable at normal graphitic separattmhfarm nanotubes instantaneously.
Our calculations for bilayered ZGNRs are well supgd by the nudged elastic band
method calculation [138] which takes into accoum interaction of a mono-layered

GNR with its image.

Zigzag edged GNR @ 3.3 A separation

highly directional
electron cloud at
zigzag edges

no overlap of

electron cloud .
isosurface at 0.80

Figure 5.7 ELF for ZGNR at 3.3 separation.



85

The formation of nanotubes from bilayered GNRs iscompanied by
rehybridization of the carbon atoms fronf $p sp’ hybrid state. In order to develop a
further insight into this process of rehybridizatidghe electronic band structure and the
site projectedm decomposed electronic density of states is andlyZbe density of
states near the Fermi level provides a quantit&sienate of the chemical reactivity for a
given system [139]. All structures with edge statesssing the Fermi level or in its
immediate vicinity are expected to be highly reaxtiThe band structure plot shows that
the bilayer 11AGNR has a very small band gap at~#eni level (Figure 5.8 (a)). The
edges of these nanoribbons were terminated by ggdratoms to look at the edge states.
It is observed that the edge states corresponditiget dangling bonds lie far away from
the Fermi level making them relatively chemicalheit. Bilayered 11 AGNR when
compressed forms semiconducting (11, 0) zigzag SWGkhich is observed in the
electronic band structure diagram (Figure 5.8 (b)).

Bilayer 8ZGNR
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Figure 5.8 Electronic band structure diagram for (a) BilagetELAGNR, (b) (11, 0)
zigzag SWCNT, (c) Bilayered 8 ZGNR and (d) (8, Bpehair SWCNT. Magenta arrow
indicates the states due to dangling edge bonde Wia Green arrows indicate localized
edge states.
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The band structure of bilayered 8ZGNR shows thelaéty of edge dangling
states as well as bands due to the localized adtgsgFigure 5.8 (c)) at the Fermi level
suggesting highly reactive edges. At normal grapkiparation a small split is observed
in the states representing the edge dangling boratked by magenta arrows and the
localized edge states marked by green arrows. dfatfers approach each other the split
increases further and finally metallic bands streetof armchair SWCNT is observed
(Figure 5.8 (d)) due to crossing of bands corredjjantor andn” orbitals.

Site projected partial density of states (PDOS) waaslyzed in details to
understand the process of rehybridization in theotibe formation. Representative plots
of PDOS have been shown indicating the changeseiiPDOS with interaction induced
sp’ hybrid character of the edge atoms in bilayerei@NR. Narrowing of the electronic
band gap of bilayered 11AGNR at reduced separ&iobserved while compressing the
bilayered system. This can be understood due tpjtleéectron states which lie closer to
the Fermi level as seen in the site projected PEI§ure 5.9). The porbitals are
oriented normal to the plane of the GNRs. Modifmatof PDOS corresponding to s, p
py and p orbitals is also observed. At reduced separatfdd4 A a significant increase
in the DOS for the porbital is observed indicating rehybridizationtioé edge atom.

1.0

—s Bilayer 11AGNR 0.4 —S _ Bilayer 11AGNR
0.8 —Py —_ @ 3.3 A separation —Py 4 @ 2.4 A separation
7)) 0.6 Pz % 7)) 0.3 Pz =
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0 0 _\A F/\/J\,__AA ‘ %\/\—\/\/ 0 0 1 — ~ _ \ M
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Figure 5.9 Site projected electron density of states at dnéhe edge atom at different
interlayer separation for the bilayered AGNR system
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5.5 From Isolated to Bundled Single Walled Carbon Nanaibes

Properties of isolated single walled carbon nanegubave been extensively studied.
However, carbon nanotubes like to remain bundledth $bat the separation between the
walls of two nanotubes is ~ 3.3 A. The formatiomahotubes is understood to be due to
the strong van der Waals interactions. Experimesttadies have shown recently that the
width of line widths of the Raman odes increases with bundling [140]. The effects of
bundling on the electronic properties of isolatéthle walled carbon nanotubes were

predicted for (10, 10) SWCNT using tight bindingdebas early as 1998. The properties
of single walled carbon nanotubes modify when beddiecause each nanotube can feel
the potential due to the other nanotube as a rebtliis the Hamiltonian is perturbed, the

guantum mechanical level repulsion leads to theniogeof a pseudo gap for armchair

metallic SWCNTSs [141].
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Figure 5.10 Electronic band structure diagram for bundles iéfecent armchair single
walled carbon nanotubes.

The effect of bundling is observed not only in anaic SWCNTSs but also zigzag
SWCNTSs. Ab initio density functional calculationaye shown the opening of band gap
in small and large diameter nanotubes (Figure 5.M¥dification of electronic band

structure in semiconducting nanotubes is also @kser
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5.6 Effect of Hydrostatic Pressure on Bundled Single Wied Carbon Nanotubes
SWCNTSs have remarkable mechanical properties amdsskxtraordinary strength along
the axial direction with commonly accepted axialuvig’s modulus value of ~1TPa [142,
143]. Radial deformation of carbon nanotubes haacéd a lot of attention due to its
possible influence on the electronic propertiese Tdeformation of large diameter
SWCNTs under pressure to interacting elliptic, ek and peanut shaped cross-
sections have been reported both experimentall]fitl theoretically [145, 146]. These
structural changes for large diameter nanotubes ho been observed indirectly using
Raman spectroscopy, and directly using x-rays [1d@dl neutron diffraction [148]

experiments.

Figure 5.11 Hexagonal cross-section for (a) (12, 12) (b) (®a®d (c) (6, 6) armchair
nanotubes at different hydrostatic pressure.

It is observed that some nanotubes behave distirasdl compared to others.
Studies have shown that carbon nanotubes with Icmdices (3n+3, 3n+3) when
subjected to hydrostatic pressure form hexagonmadscsections. This phenomenon is
observed in small as well a larger diameter SWC{#igure 5.11).

The onset of the hexagonal cross-section phaseats as the diameter of the
nanotubes increases due to the decreasing stiffiiélse nanotube [127]. This hexagonal
cross-section is a reversible metastable phaseisamkpected to convert to peanut/

racetrack cross-section at higher pressure. Thet @igross-section phase is gradual and
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no abrupt changes in the energy or volume is okserDirect observation of the

presence of hexagonal cross-sections has beenadpoliterature [149].

5.7 Quasi Two Dimensional Form of Carbon: A Novel Phase

Carbon is known to exist in many stable one, twi thmee dimensional allotropic forms.
High pressure experiments on carbon nanotubes haga conducted to explore the
possibilities of presence of additional stable psasf carbon. Super-hard form of carbon
along with addition unidentified phases have bediseoved. There is a need to
understand these unidentified phases of carbonceegbéo have superior mechanical
properties. The study of SWCNTs under pressureghased significant momentum in
order to search for novel forms of carbon othentti@mond, graphite, carbon nanotubes
etc. consisting of mixture of §@nd sp hybrid states of carbon atoms. Recent ab-initio
studies have predicted the formation of interlinkstductures of only small diameter
zigzag single walled carbon nanotubes [150].

In order to search for the novel phases of carlomtaining mixture of spand sp
hybridized carbon atoms; systematic studies of dstdtic pressure on a large number of
SWCNT bundles were performed. It is observed tkatha pressure is increased on the
carbon nanotube bundles, novel interlinked strestwwomprising of mixture of @nd
sp’ hybridized carbon atoms is observed for large ab as small diameter nanotubes.
The formation of novel interlinked quasi two dimem&l structures is accompanied by
abrupt changes in energy and volume with pressurddth small and large diameter

nanotubes [127] (Figure 5.12).
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Figure 5.12 Abrupt changes in energy and volume observed wjtirostatic pressure for
(&) armchair (5, 5) SWCNT, (b) zigzag (7, 0) SWCNGa), armchair (12, 12) SWCNT
and (d) ELF showing interacting quasi two dimenalanterlinked structure.

The abrupt changes in total energy — pressure ahdane — pressure diagrams
suggests first order phase transformation indigafiommation of a new structural phase.
At the onset of these structural phase transfoonatihe nanotube forms chemical bonds
with each other. The atoms at highly stressed eligiesetrahedrally by forming bonds
with similarly stressed atoms in the neighboringuotabes. The stability of this novel
phase was verified by releasing the hydrostaticsqunee. It is observed that when the

pressure is released to ambient conditions, tlelimked structure is maintained. These

observations are supported by recent experimebtdrgations of quenchable superhard
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phase of carbon obtained by cold compression [191je Raman spectra of
experimentally reported quenchable superhard carnmase have two broad peaks
centered at 1581 chand 1355 cmwith the peak intensity of 1355 ¢hfD band) much
higher than that at 1581 ¢&ifG band). Studies on amorphous tetrahedral carthos f
have shown that the ratio of the intensity of tealpin D band to that in the G band
indicates the ratio of &fsp’ bonding [152]. The quasi two dimensional sheets of
interlinked nanotubes obtained in our calculatiars found to have Sfonding only at
stressed edges. These observations are in accerdaticthe ratio of the peak intensity
in the Raman spectra of the compressed samplegedparlier [151].

Changes in electronic properties are expecteddaromith changes in the atomic
structure. Ther —n hybridization effect is understood to be a smatitdbuting factor in
changing the already existing band gap [153]. beoto understand the modification of
the electronic properties the electronic band smecalong with the partial density of
states (PDOS) is analyzed. An Abrupt phase tramsi§i observed at a critical pressuge P
around 10 GPa for (7, 0) nanotube. A detailed itigagon of the electronic properties at
6 GPa and 10 GPa for this system reveals thaGR&the distance between the adjacent
atoms at the highly curved edges is about 2.76 dcdé¢he possibility of bond formation
at this stage can be ruled out. The plot of electogalization function (Figure 5.13 (a))
shows that the tubes are not bonded to the neighboder these conditions. The
lectronic band structure clearly shows (inset @fuiFé 5.13 (a)) the presence of a small
band gap at 6 GPa. These individual carbon nanstale semiconducting [154] under
ambient conditions. As the pressure is increasedsyfmmetry of the nanotubes break

such that highly directional charge distributionscuars at stressed edges resulting in
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strong bond formation between the atoms at higingssed atoms with their neighbors in

adjacent tubes as seen in ELF plot (Figure 5.13 (b)

(a)

Energy (eV)
$8 2 2
Energy (eV)

£ £ g

f&-c——'a
(c)o.18 (d)o.10 T
6GPa . TI0GPa , —

-08 K]

&8 0.06 3: EZ

0 .04 j = x
Doo4 f\ £
0.02- X

0.00 ; } T 0.00 & — :"—J/’\\.
4 2 0 2 4 4 2 0 4
Energy (eV) Energy (eV)

Figure 5.13 (a) Electron localization function (ELF) for (7) Banotube at 6 GPa. The
nanotubes are not bonded to each other howevemraation cannot be ruled out at
separation of about 2.74 A. The electronic banatsire inset shows a small bandgap at
the Fermi level. (b) ELF shows the interlinkingtbé tubes due to bond formation at 10
GPa along with the crossing of the conduction &edvialence band at the Fermi level in
the inset. The unit cells are marked with blacky(f) and pink (Fig. b) lines. PDOS for
one of the highly stressed edge atom (c) at 6 GB4d at 10 GPa.

This is accompanied by crossing of the lowest cotidn and valence band at the
Fermi level indicating metallic state of the initeeld structure along the axis. It is
interesting to note that the nanotubes interlinkoton 2D layers of interlinked flattened
tubes. Although no bond formation is observed betwihe sheets themselves, the sheets
may interact with each other due to reduced separaetween them. The PDOS at the
highly stressed sites at 6 GPa (Figure 5.13 (c)) an10 GPa (Figure 5.13 (d)) is
analyzed to understand the role of these atomshenstates associated with these atoms.

It is found that at 10 GPa the states move far afk@y the Fermi level. This is in

accordance with the observation that the edge naatmms become stable*dp/bridized
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as found in diamond. The contribution to the DOStl Fermi level is almost
insignificant due to the pure,pp, and p orbitals at highly stressed edge atoms hence
most of the contribution to the DOS at Fermi lestak to pure p p, and p orbitals is
expected from other atoms at flattened surfaces.

When (5, 5) SWCNT is compressed the symmetry ohtmetube is lost and the
band gap widens to about 0.26 eV (inset of Figuld %a)) indicating semiconducting
behavior at about 16 GPa. At this stage the neigidpdubes with separation of about
2.3 A are not linked to each other as seen in the flot (Figure 5.14 (a)) however,
increased interaction among the nanotubes candse 8s the pressure is increased the
tubes in the neighboring atoms link with each offeeming highly interacting sheets as
also observed in zigzag (7, 0) nanotube. Howewethis case the polygon enclosing the
tetrahedral carbon atoms are slightly distortedses in (Figure 5.14 (b)). At this stage,
this sheet composed of interlinked (5, 5) nanotubdeund to show metallic properties
with bands crossing the Fermi level. Interlinkingnanotubes is also found to occur for

larger nanotubes as discussed earlier.

20 GPa

(b)

Energy (eV)

SWNT(, 5)

Figure 5.14(a) Electron localization function (ELF) for (5) Banotube at 16 GPa. The
nanotubes are not bonded to each other howeveragiion cannot be ruled out at
separation of about 2.74 A. The electronic banatsire inset shows a small bandgap at
the Fermi level. (b) ELF shows the interlinkingtbé tubes due to bond formation at 20
GPa. The unit cells are marked with pink lines. @otabeled O-1 implies bond length
from atom O to atom 1.
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The breaking of symmetry depends on the chiralcesliof the nanotubes which
determines the formation of directional bonds aedde the interlinking of nanotubes
under compression. The nanotubes thus form inkerhmth the neighboring tubes when
highly directional dangling bonds are formed at skressed edges of the cross-sections.
The availability of highly directional dangling bad® in close vicinity enables bond
formation thereby reducing the energy of the systausing abrupt changes in the

energy — pressure diagrams.



CHAPTER 6

DENSITY FUNCTIONAL STUDY OF BORON NANORIBBONS

6.1 Introduction

The general perception of a boron sheet is thatdtrs in a buckled plane of a triangular
lattice to form monolayer boron sheet [155]. It hhden demonstrated that the
reconstructed {1221} sheets of boron are more stéidn the idealized {1212} sheets
[156]. Investigations of bare boron clusters haseealed that the two basic units of
boron, hexagonal and pentagonal pyramids may Hwddkey to form stable boron
structures [157, 158]. Recently it has also beenvsitheoretically that monolayer sheets
of boron are composed of triangular and hexagorwifsnattached to the lattice [159].
This novel form of sheet known as sheets’ has been predicted to be energeticallg mor
stable than the flat triangular sheets and hasslsoessfully interpreted the stability of
Bsgo fullerenes [160]. Constraining one of the dimensiof these sheets to form boron
nanoribbons (BNRS) is expected to reveal interggpiroperties due to the edges as also

observed in graphene nanoribbons [63, 161].

6.2 Computational Details
DFT calculations have been performed using VASRBJ]1Rirst principle spin restricted
calculations within the LDA with plane wave baset svere carried out using highly
efficient ultra soft pseudo potentials (USPP) emiplg the exchange correlation form of
Ceperley and Alder as parameterized by Perdew amtjet. Calculations were also

verified using PAW potentials with exchange cottiela of Perdew-Burke-Ernzerhof
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(PBE) within the GGA formalism as well as with eaclges correlation of Ceperley and
Alder within the LDA. A super cell approach is usseth that the distance between two
nanoribbons is about 2 nm so as to minimize theractions between neighboring
nanoribbons. The geometry was relaxed using thgugate gradient algorithm and K —
points sampling was done using the Monkhorst Pablerse. K-point mesh of 1x1x31
was taken to calculate the electronic structure.a¥sess the charge localization and
bonding, the electron localization function (ELFpash been calculated using the
formulation of Savin and Silvi [109].

The charge transfer in the system was studied uBadger charge analysis, an
intuitive scheme to divide molecules into atom putesed on electronic charge density
[162, 163, 164]. This formulation was provided bighird Bader. Bader charge analysis
has been used to calculate the total electronicgehan each atomic site in the-sheet’

lattice.

6.3 Nomenclature of Boron Nanoribbons
The nomenclature followed for naming the BNRs mserét small review before
proceeding any further. The BNRs are categorizedhieyarrangement of atoms and
hence the width of the nanoribbons. These nanonbbare derived froma-sheet’
(Figure 6(a)). The nomenclature criteria similattiat of the graphene nanoribbons [60]
are followed. Boron nanoribbons with linear edges mamed as MBNR where N is
specified by the number of zigzag chains acrossrithigon width (Figure 6(b)) by

including additional boron atoms across the ribladgth at the vacant sites in-sheets’.
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For the LBNRs, the atoms at the edges have foghbers as seen in theqlouble ring

structure [165].

/\7\ )\ﬁ /\7\ JAVAY

BRI
BB KX %Xaxb T%%§\<\
AR

Figure 6.1 (a) ‘a-sheet’ of boron showing unit cell marked in redl I{bear edged BNR
(c) armchair edged BNR.

The armchair edged BNRs are obtained by cuttingsHeets’ along cells
containing vacant sites. Likewise the armchair ddBdlRs, NABNR are named after
the number of dimer lines M\bf additional center boron atoms across the riblaith

(Figure 1(c)).

6.4 Structural Stability and Anti-Aromaticity in Boron Nanoribbons

Cyclic systems with 4nelectrons that do not fit Huckel's 4n+2 rule foomaticity are
known as anti-aromatic [166] systems. Nanoribbdrnspproximately the same width up
to ~1nm were constructed by restricting the eddethe reconstructed {1221} and the
‘a-sheets’ in order to compare the stability of btik structures. Based on ab initio
calculations it is found that the nanoribbons Witlear edges obtained fromx+sheets’
are more stable with respect to those obtained ffemreconstructed {1221} sheets by
~0.4eV/atom and those obtained from triangular shiee ~0.11 eV/atom. The electronic
band structure and density of states showed thhtthe systems having linear edges are

metallic. The delocalization of the orbital from the ELF plot (Figure 6.2(a)) is seen
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be more in nanoribbons derived from sheets as compared to those from the

reconstructed {1221} sheets containing weaker sgjuderlinks (Figure 6.2(b)).

Figure 6.2 Electron localization function plotted for nandydn obtained from (a) the
reconstructed {1221} sheet (b) thesheet'.

This delocalization of thetorbital is understood to provide stability to ttee *
sheet’. Boron has an electronic configuration 62€p" and undergoes $pybridization.
This leaves one empty p orbital and the chemicatba of boron is electron deficient in
character. This results in three center triang®8&B units to form an important
constituent of boron atomic structures. The inditgbiof reconstructed {1221}
nanoribbons can be understood due to the anti-di@tyaassociated to the presence of
triangle-square-triangle network. The isosurfacéhefELF is plotted at value of 0.7. The
absence of dangling bonds at the edges in eithéneohanoribbons (Figure 6.2(a) and
Figure 6.2(b)) suggests that the linear edges mdmiabons are stable.

The stability of the boron nanoribbons derived fransheet’ is also compared to
the nanoribbon structures based on triangular shégat nanoribbons formed using

triangular sheets were relaxed completely. It iseobed that these form one of the local
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minimum energy states and hence is a metastaltée 3tae positions of the atoms were
displaced randomly by about 10% along the threerdarate axis and then relaxed we
found that a lower energy structure using both UGR& PAW potentials and remains
puckered towards the center of the ribbon whikeidss to flatten towards the free edges.
These structures were however found to be metastaien compared to those obtained
from the o sheets’, with energy/atom 0.04 eV higher. In thesekered structures the
atoms towards the edges release the stress bynguste neighboring atoms away from
them. This is observed as increased puckering heigh93 A (Figure 6.3) as compared
to 0.82 A reported earlier for puckered infiniteests. This tends to form flattened
structure toward the ribbon edges while still maiiming the triangular lattice. The atoms
at the center remain buckled as the atoms towaedsdnter are pushed inside by atoms

at both the edges

) (b)

GHHH&W\H

Figure 6.3 Atomic lattice for (a) atomically flat and (b) gtered nanoribbons obtained
from triangular sheets.

The stability of the BNRs obtained from the Sheets’ is determined by the
energy of formation, which is defined AE = Bsngrs - Ex-sheetfOr LBNRS with different
widths derived from theco-sheet’. The energy of formation was calculateahgidioth
PAW (GGA) and USPP (LDA) potentials for LBNRs wittifferent widths (Figure
6.4(a)). A similar trend for energy of formationabserved in nanoribbons with LBNRs

with asymmetric edges (Figure 6.4(b)). It is obsdnthat the symmetric LBNRs are
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more stable as compared to the LBNRs with asymmetiges. Defining the “hexagon

hole density” similar to that fo-sheet’ as in equation 6.1

_ no.of hexagon holes
No. of atomsinunit cell of origional triangular lattice

n (6.1)

For nanoribbons with symmetric linear edgesy approaches a value of 1/9, the
LBNRs achieve stability as one approach an infitotesheet’. The value off = 1/9 is
important because the hexagonal sites can be mshetrically placed in infinited-
sheet’. The inverse of the width also varies liheanth n. Similar trends in variation of
n are observed for boron nanoribbons with asymmetréar edges (Figure 6.4 (b)). The
calculated value using GGA-PAW potentials are inethent agreement with previously
published theoretical results [167].

The stability of the nanoribbons is found to ineemwith increasing width of the
nanoribbons and the energy of formation decreagevasse of the ribbon width. In order
to understand the increasing stability of the nérfmms with increasing width, the bond
formation in these nanoribbons is revisited. Tlaa be understood due to increasing the
aromaticity by increasing the number of hexagomabb motifs in the structure. From a
doping perspective, the three centered triangulatifsnact as donors with surplus of
electrons in the antibonding state, while the tvemtered hexagonal motifs acts as
acceptors thus explaining the stability with incieg width of the nanoribbon. Bader

charge was calculated for atoms in a unit celbesheet'.
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Figure 6.4 (a) Variation of inverse of width with energy adriation shows that the
stability of the LBNR is inversely proportional tihe width of the nanoribbon. (b)
Increase in hole density)X and stability with increasing width of the nardoon for
LBNRs with symmetric edges represented by boxeslaatdor LBNRs with asymmetric
edges represented by circles.

A Helium atom, being inert, neither attracts nonales charge, was placed inside
the hole of the hexagonal motif of bare boronsheet’ to determine the transfer of
charge from the donor to the acceptor site. It feand that the charge of the He atom
increased by ~0.2 electrons while the charge oresponding boron atom in the bare
boron sheet was found to decrease by ~0.5 electnatts rest of the charge being
distributed to the neighboring boron atoms on tiealgonal ring. In pure boroa-sheet’
all the ~0.5 electron charge was found to distabart the neighboring atoms forming the

hexagonal ring.

6.5 Electronic and Atomic Structure of Boron Nanoribbons from ‘a-sheet’
The electronic and atomic structure of LBNRs andNd& derived fromd sheet’ is
further investigated. Each edge atom in LBNRs lag fieighboring atoms (Figure 6.5

(a)) for 4LBNR. The electronic band structure anothlt density of states (TDOS) of
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4LBNR is plotted (Figure 6.5 (b)). Similar to borsheets, the LBNRS are metallic with
bands crossing over from conduction band to valdreoed across the Fermi level. A
comparison of the electronic band structure plat aADOS with 7LBNR and 10LBNR
(Figure 6.5 (c) and Figure 6.5 (d)) respectivelg baen made. Larger concentration of
the electronic bands near the Fermi level is oleskmwith increasing width indicating

increasing stability of the nanoribbons with thelthi

(a) ® 4R [© ,__TLBNR (@ o 10LBNR
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Figure 6.5 (a) Atomic structure of isolated bare 4LBNR withitcell marked by two red
lines across the cross-section. The electronic stmdture and the TDOS are shown for
(b) 4LBNR, (c) 7LBNR, and (d) 10 LBNR. The Fermvéd is adjusted to 0 eV. G is the
Gamma point and the ribbon axis is along the Z.aMe Fermi level has been adjusted
to 0 eV and is shown by dotted line.

The electronic structure of the armchair edge nbhons is investigated to
understand their properties. Each edge atoms orajgke& in ABNR is surrounded by

three neighbors while each atom at the bowl ofdtige is surrounded by five atoms.

This offers the possibility of edge dangling bomasl the electronic states corresponding



103

to the edge dangling bonds in the electronic banattsire diagram. Further investigation
of armchair edged nanoribbons revealed the occteref semiconducting behavior in
7ABNR. The electronic band structure of 7ABNR (Fg6.6 (b)) shows the presence of

indirect band gap of about 0.37 eV.
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Figure 6.6 (a) Atomic structure of bare 7ABNR with unit ceflarked by red lines. (b)

Electronic band structure for bare 7ABNR shows riecti band gap of 0.37 eV (c)
Electronic band structure for bare 4ABNR and eadfjeeatom saturated by 1H (Olive
circles) and 2H atoms (Blue squares). (d) Electrtwaind structure for bare 9ABNR. The
Fermi level is adjusted to 0 eV. G is the Gammanfpand the ribbon axis is along the Z
axis. The Fermi level is adjusted to 0 eV and shbwdotted line.

It is interesting to note that this semiconductivehavior is neither observed for
the narrower 4ABNR nanoribbon as seen in the @pittband structure diagram (Figure
6.6 (c)) nor in wider nanoribbon 9ABNgigure 6.6 (d)). The electronic band structure
for both these ribbons displays metallic characsémce each apex atom in the armchair

edged nanoribbon has three nearest neighbors, twotddydrogen (H) atoms can be

added to study the contribution of the armchairesdon the band structure of boron
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nanoribbons [168, 61]. The changes in the stalalitgt electronic properties of simplified
4ABNR are explored by saturating each apex atorfhHhyand 2H atoms. The electronic
band structure diagram (Figure 6.6(c) (Olive cs¥leshows that although 4ABNR
remains metallic when saturated by 1H atom, the bminof states crossing the Fermi
level decreases with the modification of electrdmémd structure, thereby indicating the
presence of edge states due to the armchair edgeshe Fermi level. The optimized B-
H bond length was found to be about 1.18 A, thisesy close to the B-fmina bond
length in Diborane [169].However, when 2H atoms ased to saturate the armchair
edges the opening of band gap at the Fermi leviglu(& 6.6(c) (Blue squares)) is
observed indicating semiconducting behavior of2ZResaturated 4ABNR. It is observed
that addition of one more H atoms leads to sligkakening of the B-H bond. The
stability of the nanoribbons is found to decreastha edges are saturated with increasing

number of H atoms.



CHAPTER 7

ATOMIC AND ELECTRONIC STRUCTURE OF GRAPHENE OXIDE ( GO):
COMBINED COMPUTATIONAL AND EXPERIMNTAL APPROACH

7.1 Introduction
GO is an important material to study not only be&eaut shows interesting and
extraordinary properties by itself, but the undedygraphene sheet also show excellent
properties from the perspectives of both fundamesma applied research [135, 170].
There has been much speculations on the chemioatiste of GO based only on indirect
experimental interpretations [82]. Several attentpdase been made experimentally to
understand the structural and electronic propedigsO.Based on the analysis of these
experimental results several different models hbheen suggested in which planar
graphene sheet have been proposed to bind to oxatgers through different functional
groups including recently claimed in-plane fivexdasix- membered-ring lactols [171].
The chemical structure and hence the electronipgstizs of GO remains a much
debated topic to date. The study of GO is imporéesnpreliminary investigations suggest
interesting promising application and hence a ttanvestigation will enable tailoring

its properties and help in unleashing its potemt&lice applications.

7.2 Synthesis and Characterization Methodology of GO
GO samples were synthesized by following the medifHummers method [172] in
which large area graphite flakes (Alfa Aesar, 1Gmeég) were oxidized using NaNO
(3.759), concentrated,BO, (375ml) and KMnQ (22.5g) and vigorously stirred at room

temperature for about 72 hrs. Further 700ml of %w,SO, solution was added with

105



106

continued stirring. The oxidation was further coetpltl by reacting with ¥, (5 wt%)
solution under vigorous stirring. The sample waslhvea several times with 3 wt% HCI
in Millipore™ water by ultrasonication and centrifugation. Themple was washed
finally with Millipore™ water under ultrasonication and centrifugatiorl@000 RPM
many times. This resulted in the suspension of [akes in distilled water.

The sample obtained was dried and checked for itmg&irusing energy
dispersive x-ray analysis. SEM measurements wer®rpged using JEOL SEM 5300
scanning electron microscope. The chemical comipasif the prepared GO samples
was determined by CHNS and O measurement. Inghimtque sample is placed in a tin
sample boat. Combustion additive of tungstic aniojgdior tin powder is added. The
combustion conditions are optimized by increasinggen purge and the combustion
time. Carbon, hydrogen and nitrogen compositiatheiermined using Perkin-Elmer 2400
element analyzer. The analyzer converts these elsne simple gasses. The product
gasses are separated under steady state conditidnmmeasured as a function of thermal
conductivity. The oxygen content is determined Bxofysis to convert oxygen to carbon
monoxide. The carbon monoxide is then separatet ftee pyrolozates under steady
state conditions and measured as function of tHeraraluctivities. The C:O ratio using
this technique was determined to be ~2.7:1. Thetiral phase of GO has been studied
using transmission electron microscopy (TEM), delé@rea electron diffraction (SAED)
and synchrotron radiation based x-ray diffracti¥®D) measurements. X-ray diffraction
measurements were performed at X14A beam line wh@deXAS measurements were
done at U4Bbeamline at the National Synchrotron Light Sould&IS) at Brookhaven

national laboratory (BNL). The UV-Vis absorptiopestrum was recorded using a
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Shimadzu UV-3600 spectrophotometer. The micro Ranmeasurements were
performed using a 2400 grating SPEX 508pectrometer coupled with liquid nitrogen

cooled Spectruml1 CCD detector together with SONYCRB1 camera.

7.3 Computational Details
First principle spin restricted calculations wererfprmed using VASP [123] that
implements the pseudopotential approximation arahelwave basis set into the
framework of density functional theory. A high egercutoff of 550 eV was chosen for
the plane wave basis. The atoms were relaxed tisnGG algorithm such that the forces
on each atom were smaller than 0.001 eV/A. Highdguaate PAW potentials using
exchange correlation of Ceperley and Alder wera@u$ée irreducible BZ was sampled
using K points generated by the Monkhorst Pack reeheThe accuracy of the
calculations were verified by comparing the DOSceldted for AB stacked graphite
using VASP (PAW+PBE potentials) to the all electrteeatment implemented in

WEIN2K [173] (Figure 7.1).
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Figure 7.1 DOS calculated for AB stacked graphite using VABRW+PBE potentials)
and WEIN2k [173]
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The comparison shows the presence of all the eak#gdtures in DOS calculated
using VASP. The electron localization function (BUkas been calculated using the

formulation of Savin and Silvi [109].

7.4 Atomic Structure of GO: DFT Calculations

The chemical composition of the prepared GO samgétermined by CHNS and O
measurement provided constraints on structural fifodéheoretical investigations using
ground state DFT. several different models weren tkenstructed by sandwiching
graphene sheet between layers of oxygen atomsthathhe oxygen atoms are as far
apart from each other as possible in the unit ¢ellavoid interactions amongst
themselves. The structure was relaxed completelynloymizing the forces to achieve
ground state. The ground state energies of diffestructures obtained from an
exhaustive set of structures were compared to meter the lowest ground state
structure. The lowest energy relaxed structur@asve (Figure 7.2 (a)).

Analyzing the relaxed structure it is observed tlhia¢ oxygen atoms are
distributed unequally on both sides of the bucldeabhene sheets. Formation of 1, 2 —
epoxy bonds as seen in the ELF plot (Figure 7.24by) 1, 3 — diether bridges as seen in
ELF plot (Figure 7.2(c)) causes ripples on the pgeme sheet straining the graphene
lattice with C — C bond lengths up to ~1.52A. Thenfation of such 1, 3 — diether
bridges due to binding of oxygen dimers have alsenbreported in ab initio studies of
carbon nanotubes [174]. The O — O bond lengthenlth3 — diether bonds are typically

1.49 A which is much larger than the experimentad length of free ©(1.207 A).
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Formation of epoxy bonds was found to occur in adnfigurations of atomic

arrangement that were studied.

(b)

Figure 7.1 (a) Two unit cells showing the relaxed geometnytfee lowest ground state
atomic structure with oxygen atoms marked as bhe @arbon atoms marked as red.
Slice showing the ELF for (b) 1, 2 — epoxide bor(@$,1, 3 — diether, and (d) peroxide
like linkages between different sheets.

It is observed that the GO sheets tend to stickatth other due to the formation
of peroxide (R — O — O — R) like linkages betwees tivo mono-layered GO sheets with
the O — O bond lengths ~ 1.5 A. The formation abxgpbonds is supported by NMR
measurements which have showl@ chemical shift of ~59.7 ppm corresponding to the

chemical shift ofC epoxide [175, 176]. Based on the calculatioris found that the

intercalation of some of free oxygen atoms betweenGO sheets is unlikely to occur as
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they tend to increase the overall energy of thectire. Analysis of the ab initio
calculations leads to the following two major carstbns about the nature of chemical
bonding of oxygen with the graphene sheets in GO:

1) Oxygen is bonded to the graphene sheets byeppfide and 1, 3-diether bonds
causing the buckling of the graphene sheets.

2) The few layer GO sheets themselves are linkedtbh other by weak peroxide like
linkages.

7.5 Structural Characterization of GO

The structural coherence of the sample was inweastigusing TEM. GO sample was
deposited on the standard holey — carbon — filmessy copper grids and loaded into the
microscope for TEM measurements to study the GcéatThe TEM images showed

large surface area GO sheets stretching over anéewred to a few thousand of square
nanometers. The TEM image (Figure 7.3 (a)) illussdarge folded sheet of GO sample.
The electron diffraction rings obtained from SAERasurements yielded ‘d’ spacing of
about 1.2 A and 2.1 A. X-ray powder diffraction reeeements were performed using
synchrotron source with the wavelength of 0.7283®®&the powdered samples of GO
and graphite samples.

The finely powdered sample of GO was placed in Bamgapillary tubes for XRD
measurements. The x-ray pattern of the Kapton tsitehown, which was used as the
sample holder (Figure 7.3 (c)). The XRD pattermgyaphite shows the presence of sharp
peaks indicating highly crystalline structure odghite (Figure 7.3 (d)), while that of GO
(Figure 7.3 (e)) shows a combination of broadekpes higher ‘d’ spacing along with

few very sharp features at smaller ‘d’ spacing.
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Figure 7.3 (a) TEM micrograph of GO nano sheets (b) electifinaction pattern from
SAED measurements for GO sample. X-ray diffractpattern for (c) Kapton tube
(sample holder), (d) graphite and (e) GO samplesoreal on X14A beamline of NSLS
at BNL using wavelength of 0.72838 A. The peak fms$ marked ‘1’ through ‘5’
corresponds to d pacing of 1.2 A, 2.1 A, 3.35 A54A and 7.89 A respectively. (f)
Comparison of calculated (black) and measured (reddy diffraction pattern. (g)
HRTEM image of GO.

The XRD peaks marked as ‘1’ and ‘2’ (Figure 7.3) (e9rrespond to the ‘d’
spacing of 1.2 A and 2.1 A as also obtained fronEBAmeasurements. The XRD
pattern was calculated for the relaxed structureined (Figure 7.2(a)) using DFT is
found to be in good qualitative agreement withriasured pattern (Figure 7.3(f)). The
presence of broader diffraction peaks in the ditftan pattern indicates very short range
atomic coherence. There is a loss of coherenaeeleet graphene-like layers. However,
in-plane peaks are sharper, showing larger in-ptainetural coherence as also observed
in a representative HRTEM image (Figure 7.3(Q)).

SEM images were acquired to study the surface nabogly of the GO samples.

The micrographs reveal large area wrinkled sheeset( Figure 7.4). Energy dispersive
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x-ray spectroscopy (EDS/EDX) was performed to penféthe elemental analysis. The
EDS spectrum reveals the presence of peaks comésypto carbon, oxygen and silicon
(Figure 7.4). The presence of large silicon peakniderstood to arise due to the silicon
substrate on which the sample was deposited. Teenab of any other peaks indicates

that the sample is not contaminated with impurities
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Figure 7.4EDX/EDS spectrum for the GO sample. The inset shie SEM micrograph
of large area wrinkled sheet.

7.6 Optical Characterization of GO

UV-Vis-NIR absorption spectrum of suspension of (BQ@listilled water was recorded to
estimate the transitions from ground state to #oited states of the chromophores in the
sample. The spectrum obtained is in agreement tvélpreviously reported results with
characteristic sharp absorption peak at about 23&md a broad shoulder at ~290 — 305
nm (Figure 7.5 (a)). The absorption peak at ~233 mms been assigned to the
7T - 7 transition of the C = C bonds in the previouslyareed results. This assignment
of the absorption peak at ~233 nm to tire- /7 transition of the C = C bonds seems
reasonable in accordance with the predicted streictof our density functional
calculation results and are logical when compaoetthé UV-Vis absorption spectrum of

graphene which shows absorption peak ~270nm [I#& blue shift of the absorption
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peak can be understood due to the reduced electtonjugation increasing the HOMO
and LUMO further away. This broad shoulder in tl@ge 295 — 305 nm to the
n - 77 transitions is understood to be due to the preseh@poxide (C — O — C) and

peroxide (R — O — O — R) like linkages which isoala accordance to the ab initio

calculations.
(a) (b)
0.9 =< - - 30.0k Graphene G 1
TTT* %, C=C GO film Oxide D
0.4 1 25.0k
Q 2 "
el £ 0] 2 20.0k{ =1 |:|
9 0.6 } 2 — —3 3
£ 2 D 1500 —
< 0.2} —6
o 4 ﬁ
° ~ "g R /\\_/A\; Lot
" . , —_
S 03 0 5'0k__‘_/// Y srmm
< A (nm) *_’-/\‘_/\ 't
0.0 6
GO in solution
0.0 T . . Graphite 42 |:|
200 400 600 800 1000 1200 1400 1600

Wavelength (nm) Raman shift (cm™)

Figure 7.5 (a) UV-Vis absorption spectra of aqueous GO soifutvith sharp absorption
peak ~ 233 nm and a shoulder in the range ~ 2951885 nm. The inset shows the
absorption spectra for GO film indicating the praemice of shoulder in the film sample.
(b) Micro Raman measurements for different laydr&® with D band ~1349 crhand

G band at ~1602 ¢ The inset below shows the micro Raman spectrunGfaphite
flakes with sharp G band at ~ 1574tm

The broad shoulder becomes very prominent whespbetrum was recorded for
a film sample due to the formation of large numloérperoxide like linkages in
multilayered GO. The broadening of the peaks is alsserved with the ageing of the
sample over a long period. However, on ultrasomgaand vortexing the aged solution
the shoulder diminishes indicating the formatiommnolayer GO sheets.

Raman spectroscopy has been employed for non disgtrestimation of sample
thickness. Micro Raman spectroscopy has been usedudlitatively differentiate

different layers of GO in conjugation with an oglimicroscope. The sample was excited
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using green 514.5 nm wavelength of Aaser. The Raman spectra of GO shows first
order D and G bands at 1349 ‘trand 1602 ci, where as graphite flakes displays
prominent G peak due to tangential vibration of #sethe only feature at 1574 ¢m
(Figure 7.5 (b)). The D band at ~ 1349 tis very prominent in GO indicating the
reduction in size of the in plane’somains. The Raman spectra were taken at different
places on the sample to correlate the optical eshtfhe optical contrast between
different GO layers was obtained by shining liglini a normal white light source and
the images were captured using a camera. The ityedfsRaman signal was found to
change with the sample thickness as observed fgretiit optical contrast detected in the

camera. No appreciable shift in the peaks was wbderith sample thickness.

7.7 Electronic Structure of GO
The use of soft x-ray measurements can be usedttace the formal valence, co-
ordination and subtle geometric distortions. Thus XANES spectrum can be used to
probe the unoccupied band structure of the matefiaé XANES spectrum for GO
sample is measured (Figure 7.6(a)). Since in XANBSasurement the electrons are
excited to the unoccupied bound and continuumstéte XANES spectrum is analyzed
by comparing it to the partial density of state®Q@5) of atoms involved in different
types of chemical bonds. The 2p (PDOS) (Figureby)&¢as calculated for the optimized
GO structures as well as the most stable Bernal) (8Bcked graphite supercell
containing 24 carbon atoms. Before discussing ¢lselts any further a sharp rise in the
x-ray absorption spectra at ~286.2 eV is notedcatthig the K shell threshold of carbon.

The C K-edge absorption edge is proportional tesdgof unfilled p states.
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Figure 7.6 (a) The carbon K-edge XANES cross section of Gk peaks are indicated
by green arrows and labeled ‘1’-‘4’. The absorptedyge at 286.2 eV marked as ‘1’ is

due tdlS ~ 77 . The broadening of absorption peak at ~289.3 eVtketh as ‘2’
corresponds to C — O and C — O — O — C linkagesewthe absorption peaks around
292.5 eV and ~293.5 eV marked as ‘3’ and ‘4’ reipely indicates presence ef and
high energyr* resonances. (b) Calculated PDOS for p orbitatsclrbon atoms in the
relaxed GO structure and the Bernal stacked gmapfd} Calculated PDOS for graphitic
carbon atoms in GO. (d) Calculated PDOS for caratmms bonded to oxygen atoms
forming 1, 2-epoxy; 1, 3-diether and peroxide lik&ages in GO.

The site projected PDOS for graphitic carbon atqiigure 7.6(c)) shows a

prominent edge corresponding to the edges at 286i2 the XANES spectra marked as
‘1’ (Figure 7.6(a)); hence, this can be assignedht® out of planels - 77 transition

indicating the presence of graphitic regions. Tlpsechromic shift of the absorption
edge observed in the experiment for GO is alsorebden the calculated site projected
PDOS for the carbon atoms in the relaxed GO latfiegure 7.6(b)) indicating reduced

electronic conjugation (higher ionization).
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Analysis of site projected PDOS for carbon atondiciate that the absorption
peaks at 292.5eV and 293.5 eV marked as ‘3’ andFigjure 7.6(a)) are associated with
the presence af and high energy resonances in agreement with the electron energy
loss spectra (EELS) in GO [82] sample and is alsseoved in graphite [178, 179]
samples. Along with the ando resonance peaks an additional broadened peak at
~289.3 eV marked as ‘2’ (Figure 7.6(a)) was obs#rve detailed analysis of the site
projected PDOS (Figure 7.6(d)) for carbon atomkddhto oxygen atoms in the relaxed
GO lattice reveal that this broadening of the apison peak at ~289.3 eV in the
measured XANES spectrum is related to the 1, 2 ypbx3 diether and peroxide like
linkages in accordance with previously reportediltsfor C — O bonds [180] and C — O
— C bonds [181]. This is in agreement with the mesly reported results that the species
containing ether groups are more thermally stabén tspecies containing carbonyl
orbitals [182]. These observations support theneadfi oxygen bonding as predicted by
our density functional calculations. The peak fts¢l~289.3 eV marked as ‘2’ (Figure
7.6(a)) in GO matches exactly with the correspogdharp peak in graphite and has
been attributed to the inter layer state by thémakpredictions [183]. Similar features
have been reported previously in carbon K-edge edge XAS studies of graphite [184,
185] in agreement to the measurements.

The oxygen K-edge near edge x-ray absorption (X#@ctrum was used to
further develop insight into the nature of oxygemding with the graphene sheet in GO
[172]. Three distinctive features in the O K-edgdSXspectrum at ~540.5 eV, ~536.7

eV, and ~533.2 eV are observed (Figure 7.7(a)).
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Figure 7.7 (a) Oxygen K-near edge XANES spectrum for GO sansplows absorption
resonances at ~533.2 eV, ~536.7 eV, and ~540.5(leV Site projected PDOS for
Oxygen atoms bonded to puckered graphene sheeatsddited lines show the pz, while
the solid lines display the pxy component.

Detailed analysis of the PDOS of the oxygen atdrigufe 7.7(b)) shows that the
absorption peaks at ~540.5 eV may possibly be durgher order ~ (p,) resonance of
the 1, 2 — epoxy, 1, 3 — diether and the peroxidelinkages in the GO sample, while the
peak at and ~536.7 eV seems to arise fo*r(pxy) resonance of diether bonds. Where as
the absorption peak at 533.2 we believe may beilggsdue to thecs*(pxy) or 7 (py)
resonance of the C — O bonds from the peroxideegacatide bonds respectively. The O
K-edge XANES spectrum is expected to be modified gorely monolayer sheets of
graphene with the disappearance of peaks corresmptub’ (pxy) resonances due to the
disruption of peroxide like linkages. No absorptiedges corresponding to that of

molecular oxygen [186] are observed suggesting gbssibility of intercalation of

molecular oxygen can be ignored safely.



CHAPTER 8

SUMMARY AND FUTURE WORK

8.1 Summary of the Electronic and Atomic Structure Studes
Density functional studies were performed on déférnanostructures of carbon such as
nanoribbons and nanotubes. These studies wereefueitiended to other nanosystems
such as functionalized graphene sheets namely GiOnanosystems made of boron.
Experiments were performed to compliment the figdinobtained using DFT
calculations.

GNRs are widely accepted as precursors to singledvaanotubes. A novel
method describing the production of chirality/ deter controlled SWCNTs from
bilayered GNRs have been investigated using gratai DFT. The proposed method
may also be used to prepare an array of such ¢dilSMWCNTSs. It is observed that the
unsaturated edges of zigzag edged graphene naoositdye highly reactive due to the
presence of states corresponding to unsaturateglidgrbonds near the Fermi level.
Interactions between the layers in the bilayerestesy due to intrinsic edge reactivity
coupled with the presence of dangling bonds is dotm be responsible for nanotube
formation. However, in the case of armchair edgadonibbons, the dangling bonds at
the edges are healed slightly as well as the amdglibf the intrinsic edge ripples is also
found to be smaller, demanding an external stimtdusvercome the energy barrier of
~0.1 eV/atom for nanotube formation. The propostdalys explores pressure as an
external stimulus to achieve this. The advantagthefproposed method is that it does
not require any precise functionalization or rajliof the nanoribbons for nanotube

formation.
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SWCNTSs contains $phybridized carbon atoms with one unsaturatethsprid
orbital. This makes the nanotubes ‘sticky’ in ordersaturate the dangling *shybrid
orbital. Thus the carbon nanotubes like to be beohdhowever, the interaction between
two nanotubes is understood to be mostly vdW ietevas. This bundling of the
nanotubes is understood to perturb the Hamiltoataany k point where two bands cross,
resulting in opening of a pseudo band gap at tmmiHevel for armchair SWCNTs. The
band structure is also found to be influenced ia tase of zigzag SWCNTs. This
opening of the band gap is in agreement with tlewipusly reported experimental and
tight binding results.

Systematic studies of the effect of hydrostaticspuee on SWCNT bundles have
suggested that nanotubes with chiral indices (3r813;3) deform to hexagonal cross-
sections at very low pressures before deformindjaibened racetrack/ peanut shaped
cross-sections. Analysis reveals that the hexagomas-section phase is a metastable
phase and the prediction of occurrences of suchgshia in agreement to the experiment
results published by other groups.

High pressure studies on SWCNTs have brought tat Bghighly stable and a
novel quasi two-dimensional phase of carbon coimgiimteracting flattened sheets of
interlinked carbon nanotubes. The occurrence afh pressure phase of carbon similar
to that investigated using DFT techniques is ineagrent with the experimentally
observed phase under extremely high pressurestmrsdreported recently. Theoretical
results indicate that the formation of such phasenarked by abrupt changes in the
relative energy/Pressure and relative volume/ presgraphs indicating first order phase

transition. The formation of the interlinked quaso-dimensional phase is dictated by
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breaking of symmetry assisting in availability oghly localized electron cloud density
enabling in formation of interlinked structures.eTtormation of this novel phase is also
found to influence the electron band structure.

The atomic and electronic structure studies weterngbed to boron nanosystems
and functionalized carbon nanostructures. The sirakstability of boron nanoribbons
was studied. It is observed that nanoribbons obthirom the 4-sheet’ stabilize due to
the localization of ther electrons. Charge transfer from the donor threeteced
triangular motifs to the acceptor two centered lgexal motifs was understood to
provide stability to these nanoribbons. This wa® albserved as increasing stability of
nanoribbons with the width of the ribbon which vessociated with increasing acceptor
hexagonal sites into the structure. DFT studie® &lave indicated the presence of
semiconducting boron nanostructures.

GO belongs to the category of functionalized carbhanosystems with random
functionalization. A combined theoretical and expental approach was adopted to
determine the chemical structure and local eleatrsimucture of this material. Structural
optimization has revealed that the ground statestre of GO is a puckered sheet linked
to oxygen atoms by epoxy and diether bonds. Mykilad sheets of graphene oxide are
understood to be linked by peroxide like linkag8suctural characterizations such as
TEM, SAED and XRD have shown the absence of longgeaorder in the atomic
structure of GO, hence indicating random functiaation of the underlying graphene
sheets in GO. Synchrotron radiation was used tdysthe electronic structure of GO
based on carbon and oxygen K-edge XANES spectra. d@fived site projected PDOS

has been utilized to interpret and understand thetrenic states. The data exhibits
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characteristics spectral features reflecting trecsic properties of unoccupied PDOS in

GO and point to its unique structural featurestredato graphene.

8.2 Proposed Future Studies
Comprehensive studies of carbon and boron nandstaschave been presented using
ground state DFT techniques and state of the adhsgtron radiation based techniques.
The current research topic which is still beinglexgd is GO. The following tasks needs
to be completed as a future work to substantiatgpmsent findings on this material.
a) Accurate simulations of XANES at O and C K-edgesgisnultiple scattering
methods.

b) Simulation of infrared (IR) and Raman spectra.

c) More detailed structural analysis using wide arxgtay diffraction measurements up
to longg = 477sing/ A . The pair distribution function method will enalteth local
and long range structure determinatios ®0A [187].

d) Extension of present studies of graphene and bmawanribbons to other systems such
as silicon.

e) Acquisition and studies of single chirality singlalled carbon nanotubes under
pressure to test the DFT predictions. Studiésnelude XRD, IR and x-ray
absorption measurements.
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