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ABSTRACT

The Bleek and Lloyd collection contains 19th century hand-
written notebooks that document the language and cul-
ture of the |Xam-speaking people who lived in Southern
Africa. Access to this rich data could be enhanced by
transcriptions of the text; however, the complex diacrit-
ics used in the notebooks complicate the process of tran-
scription. Machine learning techniques could be used to
perform this transcription, but it is not known which tech-
niques would produce the best results. This paper thus
reports on a comparison of 3 popular techniques applied
to this problem: artificial neural networks (ANN); hid-
den Markov models (HMM); and support vector machines
(SVM). It was found that an SVM-based classifier using
histograms of oriented gradients as features resulted in the
best word recognition accuracy of 58.4%. Furthermore, it
was found that most feature extraction parameters did
not have a large effect on recognition accuracy and that
the SVM-based recognisers outperform both ANN- and
HMM-based recognisers.

Categories and Subject Descriptors

H.3.3 [Information Storage and Retrieval]: Digital
Libraries; 1.2.6 [Artificial Intelligence]: Learning; 1.7.5
[Document and Text Processing]: Document Cap-
ture—Optical Character Recognition (OCR)
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1. INTRODUCTION

The Bleek and Lloyd Collection [22] is a collection of
notebooks that document the language and culture of the
|Xam and !Kun people who lived in Southern Africa in the
late 19th century. The collection has been digitised and
digital library systems have been created for preserving
this collection and providing access to it via the Web [22,
26]. Furthermore, some tools have been designed for en-
hanced interaction with the collection [27]. However, these
systems are limited in that they mainly operate at the im-
age level and not on the text contained in the notebooks.
One way of allowing for access to the text is through the
creation of transcriptions by converting the images of the
stories into text that can be represented on a computer.
Transcriptions allow for a number of ways of interacting
with the collection by allowing for the data to be indexed,
searched and compared. Transcriptions can also be used
in speech-to-text applications and also allow for the text
to be reprinted in books. However, manual transcription
is a time-consuming and costly process and is generally
not a viable option. Fortunately, automatic handwriting
recognition has developed sufficiently that it is now vi-
able to manually transcribe a small subset of a collection
and then use machine learning techniques to automatically
transcribe the remainder of the collection.

While the automatic recognition of handwritten texts
is a well-studied problem, automatic recognition of the
texts that appear in the Bleek and Lloyd Collection is dif-
ficult due to the fact that the script used to represent the
characters is complex, not well understood and contains
complex diacritics that appear: above characters; below
characters; and above and below characters. Furthermore,
these diacritics can span multiple characters and can be
stacked (see Table 1).

A variety of techniques have been used for handwriting
recognition and this paper describes an investigation into
which techniques are most appropriate for use on the |Xam
script, which is one of the languages that appears in the
Bleek and Lloyd Collection. The techniques investigated
focus on the use of different machine learning techniques
and descriptive features in order to determine which re-
sult in the highest recognition accuracies. In doing so,
the hope is to identify good techniques for automatically
recognising handwritten |Xam texts, as well as other his-
torical texts that are represented in complex scripts. Fur-
thermore, since this discussion forms a basis for future
research, some directions for future research based on the
findings of this study are discussed.
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In doing this, the rest of this paper is structured as
follows. Section 2 describes the Bleek and Lloyd Collec-
tion while Section 3 presents some related work on the
automatic recognition of complex scripts. Section 4 de-
scribes the recognition systems that were used as part of
this study, while Section 5 presents the experiments that
were conducted to investigate the use of the recognisers.
Lastly, conclusions are drawn in Section 6.

2. BLEEK AND LLOYD COLLECTION

The |Xam speaking people are among South Africa’s
oldest human inhabitants and it is likely that they have a
unique view of the world. However, like the languages of
many ancient cultures, the |[Xam language has completely
died out [22]. As with many ancient cultures, |[Xam cul-
ture and beliefs were metaphorically encoded and shared
in the form of stories. These stories were written down
in notebooks by German linguists - Wilhelm Bleek and
Lucy Lloyd - in the 1870s and, together with art and dic-
tionaries, have come to be known as the Bleek and Lloyd
Collection [22]. In its entirety, the Bleek and Lloyd Collec-
tion is a collection of notebooks, art and dictionaries that
document the languages and culture of the early human
inhabitants of Southern Africa and, more specifically, the
languages and culture of the |Xam and !Kun people. The
notebooks in the collection contain metaphorical stories
and, in most cases, their corresponding English transla-
tions appear alongside them. The drawings in the collec-
tion complement the stories in the notebooks, while the
dictionaries contain English words and their correspond-
ing |Xam or !Kun translations. Figure 1 shows an example
of a notebook page, dictionary entry and artwork from the
Bleek and Lloyd Collection, respectively.

The Bleek and Lloyd Collection is jointly owned by the
University of Cape Town, The National Library of South
Africa and the Iziko National Museum of South Africa and
is made up of 157 notebooks containing 14128 pages, 752
drawings and over 14000 dictionary entries [22]. In 1997
the collection was recognised by UNESCO as a Memory
of the World Collection [22], thereby illustrating the im-
portance of the collection, and in 2003 the Lucy Lloyd
Archive and Research Centre at the Michaelis School of
Fine Arts undertook to digitally preserve the collection.

2.1 IXam Diacritics

The complexity in automatically transcribing the texts
that appear in the Bleek and Lloyd Collection arises be-
cause of the script used to represent the text. The script
is complex due to the diacritics that appear above char-
acters, below characters and both above and below char-
acters. Diacritics can also span multiple characters. Thus
far, more than 64 different combinations of single and
stacked diacritics have been discovered® that appear above
characters, 13 that appear below characters and 60 that
appear both above and below characters. Table 1 shows
some of the types of diacritics that appear in the texts,
starting with simple diacritics that appear above charac-
ters, then diacritics that appear above and below char-
acters and then diacritics that are stacked and that span
multiple characters. One of the complexities introduced
by the diacritics is that some characters may only differ
by their diacritics, while their Latin base characters re-
main the same. This is shown in Figure 2, where several
variations of an a-character are shown.

!New diacritics are constantly being discovered as the text
is explored.
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Table 1: Images of text with diacritics from the
notebooks and their transcriptions
Image Transcription
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Figure 2: Example of variants of a | Xam character

A key requirement for automatic transcription is the
ability to handle the complexities introduced by these di-
acritics. In this study, a baseline analysis of machine learn-
ing techniques and features is applied in order to deter-
mine how well they are able to handle these complexities.

3. RELATED WORK

The automatic recognition of relatively simple, well-
understood scripts is a well-studied problem with state of
the art recognition systems achieving recognition accura-
cies of around 80% [8]. However, for more complex scripts,
the recognition accuracies are often much lower. For in-
stance, a system designed for recognising Chinese hand-
writing was only able to achieve a recognition accuracy
of 55.58%, which was an improvement on the accuracy
of a popular commercial handwriting recognition system
[21]. Complex scripts exist all over the world, especially
in the East. For instance, the Kannada Kagunita script
is formed by combining 34 consonants with 15 vowels in
order to create 510 uniquely shaped Aksharas [19]. An
approach was taken to recognising these Aksharas where
the regions of consonants and vowels in an Akshara were
automatically detected, separated and then recognised in-
dependently, thus reducing the number of symbols that
need to be classified to 49. Using this approach, vowels
were recognised with 85% accuracy and consonants with
59% accuracy [19]. An approach like this is possible since
the two components that make up an Akshara are well-
defined; however, for the |Xam script, this is not the case,
thus rendering an approach like this infeasible.

In a study on the recognition of Vietnamese script, it
was argued that segmenting diacritics from base charac-
ters is a difficult task [16]. Thus, a 3-layer classifier system
was used where the first layer grouped symbols by their
base characters and the second and third layers distin-
guished among the diacritics [16] to achieve recognition
accuracies of around 95% for 95 characters. However, this
was an online recognition task whereas the recognition of
the |Xam script is an offline task. The online recognition
of handwriting is usually considered as being easier than
offline recognition since additional information, such as
temporal information, can be exploited.



Figure 1: A notebook page, dictionary entry and artwork from the Bleek and Lloyd Collection

Arabic texts, like the |Xam texts, contain complex di-
acritics. In one approach to recognising Arabic text, 34
of the most commonly occurring Arabic sub-words were
recognised using a support vector machine without pay-
ing specific attention to the diacritics [5] and a recogni-
tion accuracy of 84.3% was achieved. This is a relatively
high recognition rate, though the number of classes that
needed to be recognised (34) was relatively low. In a
similar study, whole word recognition was applied to 500
Tunisian town/village names using an artificial neural net-
work and a recognition accuracy of 82.5% was achieved [3].
In another study involving Arabic character recognition,
in addition to moment features, the “number of dots” and
“number of holes” were also extracted, which described
the diacritics in more detail [1]. Haboubi et al. [10] also
presented an evaluation of four different features for hand-
written Arabic recognition and found that orientation-
based features performed poorly for Arabic texts.

As this section has shown, a number of approaches have
been taken to try to recognise complex scripts, such as:
not paying special attention to the complexities of the
script; separating the script into its constituent parts and
recognising them separately; using a multilayer classifier;
and using features specifically designed to address the
complexities of the script. What this section has shown is
that the recognition of complex script often requires the
creation of systems that have been designed specifically to
deal with the complexities of the script.

4. RECOGNITION SYSTEMS

A series of recognisers were built to investigate different
techniques for handwritten |[Xam word recognition. The
recognisers made use of different descriptive features and
machine learning algorithms. For word recognition, rather
than recognising the individual symbols that make up a
word, each word was recognised as a whole and thus rep-
resented a single pattern that needed to be classified. The
design of the word recognisers is described below.

4.1 Machine Learning Techniques

The machine learning techniques that were used for
the recognisers were: Support Vector Machines, Artifi-
cial Neural Networks and Hidden Markov Models. These
machine learning techniques were chosen since they have
previously been used in a number of studies for handwrit-

Optimal Hyperplane

Figure 3: Optimal hyperplane that maximises the
space between classes

ing recognition and are popular and well-known learning
approaches. The implementation and design of these ma-
chine learning techniques is briefly described below.

4.1.1 SVM-based Recogniser

A Support Vector Machine (SVM) is a machine learning
technique for classification where the goal is to find hyper-
planes capable of separating points in hyperspace [6] and
that maximises the space between classes. Figure 3 shows
an example of a SVM for a 2-class classification problem.
SVMs have been used in a number of studies for hand-
writing recognition [1, 16] and in this study they are used
for recognizing |Xam words. The SVM used in this study
makes use of a Radial Basis Function (RBF) kernel, which
is defined by two parameters - C' and A. The values for
these parameters were found through a grid search where
pairs of values for C' and \ were tested for the training set
in order to see which pair produced the best results [12].
The classification approach used was one-vs-one classifica-
tion where w 2-class support vector machines were
constructed for each pair of different classes.
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4.1.2 ANN-based Recogniser

Artificial Neural Networks (ANNs) attempt to mimic
the biological neural networks that exist in the human
brain for very specific tasks and the main information
processing unit in a neural network is the neuron. In
this study, a multi-layer neural network is used for |Xam
word recognition. The architecture of the network involves
an input layer that represents a set of features, a hid-
den layer, and an output layer that represents the output
classes. The size of the input and output layers was deter-
mined by the number of features for each training sample
and the number of word classes that needed to be classi-
fied, respectively. The size N of the hidden layer was a
function of the size of the input and output layers, where
N = {9y, %,So, STO, %}, where S; is the size of the
input layer and So is the size of the output layer. ANNs
were created for each value N and the results reported
are for the best performing architecture. The ANN-based
recognisers all made use of the iRprop training algorithm
[14] and the tanh activation and error functions. Ensem-
bles of 10 ANNs were created for each experiment in order
to minimise the effect of random weights during ANN ini-
tialisation [20]. The ANNs in the ensemble differed by
their random initialisation weights and were combined by
averaging their outputs [20].

4.1.3 HMM-based Recogniser

A Hidden Markov Model (HMM) is a Markov model in
which the states of the model are not directly observable,
but rather are observed through another stochastic pro-
cess [18]. This is in contrast to regular Markov models in
which states translate to observable physical events. In
this study, the HMM-based recogniser that was used for
handwriting recognition was based on a continuous left-
to-right HMM, which is defined by two parameters: the
number of emitting states and the number of Gaussians.
These were set to 12 and 16 since they were empirically
found to perform well for the |Xam texts using a technique
for estimating good values for these parameters [9]. The
HTK library [29], which makes use of modified versions
of the Baum-Welch and Viterbi algorithms, was used for
HMM-based recognition. As previously mentioned, the
recognisers recognise each word as a single pattern and
thus HMMs were built for each word and the output of
the recogniser was constrained to a single word.

4.2 Features

The machine learning techniques described above were
paired with different descriptive features in order to de-
termine which are most appropriate for |Xam handwriting
recognition. It has been speculated that there are hun-
dreds of different features that can be used for handwrit-
ing recognition [4], making implementing and evaluating
every possible feature set an impossible task. Therefore
this study has instead focused on a small subset of features
used in the literature. A total of 6 different features were
used, all of which have been used in various studies for
the automatic recognition of handwritten texts and that
have varying levels of complexity. The features describe
different properties of the images, such as the distribu-
tion of pixels, the directions of strokes and the statistical
properties of the image. Therefore, while not a complete
evaluation of all possible features, this study still provides
a valuable comparison of different types of features. The
generic method for feature extraction and a description of
each feature used in this study is described below.
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4.2.1 Feature Extraction

For SVM and ANN-based recognition, features were ex-
tracted from the whole word images, which were also par-
titioned into cells of various sizes so as to investigate the
effect of varying degrees of local and global descriptors.
Features were extracted from each cell, thereby creating
a feature vector that was a concatenation of the features
from each cell. For HMM-based recognition, features were
extracted using a left-to-right sliding window, which, like
SVM and ANN-based recognition, was divided into cells,
except only in the horizontal dimension. Figure 4 shows
an example of how features were extracted from word im-
ages. The features used in this study are briefly described
below.

4.2.2  Undersampled Bitmaps

Undersampled bitmaps describe the distribution of pix-
els in the Cartesian plane. They are calculated by dividing
an image into cells and then, for each cell, counting the
number of foreground pixels and normalising it over the
range [0-1] [17]. The extraction of these features varied in
the number of cells that the image or sliding window (for
HMMs) was divided into. Figure 5 shows an example of
undersampled bitmap features for a |Xam word.

4.2.3 Marti & Bunke Features

Marti and Bunke [15] proposed nine geometric features
(Fy — Fy) that are extracted using a sliding window. The
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Figure 6: HoG features

first three features are the weight of the window, the cen-
tre of gravity of the window and the second order moment
of the window. Features 4 and 5 are the lower and upper
positions of the contours of the window. Features 6 and 7
are the gradients of the upper and lower contours of the
window. Feature 8 is the number of black to white transi-
tions and feature 9 is the number of black pixels between
the lower and upper contours of the window [15]. These
features are extracted in the same way for all images.

4.2.4 Geometric Moments

The first four of Hu’s geometric moments [13] were used
as features in different combinations. The first two mo-
ments (M1, M>) describe the variance of an image and the
third and fourth moments (M3, My4) describe the skew of
an image. These moments are fully invariant to rotation,
translation and scale [13]. The extraction of these features
varied in terms of the number of cells that the image or
sliding window was partitioned into as well as which of the
first four of Hu’s geometric moments were used as features.

4.2.5 Histograms of Oriented Gradients

Histograms of Oriented Gradients (HoGs) are a set of
descriptors that were first introduced for detecting hu-
mans in images [7]. The basic thought behind HoGs is
that local object shape and appearance in an image can be
characterised by the distribution of local gradients. This
distribution of local gradients is found by dividing an im-
age into a series of equally-sized cells and then, for each
cell, compiling a list of the gradients of each pixel in the
cell and creating a histogram of gradients for that cell.
Figure 6 shows an example of a character that has been
partitioned into 9 cells and the HoGs for each cell.

To find the distribution of local gradients, an image is
first divided into a series of equally-sized cells. Then, for
each pixel in each cell, the orientation 6 is calculated as
0= arctanﬁ—””, where I, and I, are the = and y locations of

the pixel. Tyhe orientation is then transformed into a gra-
dient as a = 6 x %. Each pixel casts a weighted vote for
one of 9 orientation-based histogram channels with weight
W = \/I? + I%. The histograms can be grouped into de-
scriptor blocks and normalised [7]; however, this was found
to have a negligible effect in this study.

The way in which features were extracted in this study
was the same as that used by Howe et al [11]. In this
approach, features are extracted using different cell sizes,
which are referred to as resolutions and the features from
each resolution are concatenated to create a single feature
vector. In this study, the extraction of these features var-
ied in terms of the size of the resolutions used and up to
three resolutions were used at a time.
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N

transform  of (b) Zigzagging for
word in Figure 5 (a) DCT coefficient ex-
traction

Figure 7: DCT transform showing most of the
variance in the low frequency components

4.2.6 Gabor Filters

A Gabor filter is a Gaussian function modulated by a
complex sinusoid in both the spatial domain and frequency
domain and contains both a real and imaginary part [5].
Gabor filters are orientation specific [5] and thus they have
been used for extracting stroke information from charac-
ters for use as features for character recognition [24]. Ba-
sically, Gabor filters are applied to an image at different
orientations to extract orientation information.

The approach used to create Gabor filter-based features
is the same as that of Chen at al [5] and is briefly described
here. For a frequency f, which is based on the width of
a handwriting stroke, and a stroke orientation angle 0, a
Gabor filter is applied to an image. In order to empha-
size salient pixels in the response of the Gabor filter, the
mean magnitude - Mmecan - Of the response is computed
and pixels whose magnitude exceeds Mmean are consid-
ered salient. The total number of salient pixels - St - is
recorded and then, to calculate features, the image or slid-
ing window is split into cells. For each cell, the number
of salient pixels in that cell - S¢ - is computed and the
feature for that cell is then given by g—g The features for
all cells are concatenated to create a single feature vector.
In this study, the extraction of Gabor filter-based features
varied in terms of the size of cells used for salient feature
calculation and Gabor filters are applied for each com-
bination of f = cost,A = {2,4} and 6 = {0, %, %, 3},
These values were based on previous studies where they
were found to work well [5, 24].

4.2.7 Discrete Cosine Transform

The Discrete Cosine Transform (DCT) expresses a func-
tion or signal in terms of a sum of different cosine functions
at different frequencies [16]. There are eight kinds of DCT,
though the Type-II DCT is the most common and is the
one used in this research. Low frequency regions of the
DCT contain most of the energy from the transform and
encode most of the variance of an image [2] and thus can
be used as features, while the high frequency components
can be discarded [2]. Figure 7 (a) shows the DCT trans-
form of Figure 5 (a), which shows most of the variance in
the low frequency components.

The 2-D coefficients of the DCT are converted to a 1-D
vector using a technique called zig-zagging [3] (Figure 7
(b)), the purpose of which is to extract the low frequency
coefficients from the DCT first. In this study, the extrac-
tion of features varied in terms of the size of the cells that
the image or sliding window was partitioned into for the
DCT-II calculation and the number of DCT coefficients
used as features.
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5. EXPERIMENTS
5.1 Experimental Methodology

Each machine learning technique and feature combina-
tion was evaluated in terms of its performance with varied
parameters for the features. Due to a limited amount of
training and testing data, 10-fold cross validation was used
for evaluation. In 10-fold cross validation, the data is ran-
domly partitioned into 10 folds and 9 folds are used for
training while the other is used for testing. The folds are
then rotated and the final result reported is the average
of all folds. The data was randomly partitioned into folds
that were kept constant for all experiments.

5.1.1 1Xam Word Corpus

A corpus of handwritten |Xam words and their tran-
scriptions was created for use as a dataset in this study
[25]. The words in the corpus were binarised and nor-
malised to 64x64 pixel images as part of a preprocessing
step [25]. For word recognition, the task was to recognise
each word in its entirety as a single pattern. Thus, in or-
der to ensure that there were sufficient samples per class,
the corpus was sampled so that only words that had more
than 5 samples were included for use in this study. Fur-
thermore, each word in this test dataset was checked to
ensure that it was correctly labelled and equivalent labels
were merged. The total number of words in the test data
set was 1248 and the number of word classes to be recog-
nised was 81. If diacritics are ignored i.e., if it is imagined
that they are not there, then there are 39 different word
classes; thus, it can be concluded that approximately half
of the word classes differ from others only by their dia-
critics. The descriptive statistics of the data set in terms
of the number of samples per class are as follows: the
minimum was 5; the maximum was 110; and the mode,
median, and mean were 5, 9, and 15.41 respectively.

5.1.2 Feature Extraction

When extracting features, each image or sliding window
was partitioned into cells along each dimension (though
only horizontal for the HMM-based recognisers) and then
the cells were used for feature extraction as described in
Section 4.2. Images were partitioned into the following
number of cells along each appropriate dimensions: 1 (i.e.,
no partitioning), 2, 4 or 8. The only exception was Marti
& Bunke features, where no partitioning took place since
the features characterize the whole sliding window. For
HMDM-based recognition, the width of the sliding window
for undersampled bitmaps, Marti & Bunke features, geo-
metric moments and DCT features was 1 pixel, while for
histograms of oriented gradients and Gabor filter-based
features it was 4 pixels and there was a 3 pixel overlap
between successive windows.

In addition to partitioning the image and sliding win-
dows into cells, some features had additional extraction
parameters. Different combinations of Hu’s geometric mo-
ments were experimented with by extracting and append-
ing new moments on to the feature vector. The following
combinations of Hu’s first four geometric moments - M;_4
- were used: M1, Mi,2, M1,23, Mi,23,4, i.e. experiments
were conducted with only the first moment, then the first
and the second, etc. For histograms of oriented gradients,
the sizes of the three resolutions - R;, Rz, R3 - at which
features are extracted were: [64,32,16], [32,16,8], [16,8,4],
[64,32,0], [32,16,0], [16,8,0], [64,0,0], [32,0,0], [16,0,0]. For
each triple, features were extracted at each resolution and
combined to create a single feature vector. For SVM and
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ANN recognisers, the cell sizes are R X R and for HMM
recognisers the cell sizes are R x W, where W is the width
of the sliding window. Lastly, the number of DCT coeffi-
cients - C' - was varied such that C' = {1, 10, 20}.

5.2 Machine Learning Techniques and Dif-
ferent Features

In this section the results of the experiments regarding
the use of machine learning techniques with different fea-
tures are discussed from two perspectives: first from the
perspective of the individual features in terms of their pa-
rameters for feature extraction; and then the performance
of the different recognisers is discussed when the best pa-
rameters for feature extraction are used.

5.2.1 Parameters for Feature Extraction

Table 2 shows the recognition accuracies for the differ-
ent recognisers with different feature extraction parame-
ters. Where values are missing for the cell size of 64 for
undersampled bitmaps and Gabor filters, it is due to the
fact that the word images needed to be divided into at
least two cells for feature calculation. Similarly, for the
DCT features, some of the HMM and ANN models be-
came too large when the cell sizes became too small and
thus models were not trained in these cases.

Table 2 shows that the size of the cells that an image or
sliding window is partitioned into seems to be correlated
with recognition accuracy, with smaller cell sizes (and thus
more partitions and more descriptors) generally leading
to higher recognition accuracies for all but one feature.
For instance, for undersampled bitmaps, Hu’s geometric
moments and Gabor filters, the recognition accuracies are
highest for the smaller cell sizes, though this is not the case
for DCT features. These findings suggest that extracting
features from local areas leads to better recognition ac-
curacies for the |[Xam texts. One possible reason for this
being the case is that many smaller regions better capture
the contribution of the diacritics than fewer larger ones.

There are also a number of observations that can be
made about specific features. For instance, Table 2 shows
that, in most cases, the use of additional moments beyond
the first led to a decrease in recognition accuracy, suggest-
ing that the first moment had more descriptive power by
itself than when it was combined with other moments.
For the histograms of oriented gradients, there is no ev-
idence to suggest that certain resolutions will necessar-
ily result in higher recognition accuracies, though when
there are very few descriptors, as is the case for when the
three resolutions are [64, 0, 0], the performance is rela-
tively poor. Furthermore, for the HMM-based recogniser,
the histograms of oriented gradients performed extremely
poorly. Various feature extraction parameters were exper-
imented with and consistently led to the same results. It
was speculated that the reason for the poor HMM perfor-
mance is that the relatively thin width of a sliding window
column does not result in histograms of oriented gradi-
ents that are as descriptive as those when larger cells are
used; however, when wider sliding window columns were
used, no improvement in performance occurred. Lastly,
for the DCT features, for large cell sizes, the use of more
coefficients seems to lead to higher recognition accuracy;
however, as the cell sizes decrease and the number of de-
scriptors used as features thus increases, the number of
coefficients does not appear to have as significant an effect
on the recognition accuracy. The results seem to suggest
that the number of descriptors that are used could be more



Table 2: Recognition accuracies for different recognisers with different feature extraction parameters

Undersampled Bitmaps

Cell Size 64 32 16 8
SVM - 24.03 43.11 50.73
ANN - 22.51 43.75 46.71
HMM - 30.37 32.13 35.02
Marti & Bunke
SVM 47.23
ANN 40.30
HMM 44.47
Hu’s Geometric Moments
Cell Size 6/ 32 16 8
M; =9.53 M, =10.17 M; =21.15 My = 27.96
SVM Mi2 = 10.01 Mis = 9.45 Mis = 21.71 My = 25.24
Mi23 = 10.26  Mi23 = 8.57 M2z = 20.50 Mz = 24.43
M1234 = 12-01 M1234 = 7.85 M1234 = 18.98 M1234 = 24.59
M, = 8.94 My, = 13.82 M, = 18.82 My, = 23.79
ANN Mis = 10.57 Mis =9.76 Mis = 9.53 Mis =9.94
Moz =12.20 Mi23 =11.38 M2z = 9.05 Mys3 = 8.97
Mio34 = 11.38 Miyazq = 11.38  Mio34 = 9.37 Mio34 = 8.97
My =0 M; = 23.80 M; = 26.05 M, =27.16
HMM Mo = 4.64 Mo = 22.44 Mo = 24.76 My = 24.76
Mia3 = 3.76 Moz = 22.28  Mjoz = 22.51  Mje3 = 24.03
Mi234 = 3.92 Miosqg = 21.15  Mjozq = 22.2 Miozq = 23.24
Histograms of Oriented Gradients
Ri1, R2, R3 [64,52,16] [52,16,8] [16,8,4]
SVM 58.24 58.49 51.92
ANN 36.58 35.71 -
HMM 1.28 0.56 1.04
Ri, Ro, R3 [64,32,0] [52,16,0] [16,8,0]
SVM 49.75 57.92 57.45
ANN 35.06 43.40 47.60
HMM 1.04 1.04 0.48
Ri, R2, R3 [64,0,0] [32,0,0] [16,0,0]
SVM 22.51 48.71 57.76
ANN 18.01 38.11 51.76
HMM 0.64 1.2 1.12
Gabor Filters
Cell Size 64 32 16 8
SVM - 38.46 47.03 53.21
ANN - 31.63 40.40 46.63
HMM - 37.26 36.71 36.78
Discrete Cosine Transform
Cell Size 6/ 32 16 8
S1 =12.74 S1 =21.15 S1 = 44.64 S1 = 50.16
SVM S10 = 41.27 S10 = 49.53 S10 = 47.92 S10 = 44.07
Sa0 = 49.84 Soo = 49.52 Sop = 43.66 So0 = 39.02
S1 =12.58 S =22.27 S1 =43.03 S1 = 48.96
ANN S0 = 22.98 S10 = 37.49 S10 = 48.80 S10 = 48.72
So0 = 31.56 Sa0 = 40.62 Sop = 47.99 —
S1 =217 S1 =43.35 S1=39.5 S1 = 38.86
HMM S10 = 38.47 S10 = 34.61 S10 = 31.41 -
Soo0 = 33.73 S20 = 30.76 — -

important than the DCT frequency of the coefficients used
as features; however, to confirm this it would need to be
tested with lower frequency descriptors as features.

5.2.2 Performance of Recognisers

Figure 8 shows the recognition for each machine learn-
ing technique/feature combination using the best perform-
ing feature extraction parameters.

As can be seen from Figure 8, the highest word recog-

nition accuracy of 58.49% was achieved when an SVM
was paired with histograms of oriented gradients and the
poorest word recognition accuracy was achieved when his-
tograms of oriented gradients were paired with a HMM.
Overall, for word recognition, the SVM recognisers con-
sistently outperformed the others, regardless of the fea-
tures that were used. The ANN word recognisers were
the second best performing word recognisers overall and
followed the same trend as the SVM recognisers for all

43



100
=SVM
90
= ANN
80 =HMM
70
% 60
g
2 50
S
S
< 40
30
20
10
0
Unders. Bitmaps M & B Hu's Moments ~ HoGs  Gabor Filter DCT
Feature

Figure 8: A comparison of the best performing
feature parameters for each machine learning tech-
nique

features, achieving a maximum recognition accuracy of
53.76%. However, for some features, the HMM word recog-
nisers performed better than the ANN recognisers. Over-
all, however, the HMM word recognisers performed the
worst, achieving a maximum word recognition accuracy
of 44.47% when Marti & Bunke features were used.

Figure 8 reveals a number of things concerning the use
of different machine learning techniques, different descrip-
tive features and the relationships among them. Firstly,
the findings suggest that, in some cases, performance is
dependent on the right combination of machine learning
technique and descriptive feature. For instance, the use of
histograms of oriented gradients as features led to the best
performance for SVM and ANN-based recognition and the
worst performance for HMM-based recognition. The ex-
act reason for the poor HMM-based recogniser accuracy is
unclear as various feature extraction parameters were ex-
perimented with and consistently led to the same results.
Similarly, the figure reveals that, for HMM-based recogni-
tion, the Marti & Bunke features resulted in the best per-
formance, while, on average, they led to the second worst
performance for SVM and ANN-based recognition. Figure
8 also reveals that some features, such as undersampled
bitmaps, Hu’s geometric moments, Gabor filter-based fea-
tures and DCT coefficients, ranked equally for the differ-
ent machine learning techniques. However, the best per-
forming features were in fact the ones whose performance
varied the most for the different machine learning tech-
niques and thus, when choosing a feature for handwriting
recognition, the choice should be made while considering
the machine learning technique to be used.

The choice of machine learning technique depends on
a number of factors, such as the type of data that is to
be recognised. For instance, though it was not done here,
it may be possible to segment words into their individ-
ual characters and recognise the characters individually;
however, when it is not suitable to do so then a HMM or
some other machine learning technique that does not re-
quire segmentation may be appropriate. Furthermore, the
automatic segmentation that occurs as part of the recog-
nition process when using a HMM may make it a better
segmenter than other approaches that occur as a prepro-
cessing step. Similarly, if units such as characters or whole
words are being recognised then a SVM or ANN may be
more appropriate for |[Xam script recognition.

5.3 Hybrid Features

A second experiment was conducted where the three
best features for each machine learning technique were
combined to see what effect (if any) it would have on per-
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Table 3: Performance of individual features com-
pared to hybrid features for all machine learning
technique

MLA  Best individual Best Hybrid Change

SVM 58.49% 57.77% -1.23%
ANN 53.76% 53.60% -0.29%
HMM 44.47% 44.79% 0.72%

formance. To create the hybrid features set, the individual
feature vectors were concatenated for each machine learn-
ing technique. Table 3 shows the recognition accuracies
using hybrid features, the best performing single feature
and the difference between them (in percentages).

Table 3 shows that, in all cases except HMM-based word
recognition, where the improvement was very low, the use
of hybrid features had a negative effect on the performance
of the recognisers. This goes against intuition, which sug-
gests that hybrid features should improve the performance
of a recogniser rather than decrease performance. A pos-
sible reason for the decline in accuracy could be that the
combined features actually introduced increased variation
within classes through multiple descriptors. Another pos-
sible explanation could be that the three best features
all summarised the same information and thus combin-
ing them did not actually add any additional descriptive
power. Another possible reason, still, is that the increase
in descriptors from hybrid features resulted in more pa-
rameters that needed to be trained for the machine learn-
ing techniques and, thus, the parameters could have been
over-tuned to fit the training data.

While these findings suggest that hybrid features do not
offer any improvement on the best performing individ-
ual features, care should be taken not to generalise the
findings. There are several reasons for this. Firstly, dur-
ing experimentation it was found that hybrid features did
improve the performance of some of the individual fea-
tures, though not the best performing individual features,
thereby suggesting that hybrid features can in fact im-
prove the performance of a recogniser, though that did not
occur in this study. Secondly, the hybrid features used in
this study only represent a small subset of the potentially
infinite number of hybrid features that can be created by
combining the previously mentioned hundreds of features
used for handwriting recognition. Lastly, equal weightings
were used when combining the features and it is possible
that weighting the features differently could have an ef-
fect on recognition accuracy, for instance, by having some
features provide the weighted majority of the information
and others only being supplementary. Thus these findings
should be taken in context. In this study, hybrid features,
in general, offered no improvement over the best perform-
ing individual features and, in most cases, led to a de-
crease in performance. However, it is possible that under
different circumstances they may lead to an improvement.

5.4 Discussion

These baseline experiments have shown that the recog-
nition of |[Xam texts is a difficult task. Thus, the ques-
tion arises as to how recognizers can be constructed that
can achieve higher recognition accuracies and that are ap-
plicable not only to the |Xam texts, but also to other
complex scripts, such as the !Kun script in the Bleek and
Lloyd Collection. Since the complexities in recognizing
the |Xam scripts arises as a result of the diacritics, special
attention should be paid to diacritics during the design



of future recognition systems. There are two obvious op-
tions for doing this: the diacritics could be segmented
from the base characters and recognized separately before
being re-attached; however, segmentation of diacritics is
considered a difficult task [16]. An alternative is to de-
sign a multi-layer classifier that ignores diacritics during
the first level of classification, assigns characters to classes
based on their base characters and then recognizes the
variants of characters with the same base character at a
second level in the classifier. A similar approach to this
was conducted for the |Xam texts and found to improve
recognition accuracy by about 10% [28]. However, the dif-
ficulty in this approach is that the individual characters
need to be segmented to make this approach viable. Al-
ternatively, machine learning techniques that are able to
perform automatic segmentation through optimal align-
ment, such as HMMSs, could be used to solve this prob-
lem. Indeed, this is likely to be a good starting point
for investigating new methods for recognizing |Xam script
and other similar scripts and the findings regarding the
use of features with HMMs presented in this study could
be a good starting point. Similarly, if the individual char-
acters are segmented, the findings from this study suggest
that a SVM- or ANN-based recognizer may perform well
to recognize the individual characters.

6. CONCLUSIONS

The automatic recognition of the texts that appear in
the Bleek and Lloyd Collection is difficult due to the com-
plex diacritics that are used in the |Xam script. In this
study, a number of techniques for word recognition were
investigated in order to gain insight into which approaches
are most suitable for these, and perhaps similar, texts.
The highest recognition accuracy was achieved when a
SVM was used with histograms of oriented gradients. It
was found that the feature extraction parameters for the
features used in this study did not seem to have a sig-
nificant effect on the recognition accuracy for the |Xam
texts; though partitioning images into smaller cells and
extracting local features did lead to an improvement in
accuracy. Furthermore, in comparing machine learning
techniques, the SVMs performed better than the ANNs,
and the ANNs better than the HMMs and some descrip-
tive features only worked well with certain machine learn-
ing techniques when recognizing these texts.

As can be seen from the accuracies achieved, the au-
tomatic recognition of |Xam script is a complex task and
this complexity can be attributed to two main factors: the
complexities of the script; and the relatively small size of
the data set used. However, this does not take away from
the main contribution of this paper, but rather suggests
that additional research into the recognition of these texts
will be worthwhile. It is hoped that these findings can be
used not only for the design of future recognisers for the
|Xam script but also for other similar scripts.

While automatic handwriting recognition systems have
successfully been used for well-known and well-understood
scripts with relatively small character sets, perhaps they
cannot be applied as successfully to more complex scripts.
For instance, large collections of documents are likely to
exist for well-known and well-understood scripts, thereby
allowing for large amounts of training data; whereas more
complex scripts are more likely to belong to smaller col-
lections. Furthermore, data that is relatively uniform is
needed in order to create robust recognition systems. This
was not the case for the |Xam texts and may not be

the case for other complex scripts. Thus it could be ar-
gued that, given the complexities of the |Xam script and
other scripts, it is not worth creating automatic hand-
writing recognition systems since the accuracies that can
be achieved are perhaps too low to be very useful or the
complexities in designing the system and investigating
techniques are not worth the effort. Thus, for smaller
collections, it may be more appropriate to simply man-
ually transcribe the collections or make use of collabo-
rative computer-human transcription techniques, which
have been shown to reduce the effort required to correct
transcription errors [23].

Finally, the importance of transcriptions of historical
documents should not be underestimated. It has already
been discussed in the introduction how transcriptions can
be used to improve digital library systems by allowing for
the provision of enhanced services. However, more impor-
tantly, transcriptions of historical documents serve as a
means of preserving the documents’ contents and ensur-
ing that, regardless of what may happen to the physical
artefacts, the knowledge and information that they con-
tain will remain available and accessible to all. This study
has taken us one step closer to achieving that goal.

6.1 Future Work

Since this study acts as a baseline for future investi-
gation into recognizing |Xam and other equally complex
scripts, there are many possibilities for future work that
are worth discussing. For instance, future work could in-
vestigate the use of additional machine learning techniques
and descriptive features for [Xam handwriting recognition.
However, this study has shown why the automatic recog-
nition of | Xam texts is difficult and thus future work would
do better to focus on better understanding the texts and
developing techniques to deal with their complexities.

For instance, the nature and the meaning of the dia-
critics that appear in the |[Xam texts were not investigated
directly. It is assumed that the relatively poor recognition
accuracies for the |Xam script and other similarly complex
scripts can be attributed to the diacritics. Thus, in future
studies it may be worthwhile to further investigate the ef-
fect that these diacritics have on recognition and possibly
exploit linguistic information to determine the importance
of diacritics and their ideal treatment during recognition.

The issue of diacritics is also related to the features used
for recognition in this study. Different features are likely
to contain different information content and, as such, some
are better at describing handwritten text than others.
However, some features may be better at describing di-
acritics that are attached to base characters and that take
up a relatively small part of the Cartesian space. Further
exploration may allow for additional information about
features to be discovered, such as their information con-
tent and correlations that might exist between the infor-
mation content and recognition accuracy. In doing this, it
may be possible to determine what information content it
is desirable for features to have and, using this informa-
tion, build hybrid features that maximise this desirable
information.

Statistical information about a natural language pro-
vides a valuable source of information about the distribu-
tion of words and characters in the language and can be
used to improve the recognition process. Furthermore, the
use of high order language models and statistical informa-
tion about |Xam and related languages can also assist in
furthering our understanding of these languages by means
of statistical analysis.
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