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Abstract

Since wireless networks which can carry high bit rates have become ubiquitous,
mobile computing is no longer just spoken about. Mobile computing always im-
plies access through a wireless network to an IP network such as the Internet. In
order to understand the performance of such links, we propose an analytic model
for the down link delay of IP traffic between the Mobile Gateway Server and the
End User in a UMTS mobile network. Traffic arriving at the Gateway Server is
considered to be bursty in nature and we use a Batch Markovian Arrival Process
(BMAP) to model this arrival process. We model the wireless link itself as a modi-
fied multi-state Gilbert-Elliot Markov model which takes into account the number
of interfering users and whether the channel experiences Ricean fading or not for
what we consider a typical indoor, IP-centric environment. We also account in both
the analytical model and the simulation for the Forward Error Correction provided
by Turbo coding in UMTS to establish realistic packet retransmission rates. Finally
we calibrate and verify the correctness of the model with a discrete event simulator.

Key words: Mobile computing, IP Traffic, BMAP, WCDMA, Turbo Coding,
Ricean Fading, BMAP/D/1 queue

1 Introduction

With the increasing usage of mobile computing the performance of the radio
link in the path from server to client in the fixed to wireless network path
is receiving increasing attention. The mobile computing traffic is invariably
IP based, while the physical network itself is generally either WiFi (IEEE
802.11n) or UMTS. UMTS is different in that it is a much longer range net-
work and thus subject to signal fading, which arises as a results of multiple
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versions of a signal arriving with various amplitudes and phases at the receiver
due to scattering. Two kinds of fading environments are known: Non-Line-of-
Sight (NLOS), where the fading signal is approximated by Rayleigh distribu-
tions, and signals with a dominant Line-of-Sight (LOS) component, where the
fading signal is approximated by Ricean distributions. The reader unfamiliar
with UMTS and the terminology concerned is referred to one of several good
textbooks such as that by Rappaport[20].

WiFi performance has been analyzed by several authors such as [13, Johnson)]
and is not the subject of this paper. We concern ourselves with a model to an-
alyze the performance of the radio down link (UTRA) of a UMTS network. In
particular, we consider the delay path of an IP packet from its arrival at the
Gateway GPRS Support Node(GGSN), passing through the Serving GPRS
Support Node(SGSN)to the Radio Network Controller (RNC) and its ulti-
mate transmission by the relevant Node B of the UTRAN. This transmission
path is illustrated in Figure 1. The service time at Node B is a deterministic
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Fig. 1. Conceptual Universal Terrestrial Radio Access (UTRA) component of UMTS

Wideband Code Division Multiple Access (WCDMA) process, but the error
conditions on the wireless link is a complex function of the fading process and
the Multiple Access Interference (MAI) caused by other users. UMTS links
use a Forward Error Control (FEC) coding technique known as Turbo-coding
and re-transmission of physical transport blocks occur only when the FEC
fails.

Several authors such as [3, 14, 18, 21, 7] have taken up the challenge of
modeling wireless channels and the effect of Rayleigh or Ricean fading on
the transmission errors. In most cases the models are for flat fading channels
where the received signal is a function of the signal power and time-variant
interference noise. A Hidden Markov Model (HHM) was presented by Judge
and Takawira [14] which extended the Gilbert-Elliot models [19] to include
the case where both the user signal power and the interference signal power



are varying as is typically the case for WCDMA transmissions.

Several other authors [19, Pimental and Blake|, [17, Milstein et al] have used
HMM’s to model wireless channels. In particular, Turin and van Nobelen[21]
provides a concise overview of HMM’s as a technique for modeling fading
wireless channels. Earlier work by Geraniotis[9, 8] lays the foundation for
many of the papers.

We generalize the result of [14] for Rayleigh faded channels to those for Ricean
fading, introduce a somewhat more general traffic model and represent Turbo
coding in our analysis. We have moreover been unable to find any analysis
which combine the delay at Node B with the delays at the other points along
the downward path from the IP network to the mobile end user as illustrated
in Figure 1.

The layout of the paper is the following: In the next section we describe the
processing in the GGSN and SGSN modules in more detail and the queueing
models used to derive the delay time. IP traffic is modeled by a Batch Markov
Modulated Arrival Process (BMAP) as described in Section 2. The major part
of the paper then follows, describing the model of the wireless link in Section 3
including the FEC process implemented by Turbo coding in our example and
described in Section 3.5. In the final section we use a discrete event simulator
to calibrate certain parameters of the analytic model and then proceed to
verify the analytic work using a discrete event simulator.

2 End-to-end Model

Figure 1 illustrates that IP packets pass through the GGSN and the SGSN
before being processed at the RCN. Both these nodes are effectively routers
involving comparatively little delay. In what follows we therefore ignore these
delays which imply that IP packets effectively arrive at the RCN for processing.
The processing therefore reduces to the processing in the RNC and Figure 2
schematically illustrates the delays involved. At point a in that figure, the
arrival process is assumed to be Poisson. Processing occurs at points b and ¢
before the segmented batches of transport blocks arrive at the Media Access
Control (MAC) queue for scheduling. The amount of processing required to
compress a small IP header and segment a packet into separate data blocks,
is much larger than the amount of processing required to encode transport
blocks with their channelization and scrambling codes. We therefore assume
that the effect of the PDCP and RLC processing in Figure 2 is negligible
in terms of time spent, and thus can assume that the arrival process at the
Gateway translates to arrivals at the MAC queue as a batch Poisson process,
as each IP packet which arrives into the RLC layer is segmented into transport
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blocks.

Although we assume that the IP packet arrival process is Poisson, it is clear
from what has gone before that every packet yields link layer transport blocks
transmitted as physical blocks fitted into a UTRA Downlink Shared Channel
(DSCH) frame every 10 milliseconds. The number of transport blocks clearly
depend on the arrival rate and the packet size and the process is clearly not
a simple Poisson one but rather bursty in nature. The Batch Markovian Ar-
rival Process (BMAP)[1] provides a far more accurate view of IP traffic, be-
cause it captures two important statistical properties of IP traffic, namely
self-similarity and burstiness. With this assumption the delays in the RCN
described above can be modeled by a BMAP/D/1 queue.

The BMAP traffic arrival process is difficult to use analytically, and its im-
portant metrics are often calculated numerically and requires a non-trivial
parametrization when fitted to measured data as mentioned in Section 6. The
distribution for the time in the BMAP/D/1 queue can be found in [5, Lucan-
toni] and is summarized very briefly here.

Define W(z) = (Wy(), ..., Wy, (x)), where W;(x) is the joint probability that
the arrival process is in phase j = 1,...m and a customer waits at most for
a time x before entering service. If the Laplace-Stieltjes transform of W(x) is

W(s) = Z’oe_”dW(x), then

W(s) = s(1 - p)glsI+ D(h(s))] ", W(0) = (1)



where I is the identity matrix, h(s) is the transform of the arbitrary service
time distribution H (z), p the traffic intensity and g is a rather complex func-
tion of the busy period[5].

According to [4, Lucantoni|, the waiting time distributions is given by

w(z) = W(x)e (2)
so that the mean time W in the queue is given by

W = 7 zw(x)de. (3)

Several methods exist for solving Equation 1. These methods are fairly com-
plicated and involve many separate techniques and theories. For example,
the methods described by Lucantoni[4] draw on several sources, and require
methods such as those defined by Abate and Whitt[12] in order to invert the
Laplace-Stieltjes transform in Equation 1.

Rather than solve the analytic equations for the waiting time, we simulated
the queue using the BMAP parameterized with real data using a software
package IP2BMAP and provided by [16, Lindemann et al]. The algorithms used
are described in detail by [2, Klemm)].

3 Modeling the Wireless Link

The main contribution of this paper is an analysis of the processing at Node
B and its effect on the end-to-end performance model. The Downlink Shared
Channel in UTRAN is carried by a radio frame with 15 slots transmitted every
10 milliseconds. A physical block fits into one of the slots and is of fixed size so
that the service time at Node B is deterministic. The purpose of the analysis
to follow is to model the physical channel and its performance as a function
of the Spreading Factor (SF)[20], the error rate and the effect of the Turbo
coded error correction. All of these imply that a single IP packet is segmented
into several physical blocks for transmission, that overhead parity blocks are
generated and that all may be transmitted more than once, thus contributing
to the block and overall packet throughput.

The physical wireless channels used by UMTS mobile networks are defined
by the multiplexing technique known as Wideband Code Division Multiple
Access (WCDMA). WCDMA systems share the transmission medium by al-
lowing all signals to be transmitted simultaneously and at any time. This is



achieved by multiplying each signal by a unique, orthogonal spreading code.
Due to the multi-user nature of mobile systems, the transmitted signals can
be affected by Multiple Access Interference or MAIL. This occurs when multi-
ple, non-orthogonal signals are transmitted simultaneously. MAI is worsened
by multipath fading which is a signal distortion that is characteristic of any
radio transmission channel. Fading causes multiple version of a signal to exist,
usually differing in amplitude out of phase with the original, which can render
the orthogonality useless.

It is important to consider these factors when modeling a network that is
based on such technology. The following sections detail the model that we
have developed for the purpose of analyzing a WCDMA radio channel on
an indoor, downlink, shared UTRAN channel that experiences Ricean fading.
Before embarking on that analysis however, we define the performance metrics
and related quantities that we shall use.

3.1 Performance metrics

The ultimate performance metric of our model is the average IP packet through-
put or delay. In order to compute this we need to know the probability that
all slots belonging to the packet are received without error by the mobile
unit. The success of a slot depends on the state of the network during its
attempted transmission and the number of other users present. The following
performance metrics are similar to that used by [14, Judge].

We define state x as the number of transmitting users in a time slot and
P{xz = j} as the probability of being in state j. According to our Poisson
assumption for the interfering user arrival process,

P{x:j}ziP{x:i}wij and i}P{x:j}zl (4)

where 7;; is the steady state probability of moving from state i to state j and
is given by
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where f(m) is the Poisson distribution and the number L(k) of slots in a
packet is given by the geometric distribution

L(k)=v"- (1 —v)* (5)

We chose v = 3 for the experimental results given in Section 6.

In order to observe the error sequence process, we write o;; as the joint con-
ditional probability of the successful transmission of the n'* and the (n — 1)
slots in the packet conditioned on there being j users present during the trans-
mission of the n'* slot while there were i simultaneous users during the trans-
mission of the (n — 1) slot.

To complement «;;, we write ag; as the probability of success of the first slot
in the packet conditioned on there being j users in the channel at the time of
transmission of this first slot. These two definitions are used in R, (j), which
is the probability of success of all slots in a packet up to and including the n**
slot given that the n'" slot sees j other transmitting users. This probability is
solved recursively using

Ri(j) = P{z = j}ay, (6)
R.(j) = ; Ry1(i)mijou; no>1 (7)

The probability of success of a packet containing [ slots, Ry, is given by:

Ri= 3" Ri(i). (8)

Assume that it requires N, (k) transmissions (including the first) to send a
packet without error. That is, £ — 1 blocks experience an error and the last



block does not. The average number of transmissions for a packet of length L
will thus be

NAL%:EjSikRﬂl—Iﬁ4P“. 9)

I=1k=1

Finally then the average time T spent by a packet from arriving at the GGSN
until successfully received by the mobile End User (EU) is given by

T, = N,(L)W (10)

where W is the mean time in the BMAP/D/1 queue given by Eq. 3.

In the following sections we describe how we computed the various quantities
used in this section.

3.2 Hidden Markov Model

Hidden Markov Models (HMMSs) can be defined as stochastic, finite-state au-
tomata that consist of a set of finite states Q = {q1, 2, .., gn }, each of which
is associated with a specific probability distribution[10]. A transitions from
states g; to state g; occurs with probability p;;.

Hidden Markov models have been used extensively to model radio channels
because of the need to model the memory inherent in radio channels; this
memory is introduced by the fact that errors often occur in bursts, and are
thus statistically dependent [19]. Given a channel input z; at time interval &,
and given that the Markov chain was in state s;_; during the previous interval,
we can determine the output of the channel, y, from the conditional proba-
bility P(y, Sk|zk, Sk—1). The states of the HMM are associated with channel
conditions, while the difference between ¥ and xj is defined as the error se-
quence. Thus, the HMM is capable of modeling the error sequence and thus
the channel memory, despite the fact that it has as a major component a
Markov chain, which is defined as being memoryless.

The HMM model we use is adapted from that used by Judge and Takawira [14]
who in turn extended a popular HMM known as the Gilbert-Elliot Channel
(GEC)[6]. Judge and Takawira extend the GEC model by creating N good
states and N bad states rather than use only two states. Each state is defined
as being either good or bad, conditioned on the number of transmitting users,
j, 0 < j < N. The probability of being in state Q € {good, bad}) with j
interfering users is P;(€2) in this way accounting for the interference of other
users. Bit errors occur in the Bad state with probability h(j) and in the Good



state with probability k(j) where 0 < k(j) < h(j) < 1Vj. Note that even a
single bit error detected by the CRC procedure, unless it can be corrected
through the FEC Turbo coding, renders a block in error. In what follows we
assume that k(j) = 0,Vj, that is, no errors occur when the channel is in a
good state.

The model has many states described by (2, where Q, = {G;, B,} ie. G;
denotes being is a Good state with j transmitting users, 7 = 1,... at timeslot
n, and B; denotes being is a Bad state with j transmitting users, j = 1,... at
timeslot n. P(G;) denotes the probability of being in this state and wgD as
the probability of moving from state C; to state D; with {C;, D,} € Q,Vi, j.
Then

i=0 1=0

P(B;) :;) P(Gi)wii® + i) P(By)wE?

v

where clearly

o0

> [P(Gi) + P(By)] =1 (11)

=0

Using Bayes’ theorem we can write

P(C)) = P{Q, = Clz = j} - P{z = j} (12)

and writing P{z,y1 = jlz, = i} as the steady state probability, given by
Eq. 5, of moving from state i to 7 we have

wgD:P{Qn-H = D|Qn = nyn-f—l = j7x” = Z}
Pt = jltn = i} (13)

P{Q,+1 = D|Q, = C,x,11 = j,x, = i} is the steady state transition proba-
bility for being in state €2, 1.

With the above we can now return to Eq. 6 and write

agj = P{Qn = Glon = j} + P{Q = Bla, = j}(1 - h(j)) (14)

and

i = P{Qui1 = G| = G xp41 = j, 20 = i} (15)



The o;; define our error processes i.e., the probability of a single slot being
transmitted without error in Eq. 14, and the probability that a slot will succeed
given that the previous slot succeeded as well.

For the computation of the probabilities in Eq. 14 and Eq. 15, we need to
know the conditional PDFs for the MAI and user signal amplitudes, given by
Prrar(ylj) and Py;y(u) respectively, since the probability of being in a faded
channel depends on the relative amplitudes of the user signal and the MAI. To
determine these, we define a parameter 6 to be the MAI signal to user signal
ratio and the threshold which determines the channel state:

y/u<0<Q,=Good , y/u>0<Q, =DBad (16)

Using 6 we can now write

P{Q, = Glz, = j} = //PMAI(y’j>'Psig(u>dUdy (17)

Note that P{2, = C|z, = j} is defined as the sum of all instantaneous
amplitudes of the desired signal multiplied by the instantaneous amplitudes
of the MAI signal, given in sections 3.3 and 3.4, over all possible amplitudes
of MAT and over all desired user amplitudes greater than the threshold y/6.

To compute the probabilities in Eq. 15, we note that
P{Qn+1 = D|Qn = C, ZEn+1 = j, Tp = Z}
which can be written as:

P{Qn—i-l = D,Qn = C‘xn-i-l = j, Ty = Z}
P{Q, = Clz, =i}

(18)
using Bayes” Theorem. P{(),, = C|z,, = i}, assuming a stationary channel, is
given by Eq. 17.

In order to compute

P{Qn-i-l = D7Qn = C|xn+1 = j, Ty = Z} (19)

we need to sum all possible instantaneous amplitudes of the desired signal
multiplied by the interfering signals for the current timeslot multiplied by
the same for the next timeslot. We are only interested in the conditional
probability corresponding to [Good, Good/, as is evident from Eq. 15. This is
given by [14]:

10



P{Qn+1 = G, QTL == G’$n+1 == j, Ty = Z}

UnJrl

//Pszg un PMAI(yn < 0| ) 1= / Pszg un+1|un)dun+1 PMAI(yn+1|J>dundyn+1
00
where

Pasarly < 01i) = [ Paras(yli)dy (20)

The following sections provide expressions for Pyar(un|), Psig(tn), and Psig(tn41|uy).
3.3 User signal model

Before deriving an expressions for the user signal at the receiver, we first define
the complex fading channel radio signal as done by Turin [21] to be

y(t) = c()z(t) +n(t) (21)

where z(t) is the transmitted signal, y(t) the received signal, and c¢(t) and
n(t) are complex random processes governing the fading and noise distortions
respectively. The white noise component n(t) of the signal, will be ignored for
our purposes, because mobile radio channels are interference limited and not
noise limited [20].

The autocorrelation function of ¢(t), R(7), is given by [19]:

R(r) = oy Jo(27 fpl7l) (22)

Here Jj is the Bessel function of the first kind, order zero, o2 is the variance of
u(t), the envelope of ¢(t). The parameter fp is the channel Doppler bandwidth
which is determined primarily by the speed and transmitting frequency of the
mobile station. A value fpt, = 0.02, with ¢, the timeslot duration, is consid-
ered to represent slow fading, while values of 0.1 and 0.3 represent medium
and fast or uncorrelated fading respectively. The results given in Section 6 are
for fast fading.

We follow the principles outlined in [21] to determine the relevant PDFs for
our signal envelopes, with the exception that our envelope, uy, for Ricean
fading is:

U = (Way, Wags - - - 5 W) (23)

11



Wy, = \/A2 + u? + 2u; A cos(6;) (24)

where A is signal power of the dominant component. This leads to the following
expression, with £ = 1 in Eq. 8 on page 1810 in [21, Turin] for the Ricean
PDEF:

U1 ,M Au1
g(uy) = —e "2 I () (25)
7 p

where p = R(0) is the local mean scattered signal power [20].

The distribution in Eq. 25 can be expressed in terms of one unknown param-
eter by defining K = ‘24—; where K is known as the Rice Factor, and is defined
as the ratio between the Line of Sight (LOS) component of the signal and
the scattered component [22]. If K = 0, the distribution becomes a Rayleigh
faded distribution. K is adequate in order to completely specify the Ricean

distribution [20, 22].

The general Ricean PDF is therefore given by

1+ K 2K(1+ K
Pyig(u) = (1+ )e’Kue_%ﬁ[O ( #u),u >=0 (26)

D D

In(x) is the modified Bessel function of the first kind and order zero [11]. where
p is the local mean power given by p = %AQ + [

3.4 Interfering signal model

Due to the imperfect orthogonality of the PN code sets used to multiplex the
user signals in DS-CDMA, there is a level of interference that arises as more
users access the system. This is called Multiple Access Interference, or MAI. If
the MALI is too great, signals become distorted and errors occur. The channel
is also a multi-path channel, and this creates yet another source of distortion
due to signal reflection.

In order to obtain an expression for the MAI, one needs to take into account
a summation of many Ricean random variables, and a closed form expres-
sion is not easy to obtain. However, [9] shows that the standard Gaussian
approximation is an adequate approximation of the MAI, and can be given by

[14]:

12



Psig<u>7 j =1

Prar(ylj) =

——im)?\ -
Jaeer ((t) i > 1

(27)

which is the PDF of the interference amplitude conditioned on the number j
of users present.

An expression for the conditional probability density function of y, P{y,|yn_1}
which would consider the correlation between successive samples of the MAI
signal is analytically and computationally intractable. The reason is that the
contribution from the individual interfering signals and their effect on the
desired signal is not known. We therefore make the assumption that the MAI
amplitude is uncorrelated which would seem reasonable if the interfering users
enter and leave the channel in a manner that the number of transmitting
users is practically uncorrelated from time slot to time slot. This assumption
is shown to be a valid one in [3].

3.5  Turbo Coding

The Forward-Error Correction (FEC) encoding in the UTRAN takes place
in Node B using very powerful Turbo coding. The Downlink Shared Channel
(DSCH) in UTRA employs %—rate coding, which means that a block of data
will be roughly three times its original size after it has been encoded. Turbo
codes are a simple extension to Recursive Systematic Convolutional (RSC)
Codes. The Turbo Coding process involves applying an RSC code to two
different versions of the input block of data, one that is in correct order,
and another that has been pseudo-randomly permuted. This will produce two
blocks of parity data, which are transmitted along with the original data and

thereby reducing the effective bandwidth of the DSCH.

The probabilities h(j) and k(j) used in Eq. 14 are considered fixed in any
analysis we have seen elsewhere and does not take Turbo coding into account,
and thus provides a poor fit to simulated data which accounts for Turbo
coding. We therefore condition k£ on the number j of interfering users and use
the formulae presented in [15, Lee| for the upper and lower error bounds of
Turbo-coded signals. The error rate of turbo-coded signals lies between two
asymptotes, one of which is relevant at a high Signal to Noise ratio (SNR),
and one of which is relevant at a low SNR. The formulae for each asymptote
are a complex function of the number of interfering users j, amongst others,
as well as a transition probability between the two asymptotes given in [15,
Lee| and the reader is referred to that work for the details.

13



Denote the lower bound estimate as P!(j), and the upper bound as P%(j)

with probability v of a transition from the lower to the upper bound. We then
write

h(j) = vPL(j) + (L =) P(j) (28)

and assume that £ = 0 or that no bit errors occur in a good state.

4 Simulation

In this section we provide evidence of the detail in which our discrete event
simulator emulated the coding and re-transmission processing in the RCN.
This detail is illustrated in Figure 3 which shows all of the queues involved in
the acknowledgement and retransmission process. From that figure the RLC

Priority Queue (for FCFS)
Retransmission Queue

II | Transmission queue

Waiting-for-Ack Queue Error statistics

Fig. 3. An overview of the queues involved in the acknowledgement process.

entity is responsible for segmenting the PDCP Service Data Unit into RLC
Protocol Data Unit’s (PDUs), or UTRA transport blocks. The size of the PDU
is governed by the choice of transport channel. Our choice of the DSCH means
that the RLC protocol must be in Acknowledged Transfer Mode, meaning
that the RLC entity must keep track of all RLC PDUs that are transferred
to the MAC sub-layer in order to be able to retransmit an error block. The
RLC protocol adds a header to each PDU and transfers that to the MAC
protocol. The simulator must be able to keep track of all blocks and perform
the necessary steps required for retransmissions to occur.

The MAC layer adds a header to each block and then schedules transport
blocks onto the DSCH.

The PHY layer performs the majority of the processing required to send the
transport blocks over the physical medium. The first process that must occur
is the computation of a cyclic redundancy code (CRC) for each transport
block which are subsequently Turbo-coded. A Spreading code is then used to
encode the blocks which are then ready for transmission with the appropriate
channelization code[20].

14



A transmission occurs every 10 milliseconds. The PHY entity keeps track of
all blocks that are waiting for transmission. It also keeps track of the users
to whom the packets belong, arranging them in a FCFS queue. The packets
belonging to the user at the top of the FCFS queue at each transmission
interval are transmitted.

In the simulator transmission is simulated by applying a random number of
bit changes to the transmitted blocks. The block is the decoded using a Turbo
Decoder. A comparison is made between the original and the decoded block to
determine whether the block was correctly received and performance metrics
are computed from a output of traced events as is usually done.

5 Model Calibration

Before applying the model we need to determine realistic values for the MAI
signal to user signal ratio 6 in Eq. 16 and the transition probability v used in
the previous section. Following the example in [14] we matched the values of
the error rate 1 — R; from Eq. 8 for a range of values of # with results from a
simulation. The results are shown in Figure 4. Note that the simulated values

1.E+1
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/ﬁ& ® Simulated
1608 ¥
)S/)éy// ¢ Theta = 20
1.E04
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Interfering users (j)

ELER

1 E08

Fig. 4. Analytic error rate 1 — R; (Eq. 8) and simulated values for various values of

6

are all zero below j = 10 since errors are eliminated by the Turbo coding
process. From the figure it is clear that for small j < 21 a value of § = 35
provides the best fit. Since the error rate approaches 1 for higher values of j
we decided to use # = 35 in the remainder of our analysis.

The value for v used in our analysis in Eq. 28, we derived by choosing a
threshold number of users. When j is larger or equal to this threshold, the

15



performance matches the upper bound PY(j) and tends towards this upper
bound for j less than the threshold. We then derived the empirical expression

1.8
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Fig. 5. Analytic approximation (combined) of the block error rate BLER or h(j) for
7 interfering users

NP RO AL (20)
0 12K

in an attempt to approximated this error behavior as a function of h(j),j =
1,... For a threshold value of 20 users the function given in Eq. 29 we believe
an adequate approximation as can be seen from Figure 5.

6 Model Validation and Results

Ideally one should be able to measure the delay times in a real mobile network
to verify the analytical model described in this paper. This is near impossible
and in order to validate the model we therefore compared the analytic results
with those from the simulator described in Section 4. Figure 6 shows the
overall model delay for increasing packet arrival rates for various numbers of
packet arrival streams and CDMA users. From that figure it is clear that,
except at overload conditions when the packet arrival rates are larger than
150 per second, the analytic results are an excellent approximation to the
simulation results. We therefore believe that the analytic model is an adequate
representation of the system we modeled.

The results already shown gave us sufficient confidence in the model to perform
various experiments such as that illustrated in Figure 7 of the throughput of
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Fig. 6. Simulated and analytical mean delay time versus packet arrival rate

IP packets as a function of the number of interfering users. Note that the
delay time shown is on a logarithmic scale. The results would seem to indicate
that at high arrival rates the performance of the mobile link will become
unacceptable for very few concurrent users, thus indicating that UMTS may
not be a sensible alternative technology to WiFi in an environment where both
could be used.
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Fig. 7. Analytic packet delay versus number of interfering users for various packet
arrival rates
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7 Conclusion

We have presented an analytic model for the down link delay of IP traffic
between the Mobile Gateway Server and the End User in a UMTS mobile
network. The model uses a Hidden Markov Model to analyze the physical
channel characteristics, and a BMAP/D/1 queue to model the path from IP
network to the Radio Network Controller. The physical channel model takes
into account Ricean fading and multiple access interference. It also takes into
account the net effect of Turbo coding. The analytical model was calibrated
using a discrete event simulator and with the parameters so determined, subse-
quent results were verified with the same discrete event simulator. The model
is complex and relies on the results of several others as indicated in the paper.
We believe that the effort was nevertheless worth it and that the model is a
useful tool to quickly confirm or otherwise intuitive network behavior.
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