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Systems/Circuits

A Retinotopic Basis for the Division of High-Level Scene
Processing between Lateral and Ventral Human
Occipitotemporal Cortex

Edward Harry Silson,1 X Annie Wai-Yiu Chan,1,3 Richard Craig Reynolds,2 Dwight Jacob Kravitz,1,4

and X Chris Ian Baker1

1Laboratory of Brain and Cognition and 2Scientific and Statistical Computing Core, National Institute of Mental Health, Bethesda, Maryland 20892-1366,
3Department of Neurology, University of Tennessee Health Science Center, Memphis, Tennessee 38163, and 4Department of Psychology, The George
Washington University, Washington, DC 20052

In humans, there is a repeated category-selective organization across the lateral and ventral surfaces of the occipitotemporal cortex. This
apparent redundancy is often explained as a feedforward hierarchy, with processing within lateral areas preceding the processing within
ventral areas. Here, we tested the alternative hypothesis that this structure better reflects distinct high-level representations of the upper
(ventral surface) and lower (lateral surface) contralateral quadrants of the visual field, consistent with anatomical projections from early
visual areas to these surfaces in monkey. Using complex natural scenes, we provide converging evidence from three independent
functional imaging and behavioral studies. First, population receptive field mapping revealed strong biases for the contralateral upper
and lower quadrant within the ventral and lateral scene-selective regions, respectively. Second, these same biases were observed in the
position information available both in the magnitude and multivoxel response across these areas. Third, behavioral judgments of a scene
property strongly represented within the ventral scene-selective area (open/closed), but not another equally salient property (manmade/
natural), were more accurate in the upper than the lower field. Such differential representation of visual space poses a substantial
challenge to the idea of a strictly hierarchical organization between lateral and ventral scene-selective regions. Moreover, such retinotopic
biases seem to extend beyond these regions throughout both surfaces. Thus, the large-scale organization of high-level extrastriate cortex
likely reflects the need for both specialized representations of particular categories and constraints from the structure of early vision.

Key words: hierarchy; retinotopy

Introduction
One of the most striking findings in human vision has been the
discovery of category-selective regions (e.g., for scenes, objects,

or faces) in extrastriate cortex that occur in the same relative
anatomical locations across individuals (Hasson et al., 2003). At a
large scale, these regions exhibit a repeated organization through-
out lateral and ventral occipitotemporal cortex (OTC), reflected
by equivalently selective regions on both surfaces (Hasson et al.,
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Significance Statement

One of the most striking findings in fMRI has been the presence of matched category-selective regions on the lateral and ventral
surfaces of human occipitotemporal cortex. Here, we focus on scene-selective regions and provide converging evidence for a
retinotopic explanation of this organization. Specifically, we demonstrate that scene-selective regions exhibit strong biases for
different portions of the visual field, with the lateral region representing the contralateral lower visual field and the ventral region
the contralateral upper visual field. These biases are consistent with the retinotopy found in the early visual areas that lie directly
antecedent to category-selective areas on both surfaces. Furthermore, these biases extend beyond scene-selective cortex and
provide a retinotopic basis for the large-scale organization of occipitotemporal cortex.

The Journal of Neuroscience, August 26, 2015 • 35(34):11921–11935 • 11921



2003; Op de Beeck et al., 2008; Taylor and Downing, 2011).
Whereas the basic selectivity has been investigated extensively,
the reasons for this prototypical and apparently redundant orga-
nization are currently unclear (Taylor and Downing, 2011;
Konkle and Oliva, 2012).

This duplicate organization is often interpreted within a hier-
archical framework (Haxby et al., 2000) wherein lateral areas
correspond to early and ventral areas to later processing stages
(Grill-Spector et al., 1999; Kourtzi and Kanwisher, 2001; Lerner
et al., 2001; Kourtzi et al., 2003; Downing and Peelen, 2011; Tay-
lor and Downing, 2011). Although intuitive, this account offers
no explanation for the spatial segregation of matched category-
selective regions throughout lateral and ventral OTC. Indeed, a
strictly hierarchical structure would predict close proximity be-
tween matched regions, thus minimizing biologically expensive
long-range connections (Chklovskii and Koulakov, 2004; Kravitz
et al., 2013). Furthermore, clear functional differences between
paired areas are seldom reported, and in the case of object selec-
tivity, lateral and ventral areas are often combined and treated
unitarily (Malach et al., 1995). Finally, in both human and mon-
key, the limited impact of posterior lesions on anterior function
(Merigan and Saunders, 2004; Ungerleider et al., 2008) argues
against a rigid hierarchy. For example, patient P.S. exhibits face
selectivity on the ventral surface despite a posterior legion en-
compassing the lateral surface (Sorger et al., 2007). Alternative
accounts have proposed that these regions evolved haphazardly,
leading to a stereotypical but unpredictable structure (de Haan
and Cowey, 2011). However, it is unclear why a random evolu-
tionary process would lead to a consistent repeated organization
across categories.

Here, we focus on complex natural scenes and test an alterna-
tive account that the repeated organization reflects representa-
tions of different portions of the visual field, with the ventral and
lateral surfaces representing predominantly the contralateral up-
per and lower visual fields, respectively. Retinotopic structure is
prevalent throughout much of visual cortex (Kravitz et al., 2013)
and extends into OTC (Hasson et al., 2003). Indeed, anatomical
projections in macaque highlight that lateral and ventral TEO
(Kravitz et al., 2013) primarily receive inputs from early visual
areas V4d (lower field) and V4v (upper field), respectively. In
human, representations of the lower and upper fields are simi-
larly segregated in early visual areas (Sereno et al., 1995; DeYoe et
al., 1996; Engel et al., 1997), which lie directly antecedent to
category-selective regions on both surfaces. Thus, the neuroanat-
omy predicts contralateral lower and upper field biases within
lateral and ventral areas, respectively (Kravitz et al., 2013). Al-
though there is some evidence for these biases in lateral and ven-
tral object-selective cortex (Kravitz et al., 2010), the situation is
much less clear for other category-selective regions (Schwarzlose
et al., 2008).

We used three independent approaches to investigate retino-
topic biases in scene-selective transverse occipital sulcus (TOS; or
occipital place area; Dilks et al., 2013) on the lateral surface and in
parahippocampal place area (PPA; Epstein and Kanwisher, 1998)
on the ventral surface. Population receptive field (pRF) mapping
and condition-rich, event-related imaging both revealed a con-
tralateral lower visual field bias within TOS and a contralateral
upper visual field bias within PPA. Follow-up behavioral testing
revealed an upper field bias for scene judgments previously
shown to be associated with representations in PPA (Kravitz et
al., 2011). This differential representation of the visual field is
hard to reconcile within the framework of a strictly hierarchical
organization between TOS and PPA (MacEvoy and Epstein,

2007; Dilks et al., 2011). More generally, underlying retinotopic
biases for the contralateral upper and lower fields may help ex-
plain the large-scale organization of matched category selectivity
observed throughout OTC.

Materials and Methods
Participants and testing
Fourteen participants in total (six male; mean age, 28 years) participated
in the fMRI experiments [checkerboard pRF mapping, n � 7; scene pRF
mapping, n � 14 (including the seven who participated in the checker-
board pRF mapping); event-related scene quadrant presentation, n � 10
(all participants completed either one (n � 6) or both (n � 4) pRF
mapping sessions)]. Sixteen participants completed the behavioral test
(eight male; mean age, 27 years). All participants had normal or
corrected-to-normal vision and gave written informed consent. The Na-
tional Institutes of Health Institutional Review Board approved the con-
sent and protocol.

fMRI scanning parameters
Participants were scanned on either a research-dedicated GE 3 tesla
Sigma scanner or a research-dedicated Siemens 7 tesla Magnetom scan-
ner in the Clinical Research Center on the National Institutes of Health
campus (Bethesda, MD).

In all scans and across scanners, oblique slices were oriented approxi-
mately parallel to the base of the temporal lobe and extended posteriorly
through all of the visual cortex. Three different fMRI experiments were
conducted in separate scanning sessions (checkerboard pRF mapping,
scene pRF mapping, and event-related quadrant presentation). In each
session, additional category-selective functional localizer runs were also
acquired.

3T scanning parameters
Partial volumes of the occipital and temporal cortices were acquired
using an eight-channel head coil (21 slices; 2 � 2 � 2 mm; 10% interslice
gap; TR, 2 s; TE, 30 ms; matrix size, 96 � 96; FOV, 192 mm).

7T scanning parameters
Partial volumes of the occipital and temporal cortices were acquired
using a 32-channel head coil (42 slices; 1.2 � 1.2 � 1.2 mm; 10% inter-
slice gap; TR, 2 s; TE, 27 ms; matrix size, 170 � 170; FOV, 192 mm).

Visual stimuli and tasks
Checkerboard pRF mapping. A 100% contrast flickering circular checker-
board was presented through a bar aperture that gradually traversed the
visual field (Fig. 1A). During each 36 s sweep, the aperture took 18 evenly
spaced steps every 2 s (1TR) to traverse the entire screen (Dumoulin and
Wandell, 2008). A total of eight sweeps were performed in each run (four
orientations, two directions). Specifically, the bar stimuli progressed in
the following order: L-R, BR-TL, T-B, BL-TR, R-L, TL-BR, B-T, and
TR-BL. The bar stimuli covered a circular aperture (21° diameter 7T; 15°
diameter 3T). During runs, participants performed a color-detection
task at fixation, indicating via button press when the white fixation dot
changed to red. Color fixation changes occurred semirandomly, with �2
color changes per sweep.

Scene pRF mapping. During scene pRF mapping, the spatial dimen-
sions and progression order of the bar apertures were identical to those
used during checkerboard mapping sessions. However, during scene pRF
runs, the aperture revealed fragments of scenes (Fig. 1B). During each bar
position (1TR), five scene fragments were displayed in rapid succession
(400 ms per image). Across the 18 aperture positions, all 90 possible scene
images were displayed once. Thus, in any single sweep, each scene oc-
curred only once, reducing the likelihood that participants mentally “fill
in” the underlying image, a problem that can arise if a single background
image is revealed gradually. During runs, participants performed the
same color-detection task as used during checkerboard mapping. Check-
erboard and scene pRF runs comprised 144 TRs. Of note, other groups
have previously used adaptations of the conventional checkerboard
(Sereno and Huang, 2006), with a rotating wedge revealing clips from a
single video. Here, we used random presentation of image fragments to
minimize the potential for participants filling in the overall image.
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Event-related scene quadrant presentation. Event-related scanning ses-
sions were conducted on both 3T (six participants) and 7T (four partic-
ipants) scanners. Participants performed an attention-demanding task at
fixation while whole-scene images were presented randomly in one of the
four quadrants of the visual field (top left, top right, bottom left, bottom
right). Stimuli subtended �6.5 � 6.5° and were centered 6.5° from the
central fixation cross into one of the quadrants of the visual field. Partic-
ipants maintained fixation throughout. Scene stimuli were scaled to sub-
tend the same visual angle of the screen during both 3T and 7T scans. As
a scene was presented, one arm of the fixation cross (either the horizontal
or the vertical) increased in length. Participants were required to identify,
via button response, the longer fixation arm. Stimulus presentation and
fixation cross changes occurred simultaneously. Within each run, each
scene (n � 24) appeared at each location (n � 4) for 400 ms, with a
jittered (4 –12 s) interstimulus fixation period; thus, each run contained
96 trials. The order of presentations and fixation arm extensions was
randomized within each run. Participants completed six runs of the
event-related experiment. Each of the six runs comprised 263 TRs.

Category-selective functional localizers. Within each of the three fMRI
experiments (checkerboard, scene pRF, and event-related quadrant pre-
sentation), two independent localizer scans were also collected in each
participant to localize scene-, face-, and object-selective regions of OTC.
Both localizers used an on/off design (scenes/faces or objects/scrambled)
with alternating blocks of stimuli (5 � 5°) presented (16 s) while partic-
ipants performed a one-back task. Localizer scans comprised 144 TRs.

Behavioral paradigm. During behavioral testing, participants fixated a
centrally presented cross while images of whole scenes were presented
randomly into in one of the four quadrants of the visual field. Stimuli
were presented briefly (150 ms), to reduce the likelihood of saccades to
the target, followed by a trial unique mask (350 ms). Unique masks were
created by cutting each stimulus into 64 squares and shuffling these
squares between stimuli (768 unique masks in total), a procedure imple-
mented previously (Kravitz et al., 2010). There were eight blocks of trials
in total. Within a block, each of the 96 scenes occurred once. During
alternating blocks, participants were required to indicate, via keyboard
response, whether stimuli were manmade or natural (four blocks) or open or
closed (four blocks). Block orders were counterbalanced across participants.

Across the four blocks, in each task, each scene appeared once in each of four
visual field locations. Participants viewed stimuli from a fixed distance of 57
cm via use of a chin-rest. Stimuli subtended 5 � 5°. Images were centered 5°
into each of the four quadrants of the visual field. Accuracy and reaction time
data were recorded with each trial.

fMRI data preprocessing. All data were analyzed using the Analysis of
Functional NeuroImages (AFNI) software package (http://afni.nimh.
nih.gov/afni). All functions and programs are readily available in the
current version: AFNI binary version March 4, 2015. Before statistical
and pRF analyses, all images for each participant were motion corrected
to the first image of the first run, after removal of the appropriate
“dummy” volumes (eight) to allow stabilization of the magnetic field.
Postmotion-correction data were smoothed with a 2 mm full-width at
half-maximum Gaussian kernel for both 3T and 7T localizer runs.

Localizer analysis. To identify scene- and face-selective regions of in-
terest (ROI), significance maps of the brain were computed in each par-
ticipant by performing a correlation analysis between the assumed
hemodynamic response function and the activation time courses thresh-
olded at p � 0.0001 (uncorrected). Only contiguous clusters of voxels
(�25) exceeding this threshold were defined as scene or face selective.
The anatomical locations of these clusters were then inspected to define
ROIs consistently with previously published work (Sayres and Grill-
Spector, 2008; Schwarzlose et al., 2008). To subdivide each participant’s
PPA into posterior and anterior portions, we took the median split in the
y-dimension (posterior-anterior axis).

Event-related analysis. The six runs were split into two halves (10 times,
maximum splits). Each half was then deconvolved independently and
correlated. For event-related runs, performing t tests between each con-
dition (top left, bottom left, top right, and bottom right) and baseline
generated significance maps. The t values for each condition were extracted
from voxels within each ROI and correlations computed between each con-
dition (Kravitz et al., 2010). In our paradigm, 24 scene images were presented
in four visual field locations; thus, the correlation matrix for a given ROI
represents 96 � 96 correlations. The full correlation matrices for each ROI
represent the similarity in the pattern of activity elicited by stimuli in the
different positions. These individual participant matrices were then averaged
together for each ROI (Kravitz et al., 2010). The resulting group-level matri-

Figure 1. Checkerboard and scene pRF mapping stimuli and task schematics. A, Example frames during checkerboard pRF mapping runs. A 100% contrast flickering (6 Hz) circular (21° diameter
7T; 10.5° diameter 3T) checkerboard stimulus was presented through a bar aperture that moved gradually through the visual field. A single sweep across the visual field took 36 s and consisted of
18 equal time (2 s) and width instances of the aperture. In each run, the aperture completed eight sweeps (2 orientations, 4 directions). Participants were required to maintain fixation and indicate
the detection of a color change at fixation, via a button press. B, Example frames from scene pRF mapping sessions. The aperture, its progression across the visual field, and the detection task were
identical to that used during checkerboard pRF runs. Scene images of identical dimensions replaced the checkerboard stimulus with images changing every 400 ms (5 per aperture position). Over an
entire sweep, 90 scene images (5 � 18 aperture positions) were presented at random without replacement, guaranteeing that no scene was presented twice within a sweep.
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ces represent the spatial similarity in the pattern of responses between con-
ditions within a given ROI. To establish the significance of position effects,
matrices were averaged by position by taking the mean correlation values for
each of the 24 stimuli within a visual field position.

Checkerboard and scene pRF mapping analysis. Both checkerboard and
scene pRF analyses of unsmoothed data were conducted in AFNI, using a
new pRF implementation for the AFNI distribution (Fig. 2) (developed
by R. C. Reynolds), based broadly on previous implementations for pRF
estimation (Larsson and Heeger, 2006; Dumoulin and Wandell, 2008).
For every voxel in the brain, the model initially estimates the center of the
pRF on an X, Y grid with 200 samples across both the height and the
width of the screen. For each point in the grid, � (pRF size) values are
sampled at the same resolution, but over a default range of 0 to half the
screen width sampled at 100 even intervals. These default parameters
result in 4 million possible pRFs (X, Y location and �). Given the position
of the stimulus in the visual field at every TR, the estimated time series for
a receptive field of a given location (X, Y) and size (�) can be modeled.
The model then makes use of a 2-D stimulus time series, which contains
binary masks of the stimulus location at each TR and a convolution with
a standard hemodynamic response function to produce 4 million pre-
dicted time series. The model then utilizes both Simplex and Powell
optimization algorithms to find the best time series/parameter sets (X, Y,
and �) by minimizing the least-squares error of the predicted time series
measured against the acquired time series in each voxel. The model out-
puts for each voxel the X, Y location representing the center of the recep-
tive field; �, which represents the diameter (size) of the receptive field;

and R 2, which corresponds to the explained variance of the fit and can be
used to statistically threshold these data.

Visual field coverage plots, which are built by combining the best
Gaussian receptive field model for each voxel within an ROI, can be
computed from these data. In our analyses, only subjects with �20 sig-
nificantly modulated voxels in each ROI were included. For TOS and
PPA, all 14 subjects (both hemispheres) met this criterion. The coverage
plots for a given ROI are an aggregation of these Gaussians. Assuming a
strong central tendency in the centers of the receptive fields, a linear
aggregation (e.g., summation) will result in a coverage plot appearing as
a single large Gaussian. In our analyses, a max operator is used. This
creates a coverage plot that reflects, at each point, the maximum pRF
value from all of the receptive field models within an ROI (Winawer et al.,
2010). Thus, the coverage plot reflects the maximum envelope of all the
Gaussians within an ROI. Whereas this allows for a nonsymmetric shape,
the edges of that plot will often evidence a Gaussian falloff as few RFs
define the edges. Importantly, all of our results hold whether the aggre-
gation is summation or a max operator.

Reliability of our pRF model
To test the reliability of our pRF estimates, we split each of the eight scene
pRF runs into odd and even runs. The pRF parameter estimates (X, Y
location; �; and R 2) derived from these now independent data sets were
compared on a voxel-wise basis for each ROI. Initially, we selected sig-
nificantly modulated voxels using the odd runs and correlated the four
pRF parameter estimates with the parameters extracted from the exact

Figure 2. Population receptive field modeling schematic. Schematic representation of the AFNI pRF implementation. Initially, pRF centers are estimates on an X, Y grid of 200 � 200. For every
position in the grid, the model estimates 100 levels of RF size (red circles). Iterating through all possible combinations (red box indicates the final combination; X �200, Y �200, ��100) produces
4 million possible pRF combinations. Combining these location and size parameters with a stimulus time series, produces 4 million predicted time series (3 predicted time series shown in red). Two
optimization algorithms are then used simultaneously to find the best fit between the acquired time series for each voxel (bottom, black line) and the predicted time series (red line on right plot).
The example time series shown at the bottom is taken from a voxel within left PPA of a single participant (image in radiological convention). The model outputs, for each voxel, the X, Y, and � (green
box) values that produced the maximum R 2 (red box).
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voxels in the even runs. This process was reversed, and the average cor-
relation was derived. Despite having only half the amount of data to
estimate the pRFs, we observed high correlations in all ROIs across all
four parameters (0.68 � r � 0.94).

The venous eclipse artifact
We assessed the proximity of our PPA ROIs to the “venous eclipse,” an
artifact caused by the dural sinus (Winawer et al., 2010). Reduced and/or
distorted measurements of the lower visual field, in certain individuals,

have been attributed recently to the location of
the dural sinus. We investigated the impact of
the dural sinus using procedures described by
Winawer et al. (2010). Our data are consistent
with those previously reported and highlight
the location of the dural sinus on the posterior
and lateral edge of OTC. Our PPA ROIs, how-
ever, occupy a more anterior and medial por-
tion of ventral OTC. Although measurements
of visual field responses could be distorted
within the vicinity of the dural sinus, there is
sufficient spatial separation between it and our
PPA ROIs to reject it as a possible explanation
for the strong upper visual field biases reported
here.

3T versus 7T
All fMRI scanning sessions reported here were
conducted at both 3T and 7T field strengths.
We observed no differences in the pattern of
results between 3T and 7T and have, therefore,
collapsed across scanner in our analyses. Al-
though, in general, an advantage of using 7T
may have been expected, our choice of imaging
resolution may have precluded any such ad-
vantage as the reduction in voxel size from 3T
(2 mm 3) to 7T (1.2 mm 3) may have been
greater than the increase in signal at 7T relative
to 3T. Additionally, it is possible that the large-
scale spatial organization being measured is
much larger than the voxel size used in the 7T
scans. This would make it unlikely to observe
any advantage of moving to the smaller voxels.

Results
We tested the hypothesis that scene-
selective TOS on the lateral surface and PPA
on the ventral surface would exhibit biases
for the contralateral lower and upper visual
field, respectively, using three independent
methods to quantify position sensitivity:
pRF mapping (with both checkerboards and
scene fragments); condition-rich, event-
related fMRI (with whole scenes); and be-
havioral measurements.

pRF mapping
Initially, we conducted pRF mapping us-
ing standard checkerboard stimuli (n �
7). To visualize the representations of the
visual field within TOS and PPA, sche-
matic 2-D reconstructions were com-
puted. These reconstructions model the
spatial extent of the pRFs of a given brain
region expressed as a function of the max-
imum pRF value at each point in the vi-
sual field (Winawer et al., 2010). These
reconstructions, shown for left PPA and
TOS of a sample participant in Figure 3A

(top row), revealed two important results. First, both PPA and TOS
exhibited a striking bias for the contralateral visual field. Indeed,
both areas show a vanishingly weak representation of the ipsilateral
visual field. Second, a clear bias for the contralateral upper visual field
was evident in PPA, whereas TOS exhibited a bias for the contralat-
eral lower visual field. These results were present at the group level,
and although consistent with our hypotheses, the checkerboard

Figure 3. Comparison of checkerboard and scene pRF mapping. A, Example checkerboard and scene pRF data in a single
participant. The top row shows the ventral (top left) and lateral (top right) surface reconstructions of the left hemisphere of a single
participant overlaid with the group-averaged contrast of scenes minus faces ( p � 0.0001, uncorrected). The group PPA (ventral)
and TOS (lateral) are labeled. The middle row shows visual field coverage plots given in pRF value elicited by checkerboards for the
left PPA (left) and left TOS (right) of a single participant. A bias for the contralateral upper visual field is evident within PPA, and a
bias for the contralateral lower visual field is present within TOS. The bottom row shows visual field coverage plots, elicited by our
scenes in the same participant. The biases are consistent with those elicited by checkerboards; however, there is a far higher pRF
value across the visual field, particularly within left PPA. B, Percentage of voxels within each ROI, collapsed across hemispheres,
modulated significantly ( p�0.001, uncorrected) by both mapping stimuli in the seven participants who completed both sessions.
Scene pRF mapping led to a substantial increase in the proportion of significant voxels relative to checkerboards in both ROIs; (*p�
0.05). C, Mean explained variance in both ROIs elicited by both mapping stimuli. In both ROIs, scene pRF mapping captures
significantly more variance than its checkerboard mapping counterpart (*p � 0.05). Error bars in this and all plots represent the
between-subjects SEM.
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stimuli did not drive responses strongly within the scene-selective
regions with �20% of the voxels in PPA evidencing a significant
proportion of variance explained (Fig. 3B,C).

To engage the scene-selective regions more strongly, we re-
placed the checkerboards in the stimuli with scene fragments and
reran the same group of participants. As shown for the sample
participant in Figure 3A (bottom row), visual field coverage plots
showed a very similar pattern to the checkerboards, but there was
a sharp increase in the variance explained. This increase in ex-
plained variance was consistent at the group level, and the pro-
portion of significant voxels nearly doubled in PPA (Fig. 3B,C).
Two analyses were performed to quantify the differences between
our pRF mapping stimuli. First, in each participant we calculated
the proportion of voxels within each ROI that was modulated
significantly (p � 0.001, uncorrected) by our mapping stimuli. A
two-way ANOVA with Stimulus (checkerboard, scene) and ROI
(PPA, TOS) as factors revealed a significant main effect of Stim-
ulus (F(1,6) � 6.45, p � 0.05), reflecting greater modulation with
scenes than checkerboards. The main effect of ROI (F(1,6) � 5.77,

p � 0.05) approached significance. There was no significant in-
teraction between Stimulus and ROI (F(1,6) � 0.71, p � 0.43).

Second, we calculated the average explained variance within PPA
and TOS bilaterally. A two-way repeated-measures ANOVA (same
factors as above) revealed significant main effects of Stimulus
(F(1,6) � 35.50, p � 0.001), reflecting greater explained variance with
scenes than checkerboards, and ROI (F(1,6) � 13.74, p � 0.01), re-
flecting greater variance explained in TOS than PPA. The interaction
between Stimulus and ROI (F(1,6) � 1.33, p � 0.29), however, was
not significant.

Thus, the scene stimuli engaged TOS and PPA to a greater extent
than the checkerboards. There was also a tendency to engage and
explain more variance in TOS than PPA. Given the clear advantage
of the scenes compared with checkerboards, an additional seven
participants underwent scene pRF mapping. Across all 14 partici-
pants, the average visual field coverage plots for each hemisphere
(Fig. 4A) show (1) an overwhelming contralateral bias in both PPA
and TOS and (2) a disproportionately strong representation of the
upper visual field in PPA and the lower visual field in TOS.

Figure 4. Group-averaged scene pRF visual field coverage. A, Group-averaged visual field coverage plots are shown for left PPA (top row, left column) and right PPA (bottom row, left column).
Both ROIs exhibit the predicted biases for the contralateral upper visual field. A similar bias for the contralateral lower visual field is evident in left and right TOS (right column). The percentage of pRF
centers within each quadrant of the visual field is given for each ROI. B, Bars depict the pRF value in the right minus left visual fields. Note the contralateral bias present within both left and right PPA
(left) and TOS (right). Biases were significant (relative to zero) in both ROIs (***p � 0.0001). C, Bars depict the differential pRF value in the contralateral upper minus lower visual fields for both PPA
and TOS in the left (top) and right (bottom) hemisphere. In both hemispheres, PPA exhibits an upper field bias and TOS a lower field bias. Elevation biases were significantly different from zero in all
ROIs (*p � 0.05; **p � 0.01).
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Contralateral upper bias in PPA and contralateral lower bias
in TOS
To quantify these visual field biases, we calculated the average pRF
value as a function of visual field quadrant for each participant and
ROI. A four-way repeated-measures ANOVA with Hemisphere
(left, right), ROI (TOS, PPA), Visual Field (left, right), and Elevation
(upper, lower) as within-subject factors revealed significant main
effects of Hemisphere (F(1,13) � 7.78, p � 0.05), reflecting greater
variance explained for the right than left hemisphere, and ROI
(F(1,13) � 14.51, p � 0.01), reflecting greater variance explained for
TOS than PPA. Neither the main effects of Visual Field (F(1,13) �
2.20, p � 0.16) nor Elevation (F(1,13) � 0.05, p � 0.83) were signifi-
cant. There was a significant interaction between Hemisphere and
Visual Field (F(1,13) � 131.24, p � 0.001), reflecting the large con-
tralateral bias within each hemisphere. Critically and consistent with
our hypothesis, there was a significant two-way interaction between
ROI and Elevation (F(1,13) � 23.83, p � 0.01), reflecting greater
variance explained in TOS for the lower than upper visual field, with
the opposite pattern in PPA. No other two-way interactions were
significant (p � 0.05 in all cases).

Additionally, we observed a significant four-way interaction
between Hemisphere, ROI, Visual Field, and Elevation (F(1,13) �

27.10, p � 0.001), owing to the Elevation
biases being present only in the contralat-
eral visual field. To confirm this interpre-
tation, we conducted two-way ANOVAs
(ROI and Elevation) for the ipsilateral and
contralateral fields separately. For the
contralateral field, we observed a signifi-
cant main effect of ROI (F(3,39) � 7.11,
p � 0.001), reflecting the already noted
greater variance explained in TOS than
PPA. There was no main effect of Eleva-
tion (F(1,13) � 0.01, p � 0.95), but, cru-
cially, there was a significant interaction
between ROI and Elevation (F(3,39) �
9.55, p � 0.001), reflecting the different
elevation biases in the two ROIs. For the
ipsilateral visual field, there was the main
effect of ROI (F(3,39) � 5.95, p � 0.05) but
no main effect of Elevation (F(1,13) � 0.17,
p � 0.68). The interaction between ROI
and Elevation was also significant (F(3,39)

� 4.41, p � 0.05) but was markedly
weaker than within the contralateral field.
In summary, these results confirm biases
for the contralateral upper visual field
within PPA and for the contralateral lower
visual field within TOS. To demonstrate
the reliability of these biases, we calculated
the frequency of participants in whom we
observed (1) a contralateral bias in PPA
(left, 14 of 14; right, 14 of 14) and TOS
(left, 14 of 14; right, 14 of 14) and (2) a
contralateral upper field bias in PPA (left,
12 of 14; right, 11 of 14) and a contralat-
eral lower field bias in TOS (left, 11 of 14;
right, 12 of 14). The observed visual field
biases were highly consistent across par-
ticipants. These individual participant vi-
sual field biases are displayed for all ROIs
(PPA and TOS, left and right) and for
both measurements (contralateral bias
and elevation bias) in Figure 5.

No difference in pRF size in PPA and TOS
Two additional analyses were conducted to compare the pRF
characteristics of our ROIs. First, we calculated the average pRF
size (diameter of Gaussian) for each ROI [mean (SE): TOS, 6.05°
(0.56°); PPA, 8.08° (0.44°)], collapsed across hemispheres. A two-
way repeated-measures ANOVA with Hemisphere (left, right)
and ROI (TOS, PPA) as within-subject factors was conducted.
Neither the main effect of Hemisphere (F(1,13) � 1.74, p � 0.21)
nor ROI (F(1,13) � 3.37, p � 0.09), nor their interaction (F(1,13) �
0.81, p � 0.39), were significant. Additionally, we calculated
group-averaged pRF size distributions for PPA and TOS, broken
down by hemisphere (Fig. 6A,B). In each participant, in each
ROI we calculated the proportion of voxels with pRF sizes that fell
within 20 linearly spaced bins (0.5° spacing). These distributions
were then averaged across participants to create group-level dis-
tributions. These distributions were tested for statistical differ-
ences using two-sample Kolmogorov–Smirnov tests. No pairwise
comparisons were significant (p � 0.05 in all cases).

Second, we calculated the average estimate of eccentricity for
both areas. We observed slightly more eccentric receptive fields

Figure 5. Individual participant visual field biases. A, Bars depict the contralateral bias [Contra minus Ipsi (pRF value)] for each
participant and ROI. Across ROIs, every participant exhibited the predicted bias for the contralateral visual field. B, Bars depict the
elevation bias [Contra upper minus Contra lower (pRF value)] for each participant and ROI. A contralateral UVF bias (positive value)
was present in 12 of 14 and 11 of 14 participants for the left and right PPA, respectively. In contrast, a contralateral LVF bias
(negative value) was present in 11 of 14 and 12 of 14 participants for the left and right TOS, respectively. Bold numbers in A and B
highlight the 7T participants. Participant numbers correspond to the order in which participants were scanned.
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within PPA than TOS [TOS, 4.63° (0.31°);
PPA, 5.22° (0.22°)]. However, a two-way
repeated-measures ANOVA (same factors
as above) revealed no significant main ef-
fects or interactions (p � 0.08 in all cases).
Group-averaged eccentricity distribu-
tions were also calculated using the same
procedure described above (Fig. 6C,D).
Kolmogorov–Smirnov tests indicated no
significant differences between these dis-
tributions (p � 0.49 in all cases).

Condition-rich, event-related
experiment
To confirm the implications of the pRF
findings during whole-scene viewing, we
conducted an event-related experiment in
which participants viewed 24 scene im-
ages in each of the four quadrants of the
visual field, while performing an orthogo-
nal task at fixation (Fig. 7A). We analyzed
these data both with standard univariate
methods and with multivoxel pattern
analysis (MVPA).

Magnitude: contralateral upper bias in
PPA and contralateral lower bias in TOS
In agreement with our pRF mapping, uni-
variate analyses (Fig. 7B) showed that
both TOS and PPA exhibited stronger re-
sponses in the contralateral than ipsilat-
eral visual field. In addition, consistent
with our hypothesis and the pRF data,
TOS showed stronger responses to scenes
in the lower compared with upper visual
field, and the opposite pattern was found
in PPA (Fig. 7C).

A four-way repeated-measures ANOVA
with Hemisphere (left, right), ROI (TOS,
PPA), Hemifield (ipsilateral, contralat-
eral), and Elevation (upper, lower) as within-subject factors re-
vealed a significant main effect of Hemifield (F(1,9) � 13.03, p �
0.01), reflecting stronger responses in the contralateral than ipsi-
lateral visual fields in all ROIs, but no other main effects (all p
values �0.14). There were significant two-way interactions of
Hemisphere and Hemifield (F(1,9) � 12.05, p � 0.01), reflecting a
stronger contralateral bias in the left than right hemisphere, and
Hemisphere and Elevation (F(1,9) � 6.98, p � 0.05), reflecting
slightly stronger responses to the lower visual field within the
right compared with left hemisphere. Crucially, there was a sig-
nificant interaction between ROI and Elevation (F(1,9) � 12.70,
p � 0.01), confirming stronger responses in the lower than upper
visual field in TOS, but the opposite pattern was found in PPA.
These differences in response magnitude across quadrants offer a
simple, independent confirmation of the visual field biases ob-
served during our pRF mapping.

MVPA: contralateral upper bias in PPA and contralateral lower
bias in TOS
Next, we used MVPA to assess the similarity in the pattern of
responses within each ROI for stimuli presented in each of the
four quadrants of the visual field. This analysis serves as a com-
plementary test of visual field biases. For each participant, split-
half analysis was used to generate a 96 � 96 similarity matrix for

each ROI, wherein each pixel represents the correlation in the
pattern of responses between stimuli presented in all quadrants.

The full similarity matrices for left PPA and TOS (Fig. 8)
clearly show two major effects. First, higher correlations are ob-
served for stimuli presented in the contralateral than ipsilateral
visual fields in both regions. Second, within the contralateral
field, higher correlations are observed within the upper field for
PPA and within the lower field for TOS. To visualize this
quadrant-dependent structure within both regions more clearly,
we used multidimensional scaling (Fig. 8). These visualizations
reveal a striking grouping by hemifield as well as a strong group-
ing by elevation in the contralateral field. For both ROIs, the
preferred quadrant is readily apparent as the tightest grouping of
points. The intermingling of the upper and lower field conditions
in the ipsilateral field speak to (1) the weaker responses here and
(2) the fact those responses are likely dominated by voxels with
large pRFs, which span the two ipsilateral quadrants.

To quantify these biases, we computed average matrices for all
ROIs (Fig. 9A), revealing that (1) all four ROIs exhibited stronger
correlations for stimuli presented in the contralateral visual field
and (2) there were stronger correlations within PPA for the con-
tralateral upper visual field and within TOS for the contralateral
lower visual field, a pattern entirely consistent with our predic-

Figure 6. Average pRF size and eccentricity distributions for TOS and PPA. A, B, Group-level pRF size distributions are shown for
left PPA and TOS (A) and right PPA and TOS (B). Size distributions were calculated in each subject by taking the proportion of voxels
with pRF sizes in 20 evenly spaced bins. These distributions were then averaged across subjects. Distributions were not significantly
different across ROIs (Kolmogorov–Smirnov tests, p � 0.05 in all cases). C, D, Group-level eccentricity distributions are shown for
left PPA and TOS (C) and right PPA and TOS (D). Eccentricity distributions were calculated in an identical procedure. Distributions
were not significantly different across ROIs (Kolmogorov–Smirnov tests, p � 0.05 in all cases).
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tions and previous analyses. Average within-quadrant correla-
tions (Fig. 9B) show that in each ROI, the preferred quadrant
produced significantly higher correlations than all other quad-
rants (t test, p � 0.05, uncorrected), save one nonpreferred quad-
rant in the right PPA (p � 0.11).

To test whether the preferred quadrant truly differed across
ROIs, we entered the within-quadrant correlations into a four-
way repeated-measures ANOVA, with the same factors as above.
Consistent with previous analyses, only the main effect of Hemi-
field was significant (F(1,9) � 11.75, p � 0.01), reflecting the con-
tralateral bias present within each ROI. All other main effects
were not significant (all p values �0.1). There were significant
interactions between ROI and Elevation (F(1,9) � 7.35, p � 0.05)
and between ROI, Hemifield, and Elevation (F(1,9) � 7.57, p �
0.05), reflecting the contralateral upper visual field bias within

PPA and contralateral lower visual field bias within TOS bilater-
ally. All other interactions were not significant (all p values �0.2).

Strong position information in the contralateral visual field in
both ROIs
We also characterized the position information within these
ROIs with two additional analyses. First, all four ROIs showed
higher correlations within than between quadrants, indicating
strong effects of position changes (Fig. 9C). A three-way ANOVA
with ROI, Hemisphere, and Quadrant (within-quadrant, within-
field, between-fields, and opposite) as factors revealed only a sig-
nificant main effect of Quadrant (F(3,24) � 14.56, p � 0.001),
reflecting the higher within-quadrant correlations in each ROI.
No other main effects or interactions reached significance (all p
values �0.4).

Second, we compared in each ROI how the correlation be-
tween stimuli in the upper and lower fields differed across hemi-
fields (Fig. 9D). All ROIs exhibited stronger positive correlations
across the upper and lower quadrants within the ipsilateral
than contralateral field ( p � 0.05 in all cases), suggesting less
position sensitivity within the ipsilateral field. Thus, responses
in PPA and TOS are not only stronger but also more sensitive
to position in the contralateral than ipsilateral visual fields,
likely reflecting the dominance of larger receptive fields in the
ipsilateral response.

An upper visual field advantage for open- and closed-
scene discriminations
Recent work (Kravitz et al., 2011; Park et al., 2011) reported that
neural patterns within PPA encode a representation of expanse
(open/closed boundaries). In particular, scenes could be charac-
terized as either open or closed based on the neural patterns of
PPA responses, with the neural grouping correlating highly with
behavioral ratings of the same stimuli (Kravitz et al., 2011).
Therefore, given the upper visual field biases observed within
PPA across independent measurements, we hypothesized that
participants would be more accurate at discriminating open or
closed scenes when those scenes were presented in the upper
than lower visual field (Fig. 10A). We also contrasted this
against a manmade or natural scene discrimination task on the
same stimuli.

The accuracy (percent correct) of responses was measured for all
four quadrants and both tasks, plotted as difference measurements
(upper minus lower) in Figure 10B. No advantage for either eleva-
tion was observed during manmade/natural discriminations. In
contrast, during open/closed discriminations, a small but significant
upper visual field advantage was observed, as predicted.

Performance was analyzed using three-way repeated-measures
ANOVA, with Task (manmade/natural, open/closed), Visual
Field (left, right), and Elevation (upper, lower) as within-subject
factors. Neither the main effects of Task (F(1,15) � 0.88, p � 0.36,
p � 0.36) nor Visual Field (F(1,15) � 0.23, p � 0.59) nor Elevation
(F(1,15) � 0.02, p � 0.89) were significant. Importantly, however,
a significant interaction between Task and Elevation was present
(F(1,15) � 8.68, p � 0.01). Planned comparison t tests showed no
significant difference in performance as a function of Elevation
for the manmade/natural task (t(15) � 1.10, p � 0.14). In contrast,
for open/closed discriminations, participants were significantly
more accurate when stimuli were presented in the upper com-
pared with lower visual field (t(15) � 2.27, p � 0.05). These per-
formance measurements were found not to be caused by the
presence of speed–accuracy trade-offs. To confirm this, a two-
way repeated-measures ANOVA (same factors as above) con-

Figure 7. Event-related design and magnitude analyses. A, Participants fixated a cen-
trally presented cross, while images of whole scenes were presented in one of the four
quadrants of the visual field for 400 ms (example trial for the upper left quadrant). Par-
ticipants performed an orthogonal attention-demanding task at fixation requiring the
identification of the longer arm of the fixation cross (either horizontal or vertical). Fixation
cross changes occurred simultaneously with stimulus presentation. B, Contralateral bias
measurements (contralateral minus ipsilateral magnitude) were calculated in each ROI.
All ROIs exhibit a robust and reliable bias for stimuli presented in the contralateral visual
field. These biases were significantly different from zero in all ROIs (***p � 0.001). C,
Elevation bias measurements (upper minus lower magnitude) were calculated for all ROIs.
Consistent with pRF mapping data, an upper bias was present within PPA, with a lower
bias present within left and right TOS. These biases were significantly different from zero
in all ROIs except right PPA (**p � 0.01; *p � 0.05).
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ducted on the inverse efficiency measurements demonstrated
only a significant interaction between Task and Elevation (F(1,15) �
10.22, p � 0.01). All other main effects and interactions were not
significant (all p values �0.32).

Retinotopic biases in posterior and anterior PPA
Until now, we have considered PPA as a single scene-selective
region on the ventral surface of OTC. Recently, however, disso-
ciations between the posterior and anterior portions of PPA have
been suggested (Baldassano et al., 2013). We therefore analyzed
both our pRF and event-related quadrant data with respect to
these PPA subdivisions. First, we computed group-averaged vi-
sual field coverage plots for each newly created ROI (left posterior
PPA, left anterior PPA, right posterior PPA, right anterior PPA).
Qualitatively, each ROI exhibited the predicted contralateral
upper field bias. Bias measurements [both contralateral minus
ipsilateral and contralateral upper visual field (UVF) minus con-
tralateral lower visual field (LVF)] also followed the predicted
patterns. However, there is a tendency for both the contralateral
and upper visual field biases to become weaker in anterior PPA, a

pattern potentially attributable to the increase in RF sizes in an-
terior PPA. The decrease in contralateral bias was significant be-
tween posterior and anterior PPA (t(13) � 3.01, p � 0.05,
collapsed across hemispheres), but, importantly, the upper field
bias did not differ significantly between posterior and anterior
PPA (t(13) � 1.97, p � 0.05, collapsed across hemispheres). One
caveat, however, is that explained variance is also significantly
reduced in anterior PPA (t(13) � 4.22, p � 0.01), which may be
attributable to either reduced retinotopy or reduced signal as we
move toward the anterior temporal lobe. Second, from our
event-related analyses, we calculated bias measurements (both
contralateral minus ipsilateral and UVF minus LVF) in the re-
sponse magnitudes for all ROIs. Both posterior and anterior PPA
exhibit a significant contralateral bias (p � 0.01, collapsed across
hemispheres). The predicted upper field bias was observed
(numerically) in both posterior and anterior PPA but was only
significant in posterior PPA (p � 0.05, collapsed across hemi-
spheres). Similar results were observed in the analysis of the mul-
tivoxel responses.

Figure 8. Similarity matrices for quadrant data. A, Top, Group-averaged raw similarity matrix for the left PPA. The matrix is 96 � 96 (24 scenes � 4 positions), with each point
representing the correlation between a pair of conditions across two independent halves of the data. The correlation between a condition and itself are plotted along the main diagonal
from the top left to bottom right corner. Solid lines demarcate borders between hemifields, whereas dashed lines show the borders between the upper and lower visual fields. Negative
and positive correlations are well grouped by quadrant, indicating that position is a strong determinant of the pattern of responses. Bottom, Multidimensional scaling (MDS) plot of the
left PPA matrix shown above. In this plot, each symbol represents a single condition, and the distances between symbols reflects the correlation between conditions. Note the strong
grouping by visual hemifield and the strong grouping by elevation, particularly for the contralateral (red symbols) conditions. B, Top, Raw similarity matrix for left TOS. Bottom, MDS plot
for left TOS.
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Contralateral upper and lower biases beyond
scene-selective regions
To examine the generalizability of these retinotopic biases, we
performed a number of additional analyses. First, group-level
surface maps of pRF centers in the vertical dimension (Fig. 11)
demonstrate that lower and upper field biases extend beyond
TOS and PPA throughout both surfaces. Lower field positions
largely dominate the lateral surface. On the ventral surface, the
majority of locations are in the upper field or close to the hori-
zontal meridian, with lower field locations only appearing in
close proximity to the occipital face area (OFA). Second, we mea-
sured retinotopic biases in face-selective regions on the lateral

(OFA) and ventral [fusiform face area (FFA)] surface. Even
though we presented scenes and not faces, there was some re-
sponsiveness in these regions. Because of limited engagement of
the left FFA by our stimulus, we restricted this analysis to the
right-hemisphere ROIs only and to those subjects with at least 20
significant voxels in the ROI (see Materials and Methods).
Group-averaged visual field coverage plots for the right FFA (n �
7) and right OFA (n � 11) indicate biases for the contralateral
upper and lower visual fields, respectively (Fig. 12A). Contralat-
eral (Contra minus Ipsi) and Elevation (Contra UVF minus Con-
tra LVF) biases were found to be significant in both ROIs (p �
0.05 in all cases) (Fig. 12B,C). Furthermore, the results in our

Figure 9. Multivoxel quadrant effects. A, Group-averaged matrices for all ROIs averaged by quadrant. The predicted pattern of results was evident in all ROIs. That is, higher correlations were
observed for (1) stimuli presented in the contralateral versus ipsilateral visual fields and (2) higher correlations for stimuli presented in the contralateral upper versus contralateral lower visual fields
in left and right PPA, with the opposite pattern evident in left and right TOS, respectively. Blue asterisks denote the quadrant showing the highest correlations for each ROI. B, Bars depict the
within-quadrant average correlations in each ROI (diagonal from top left to bottom right in A). Red boxes highlight the position with the highest correlations in each ROI, which correspond to the
blue asterisks in A. Paired t tests revealed significant differences between the correlation within the predicted visual field position (red box) and all other positions in all but one comparison (UL vs
LL within right PPA). Asterisks highlight these significant differences (*p � 0.05). LL, Lower left; UL, upper left; LR, lower right; UR, upper right. C, Effects of changes in quadrants across
all four ROIs. Each bar gives the average correlation for a particular type of position change. For example, within-quadrant refers to the average of values along the main diagonals in A.
Note that in every ROI the, within-quadrant value is the greatest (as shown by asterisks), indicating strong position information. D, Correlation between quadrants in the ipsilateral and
contralateral fields. Note that in every ROI, the correlation between quadrants in the contralateral field is significantly (*p � 0.05) lower than that in the ipsilateral field, indicating
stronger position information contralaterally.

Silson et al. • Retinotopic Organization in Extrastriate Cortex J. Neurosci., August 26, 2015 • 35(34):11921–11935 • 11931



event-related data in terms of magnitude and multivoxel re-
sponse in OFA and FFA showed a similar pattern to those ob-
served in PPA and TOS. In general, these effects were stronger in
OFA than FFA.

Discussion
We used three independent methods to confirm a retinotopic
bias for the contralateral upper and lower visual fields that can
explain the repeated scene selectivity on the ventral and lateral

Figure 11. Upper and lower field biases across the ventral and lateral surfaces. Top row, Ventral (left) and lateral (right) surface reconstructions of the right hemisphere of a single participant
overlaid with the group-averaged contrast of scenes minus faces ( p � 0.0001, uncorrected). The group PPA and FFA (ventral) and TOS and OFA (lateral) are labeled. Bottom row, Visual field position
(vertical dimension) across both surfaces is overlaid with ROIs outlined in white and labeled. Cold colors (dark blue through cyan) represent positions in the lower visual field from the horizontal
meridian. Hot colors (red to yellow) represent positions in the upper visual field from the horizontal meridian. The ventral surface (left) predominantly represents the upper visual field (hot colors).
Indeed, both PPA and FFA ROIs overlap upper visual field representations, with the uppermost visual field representations (yellow) overlapping PPA. In contrast, lower visual field representations
(cold colors) dominate the lateral surface (left), with both TOS and OFA predominantly representing the lower visual field. The majority of TOS overlaps the lowermost (cyan) visual field
representations on the lateral surface. Overall, there is clear divergence between the upper and lower visual fields across the ventral and lateral surfaces, evidenced by the switch from hot to cold
colors as one moves from the ventral to the lateral surface.

Figure 10. Behavioral experiment. A, Example trial from our behavioral paradigm. Participants fixated a centrally presented cross, while images of whole scenes were presented randomly in the
four quadrants of the visual field. Stimuli were presented briefly (150 ms), followed by a trial-unique mask (350 ms). In alternating, counterbalanced blocks, participants indicated, via keyboard
press, whether the scene was open or closed (4 blocks) or manmade or natural (4 blocks). B, Group-averaged performances (percent correct) for stimuli presented in the upper minus lower visual
fields for both tasks plotted separately. For manmade versus natural, we observed no advantage for stimuli presented in either field. In contrast, for open versus closed, we observed a significant
advantage for stimuli presented in the upper visual fields compared with zero (*p � 0.05). There was also a significant difference between the two tasks (**p � 0.01).
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surfaces of OTC. First, pRF mapping revealed a strong bias to-
ward the contralateral upper quadrant in PPA and the contralat-
eral lower quadrant in TOS. Second, these quadrant biases were
replicated in our condition-rich, event-related data in both mag-
nitude and multivoxel pattern analyses. Finally, we identified
through behavioral testing a significant advantage for open- and
closed-scene discrimination in the upper visual field, consistent
with the strong representation of this scene dimension within
PPA (Kravitz et al., 2011). These results suggest that visual field
biases in immediately antecedent early visual cortex persist into
scene-selective regions and, more generally, may extend through-
out both surfaces of OTC (Kravitz et al., 2013). This underlying
retinotopic organization is consistent with biased anatomical
projections from early visual areas to lateral and ventral TEO in
macaque (Webster and Ungerleider, 1991; Distler et al., 1993;
Saleem et al., 1993, 2000; Ungerleider et al., 2008). The need to
represent categories across all four quadrants of the visual field
likely underlies the repeated category-selective structure ob-
served across both hemispheres and the lateral and ventral sur-
faces of OTC.

Retinotopic versus hierarchical organization of OTC
Whereas our data cannot completely rule it out, they nevertheless
argue strongly against a strictly hierarchical organization between
lateral and ventral scene-selective regions of OTC, a view that has
dominated previous interpretations of such repeated category

selectivity (Taylor and Downing, 2011). Although in monkey RF
sizes have been reported to increase more anteriorly along the
ventral visual hierarchy (Desimone and Gross, 1979), we found
only a small and nonsignificant increase in RF size between lateral
TOS and ventral PPA. Moreover, the two regions are biased to-
ward different portions of the peripheral visual field and cannot
be hierarchically organized beyond their overlap at the fovea/
parafovea. Our data suggest a different framework in which the
lateral and ventral scene-selective regions function in parallel
with one another and are mutually constrained by underlying
retinotopic organization. The segregation of the contralateral
lower and upper visual fields in antecedent early dorsal and ven-
tral visual cortex appears to persist into anterior scene-selective,
face-selective (reported here), and object-selective (Kravitz et al.,
2010) regions and likely underpins the origin, anatomical loca-
tion, and observation of repeated category selectivity across the
two surfaces.

Although TOS and PPA do not appear to be hierarchically
related, within a given region (and more generally across a given
surface) a hierarchical organization may still exist, as suggested by
increasing RF sizes more anteriorly within PPA. This potential
within-surface hierarchy may be particularly relevant for poste-
rior/anterior portions of PPA, which despite both exhibiting con-
tralateral upper biases have recently been shown to exhibit some
functional differences (Baldassano et al., 2013).

Figure 12. Group-averaged visual field coverage in right FFA and OFA. A, Group-averaged visual field coverage plots are shown for right FFA and right OFA. Both ROIs exhibit the predicted biases
for the contralateral visual field, with a contralateral upper bias present in FFA and a contralateral lower bias evident in OFA. The percentage of pRF centers within each quadrant of the visual field
is given for each ROI. B, Bars depict the pRF value in the right minus left visual fields. Biases were significant (relative to zero) in both ROIs (**p � 0.01). C, Bars depict the differential pRF value in
the contralateral upper minus lower visual fields for both ROIs. FFA exhibits an upper and OFA a lower field bias. Elevation biases were significantly different from zero in both ROIs (*p � 0.05, **p �
0.01).
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Relationship to visual field maps
Visual field maps have previously been identified extending into and
overlappingwithhigh-levelcategory-selectiveregionsofcortex(Larsson
and Heeger, 2006; Arcaro et al., 2009). Of particular relevance to the
current study, two visual field maps (PHC1 and PHC2) have been re-
ported within the vicinity of PPA on the ventral surface (Arcaro et al.,
2009; Wang et al., 2014). The upper visual field biases we observed
within PPA are consistent with visual field representations reported
withinPHC1/2,despitetheirputativehemifieldrepresentations(Arcaro
et al., 2009; Wang et al., 2014). Indeed, under closer inspection, both
maps display biases for the upper visual field, with relatively weak repre-
sentation of the lower visual field, particularly within more anterior
PHC2(Arcaroetal., 2009;Wangetal., 2014),a featurenotedpreviously
(Kravitz et al., 2013). Here, we opted to characterize the receptive field
properties of PPA as a whole, functionally defined region, rather than
subdivide it into putative visual field map divisions. Although we do
observe progressions of visual field maps along the posterior-anterior
axis of PPA, we do not consistently observe representations of the lower
vertical meridian.

Our TOS ROIs extended over large portions of the lateral
surface. There is overlap between TOS and previously identified
visual maps LO1, LO2, and V3A/B. LO1 and LO2, which show
considerable overlap with lateral object-selective area LO (Sayres
and Grill-Spector, 2008), also tend to exhibit an overrepresenta-
tion of the lower visual field, despite reported hemifield represen-
tations (Larsson and Heeger, 2006), an elevation bias consistent
with their location on the lateral surface. The moderate represen-
tation of the upper visual field found in TOS likely arises from the
overlap with V3A/B, which do contain full hemifield representa-
tions (Swisher et al., 2007).

Upper/lower field as an organizing principle across lateral
and ventral OTC
Through our analyses, we have demonstrated the role of upper/
lower field biases in determining the organization of scene-
selective regions. Furthermore, our analyses both at the group
level and within face-selective regions suggest that these biases
extend throughout lateral and ventral OTC. The generality of
these upper/lower biases is also supported by prior results in the
literature. In particular, we, and others, have previously high-
lighted similar biases in the context of object selectivity (Schwar-
zlose et al., 2008; Kravitz et al., 2010). Furthermore, an upper field
bias has been reported for word selectivity in the ventral visual
word form area (Ino et al., 2008), and there may be an advantage
for the upper half of words during recognition (Perea and Go-
mez, 2012). Similarly, a recent study (Wang et al., 2013) high-
lighted higher responses for stimuli presented in the upper versus
lower visual field within face- and house-selective regions on the
ventral surface. In addition, the body-selective extrastriate body
area on the lateral surface lies in a region strongly biased toward
the lower field (Chan and Baker, 2011; Weiner and Grill-Spector,
2011). Finally, analyses of resting-state functional connectivity
suggest that the lateral surface has much stronger connectivity
with the lower field representation in V1, whereas the ventral
surface has much stronger connectivity with the upper field rep-
resentation in V1 (Striem-Amit et al., 2015).

Pervasive role of retinotopy throughout OTC
The focus of this study has been on the difference between the
upper and lower visual fields, but retinotopic information can
also be defined around two other dimensions, ipsilateral/con-
tralateral and foveal/peripheral, that also have a strong impact on
the organization of OTC generally.

First, the overwhelming contralateral biases observed within
TOS and PPA are consistent with biases present within macaque
(Merigan and Saunders, 2004) inferotemporal cortex, despite in-
creases in receptive field size as one moves anteriorly (Desimone
and Gross, 1979; Op de Beeck and Vogels, 2000). Very recently, a
causal role of such contralateral biases has been observed within
face-selective patches of macaque inferotemporal cortex (Afraz et
al., 2015). Furthermore, contralateral biases are present within
human object-selective (Niemeier et al., 2005; Kravitz et al.,
2010), face-selective (Hemond et al., 2007), and body-selective
(Chan et al., 2010; Chan and Baker, 2011) cortices. These large
biases in even high-level visual areas are obviously related to the
contralateral biases in antecedent early visual cortex. The re-
peated category-selective structure across hemispheres may,
therefore, arise from the need to represent high-level category
information in both visual hemifields.

Second, eccentricity also acts to organize OTC, though per-
haps at a finer scale, defining the relative positions of the different
forms of category selectivity. Face- and scene-selective regions
contain foveal and peripheral eccentricity biases (Levy et al.,
2001), respectively, forming the basis of the proposed mirror-
symmetry organization of OTC (Hasson et al., 2003). This is also
observed in resting-state functional connectivity (Striem-Amit et
al., 2015).

Combined with the differential representations of the lower
and upper visual fields that we have demonstrated for TOS and
PPA, these three dimensions can be thought of as jointly defining
the distribution of category selectivity across the entire OTC.
Their combined constraints lead to a repeated structure on the
ventral and lateral surfaces and a foveal to peripheral gradient
with increasing distance from the confluence of the surfaces. In-
terestingly, a similar and perhaps related pattern of organization
has been observed for object size, with a small to large object
gradient with increasing distance from the confluence between
the surfaces (Konkle and Oliva, 2012; Konkle and Caramazza,
2013).

Conclusion
Together, our data suggest the organization of scene selectivity
across the lateral and ventral OTC likely reflects underlying reti-
notopic biases for the contralateral lower and upper visual fields,
rather than a strictly hierarchical link between regions on both
surfaces. These findings suggest a simple retinotopic framework
for interpreting the large-scale organization of category-selective
regions throughout lateral and ventral OTC in both hemispheres.
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