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Abstract

Image denoising is one of the most important preprocessing steps before a wide range of
applications such as image restoration, visual tracking, image segmentation, etc. Numerous
studies have been conducted to improve the denoising performance. Block Matching and 3D

(BM3D) filtering is the current state-of-the-art algorithm in image denoising and can provide
better denoising performance than other existing methods. However, still, there is scope to im-
prove the performance of BM3D. In this thesis, we have pointed out an aspect of the algorithm
which can be improved and suggested an approach to improve it. We have proposed to perform
a 2D and 3D transformation on certain patches rather than performing a 3D transformation on
all the patches.

Keywords: Image Denoising, BM3D, 2D transform, 3D transform, Collaborative filtering
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Lay Summary

Pixel values of natural images get corrupted by noise mostly in transmission and acquisi-
tion steps. It is needed to denoise or estimate the true pixel values from noisy pixel values
for sophisticated imaging applications. Block-Matching and 3D filtering (BM3D) algorithm
is one of the state-of-the-art algorithms to denoise natural images. In this thesis, we aim at
improving the denoising performance of BM3D even further. BM3D uses a fixed approach
(3D transformation) for the whole image. In this thesis, we have proposed an adaptive way
to choose between two techniques (2D transformation and 3D transformation) for appropriate
scenarios.
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Chapter 1

Introduction

A digital image can be defined as two-dimensional discrete functions which can be represented
by a two-dimensional matrix. The height of the image is the number of rows of the matrix
and the width of the image is the number of columns of the matrix. Each of the entries in this
matrix is defined as a pixel. If we represent this matrix as f , then f (i, j) represents a specific
pixel which is located at spatial coordinate (i, j). The value of f (i, j) is called a pixel value,
intensity value, brightness value interchangeably.

During the acquisition or transmission, digital images may be contaminated by noise.
Faulty instruments, interfering natural phenomena, lossy compression can be accounted for
as some of the many reasons for contaminations. True pixel values of the image get distorted
because of noise. This distorted pixel values can produce erroneous results in sophisticated
imaging applications such as satellite imaging, medical imaging, etc. So, the denoising is
needed to estimate the true pixel value before the image goes to these applications. Thus,
Image denoising performance is of high importance and considered as the most important pre-
processing step before these sophisticated applications.

Image denoising is well studied over the past decades. Among other approaches, Block
Matching and 3D(BM3D) filtering is an algorithm developed to improve the denoising perfor-
mance. BM3D is currently the state-of-the-art algorithm for image denoising.

In this chapter, we will discuss our problem description and will point out the objectives of
this thesis. We will also describe the major contributions and outline of this thesis.

1.1 Motivations

Digital noise can be of many types. Different techniques are available to denoise different
types of noises in the literature. Noise is random. According to the central limit theorem [28],
irrespective of the base distribution, if we sum samples taken from a random distribution, the

1



2 Chapter 1. Introduction

distribution approaches to normal or Gaussian distribution. As we are simulating practical
scenarios, where the source of noise is seldom known, if we assume that the noise affecting our
image is Gaussian, we can have a better scenario.

During the years, various approaches have been developed to denoise gaussian noisy im-
ages. BM3D is the current state-of-the-art algorithm to denoise gaussian noisy images. BM3D
utilizes the redundancy of similar patches available in the image. BM3D works in two steps. It
produces a basic estimate image in the first step. Then, it uses Wiener filtering to compute the
final denoised image. The basic estimate image is to better facilitate the Wiener filtering.

It is worth mentioning that the performance of BM3D degrades for higher noise levels.
Hence, the performance is still not sufficient for sensitive applications.

1.2 Problem Statement

To exploit the existing correlation between patches in the natural images, BM3D performs 3D
transform regardless of whether enough similar patches are available or not. If enough similar
patches are not available, exploiting the correlation between dissimilar patches might produce
degraded denoised estimation. Hence, we suggest exploiting only the correlation between the
patch itself to get a better-denoised estimate if enough similar patches are not available. We
can exploit the correlation between the patch itself by performing a 2D transform when enough
similar patches are not available.

1.3 Our Objective

Our objective is to improve the denoising performance of BM3D. BM3D uses 3D transforma-
tion irrespective of whether enough similar patches are available or not. We aim at finding an
optimized way of utilizing both 2D and 3D transformation.

1.4 Thesis Contribution

The major contribution of this thesis is the improvement of the performance of the BM3D
algorithm. We will show that if we attempt to combine dissimilar patches to perform 3D trans-
form to exploit the correlation between patches, we might end up with a degraded denoising
performance. We will also show that if enough number of similar patches are not available in
the image, it is better to perform a 2D transform to produce a denoised version with the help of
the information contained in the patch itself.
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1.5 Thesis Outline

In Chapter 2, we will discuss the image denoising in details. We will introduce different
types of noise, their effects on the images, our reason to consider a specific type, the different
techniques available to denoise this specific type of noise, details of BM3D and improvements
of BM3D in recent years.

In Chapter 3, we will discuss our approach to improve the performance of BM3D in de-
tails.

In Chapter 4, we will present the experimental results produced by our suggested approach
and also compare these results with the results produced by BM3D.

Finally, In Chapter 5, we will summarize our works. Finally, we will present some possible
future works.



Chapter 2

Background Studies

Random variation of image intensities can be defined as a noise in digital images. An image
can be corrupted by noise in its acquisition and transmission. Mostly, the values acquired
by image sensors are contaminated by noise because of imperfect instruments, problems with
the data acquisition process and interfering natural phenomenas[30][2]. Figure 2.1 shows an
example of a noisy image. The left image is the original image and the right image is the noisy
image corrupted by Gaussian noise of standard deviation, σ=20.

Figure 2.1: Example of a noisy image

2.1 Image Noise

The noises which contaminate the image are random. Figure 2.2 will help us to understand the
effect of noise on the true pixel value. We have plotted the pixel values of a specific row of
both of the image from Figure 2.1. The left image is the plot of pixel values of row=10 from
the original image and the right image is the plot of the same row from the noisy image. We

4
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can observe that the pixel values were almost uniform when they were not corrupted by noise.
When these pixel values are corrupted by Gaussian noise they took the shape of a Gaussian
distribution.
In order to denoise, we need to approximate the noise mathematically. In order to approximate
the noise, we choose different noise models for different noise cases.

Figure 2.2: Effect of noise on pixel true value

2.2 Noise Types

We will divide the noise between two types based on the correlation of noise values with pixel
values.

1. Spatially independent noise

2. Spatially dependent noise

In the following sections, we will discuss these two types of noise. We will briefly discuss
another special type of noise named Impulse noise.

2.3 Spatially Independent Noises

If the noise is independent of spatial coordinates and has no correlation with pixel true value,
then the noise is called spatially independent noise.
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The following equation represents the spatially independent noise model,

z(i, j) = y(i, j) + η(i, j) (2.1)

Here, i and j represents the pixel coordinates. y(i, j) is the true pixel intensity. η(i, j) is the
spatially independent noise. z(i, j) is the noisy image.

There are many types of spatially independent noises and we will discuss a few of them in
the following sections.

2.4 Gaussian Noise

The Gaussian noise follows the Gaussian distribution. The "Amplifier Noise" is a major part of
the "read noise" of an image sensor. Read noise is the amount of noise generated by electronics
as the charge present in the pixels is transferred to the camera. This "Amplifier Noise" is
modeled as Gaussian Noise.

Gaussian Noise is mostly used as a noise model for denoising because it is mathematically
convenient.

The Probability Density Function (pdf) of Gaussian distibution [20] is as follows,

p(z) =
1

√
2πσ2

e
−(z−µ)2

2σ2 (2.2)

Here, µ is mean and σ is the standard deviation of the distribution.

Figure 2.3 shows the Gaussian distribution pdf with µ=0 and σ=1.
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Figure 2.3: Gaussian Distribution pdf

The Normal distribution is a special case of Gaussian distribution where the mean is 0 and
the standard deviation is 1. In Gaussian distribution, around 68% values will be within one
standard deviation from the mean.

Figure 2.4 shows an example of a noisy image corrupted by Gaussian noise with mean 0
and standard deviation 10.

Figure 2.4: Example of Gaussian noisy image

2.5 Rayleigh Noise

Rayleigh Noise follows Rayleigh distribution. Signal values are almost zero in the background
section of the MRI image. The noise generated at that portion can be modeled as Rayleigh
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Figure 2.5: Rayleigh distribution pdf

Figure 2.6: Effect of b on Rayleigh distribution

noise. The Pdf equation of the Rayleigh distribution is as follows [20],

p(z) =


2(z−a)

b e
−(z−a)2

b z ≥ a

0 z < a
(2.3)

Here, b represents the spread of the distribution and a represents the shift from the origin.

Figure 2.5 shows the pdf of the Rayleigh distribution with b=2 and a=0.

The shape of the Rayleigh distribution is skewed to the right. It can be useful for approxi-
mating skewed histograms.

Figure 2.6 shows the effect of different values of b on the Rayleigh distribution.

In Figure 2.7, the left image is the actual cameraman image and the right image is the
cameraman image corrupted by Rayleigh noise of a=0 and b=0.05.
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Figure 2.7: Example of Rayleigh noisy image

2.6 Gamma Noise

Noises which occur in the laser-based images can be modeled as Gamma noise. The following
is the equation of the pdf of Gamma noise,

p(z) =


abz(b−1)
(b−1)! e(−az) z ≥ 0

0 z < 0
(2.4)

Here, b is the shape parameter and a is the rate parameter.
Figure 2.8 shows the pdf of Gamma distribution with b=2 and a=0.

Figure 2.8: Gamma distribution pdf
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Figure 2.9 shows the effect of the parameters on the distribution. The left image is the effect
of various a values and the right image is the effect of various b values.

Figure 2.9: Effect of parameters on Gamma distribution

In Figure 2.10, the left image is the actual cameraman image and the right image is the
cameraman image corrupted by Gamma noise with parameters a = 5 and b = 5.

Figure 2.10: Example of Gamma noisy image

2.7 Exponential Noise

In Channel-based communication, noises can be modeled as Exponential noise. Actually, the
Exponential distribution is a variant of Gamma distribution where b = 1.

The following is the pdf equation of the Exponential noise[20],

p(z) =

ae−az z ≥ 0

0 z < 0
(2.5)
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Here, a is the rate parameter. It represents how quickly the Exponential pdf is decaying.
Figure 2.11 shows the pdf of Exponential distribution with a=1.

Figure 2.11: Exponential distribution pdf

In Figure 2.12, the left image is the actual cameraman image and the right image is the
cameraman image corrupted by Exponential noise with parameter a = 0.1.

Figure 2.12: Example of Exponential noisy image

2.8 Uniform Noise

This noise model does not resemble any practical situation.
The pdf equation of the uniform noise is following[20],

p(z) =


1

b−a b ≤ z ≥ a

0 otherwise
(2.6)
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Here, all the values between a and b have an equal probability of occurring. The pdf of
uniform noise is following,

Figure 2.13 shows the pdf of Exponential distribution with b=5 and a=2.

Figure 2.13: Uniform Distribution pdf

In Figure 2.14, the left image is the actual cameraman image and the right image is the
cameraman image corrupted by uniform noise with parameter b = 40 and a=20.

Figure 2.14: Example of uniform noisy image

2.9 Additive White Gaussian Noise

When the noise has constant power spectral density, it is called as White noise[20]. Power
spectral density shows how much power is contained in each of the spectral components. A
White noise signal is constituted by a series of samples that are independent and generated
from the same probability distribution. So, a White noise signal generated from a random
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number generator in which all the samples follow a given Gaussian distribution is called White
Gaussian noise.

2.10 Spatially Dependent Noise

This type of noise gets multiplied with the original signal. Spatially dependent noise has a
correlation with a true pixel value. The spatially dependent noise model is following,

z(i, j) = y(i, j)η(i, j) (2.7)

Here, y(i,j) is the pixel intensity and η(i,j) is the spatially dependent noise at (i, j) coordinate.z(i, j)
is the noisy pixel intensity. In the following section, we will discuss a common spatially de-
pendent noise referred to speckle noise.

2.11 Speckle Noise

In almost all coherent systems, the noises can be modeled as speckle noise. Mainly, the source
of this kind of noise is random interference between coherent returns. It follows Gamma dis-
tribution.

In Figure 2.15, the left image is the actual cameraman image and the right image is the
cameraman image corrupted by speckle noise.

Figure 2.15: Example of speckle noisy image
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2.12 Impulse Noise

The pdf equation of impulse noise is following[20],

p(z) =


Pa z = a

Pb z = b

0 otherwise

(2.8)

Figure 2.16 shows the pdf of impulse noise.

Figure 2.16: Impulse noise pdf

If b > a, gray-level b will appear as a light dot in the image. Conversely, level a will appear
like a dark dot. If either Pa or Pb is zero, the impulse noise is called unipolar. Otherwise, it
is called bipolar. If neither of them is zero and if they are approximately equal, impulse noise
values will resemble salt-and-pepper granules randomly distributed over the image. For this
reason, bipolar impulse noise is also called salt-and-pepper noise.

Noise impulses can be negative or positive. Impulse noises are very large compared to the
image pixel intensity values, impulse noise is digitized as extreme(pure black or white) values
in the image. Thus the assumption is that a and b is equal to the minimum and maximum values
allowed in the digitized image. Negative impulses appear as a black dot and positive impulses
appear as a white dot in the image. For, 8 bit image, a = 0(black) and b = 255(white).

In situations where quick transients, such as faulty switching, take place during imaging,
noises can be modeled as impulse noise.

In Figure 2.17, the left image is the actual image and the right image is the image corrupted
by impulse noise.
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Figure 2.17: Example of impulse noisy image

2.13 Our Considered Noise

Noises of different types are different in nature. They also have different denoising techniques
for each of them. For the rest of our discussion, we are going to consider the additive White
Gaussian noise and some of the denoising techniques for the natural images which are cor-
rupted by this noise. Our considered Noise has following properties,

• Additive: We are considering signal independent noise. Mathematically it will be added
to the original signal or pixel true value.

• Independent and Identically distributed: The noise samples we are considering, are inde-
pendent of each other. All of our considered noise samples will be drawn from the same
distribution.

• Gaussian: According to central limit theorem, irrespective of underlying distribution of
a population (with mean µ and standard deviation σ, if we take a number of samples of
size N from the population, then the sample mean to follow a normal distribution with a
mean of µ and a standard deviation of σ/

√
N [28][16][15]. It signifies that irrespective

of base distribution the probability distribution curve will approach Gaussian or normal
distribution. In other words, the sum of independent and identically distributed random
variables(with finite mean and variance) approaches normal distribution as sample size
N tends to inf.
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2.14 Image Denoising

In the previous section, we have discussed the random noises and how to model them. In this
section, we will discuss various approaches to denoise noisy images.

There are two basic approaches to image denoising. They are following,

1. Spatial filtering methods

2. Transform domain filtering methods

We will discuss them in the following sections.

2.15 Spatial Filtering Methods

In the spatial filtering methods, we aim to denoise the noisy pixel values in the spatial domain.
Spatial filters can be further classified into two following types,

1. Linear spatial filters

2. Non-linear spatial filters

We will discuss them in the following sections.

2.16 Linear Spatial Filters

In linear spatial filtering, the value of an output pixel is a linear combination of neighborhood
values. There are various types of linear spatial filters. Mean filter is the most common one.

We will discuss the mean filter in the following section,

2.17 Arithmetic Mean Filter

The mean filter aims at finding an estimate which minimizes the mean square error between
the noisy value and the respective estimate in the spatial domain. Let S xy represent the set
of coordinates in a rectangular sub-image window size of m × n centered at point (x, y). The
Arithmetic Mean filtering process computes the average value of the corrupted image, g(x, y)
in the area defined by S xy. The value of the restored image f̂ at any point (x, y) is simply the
arithmetic mean computed using the pixels in the region defined by S xy. The equation is as
follows[20],
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f̂ (x, y) =
1

mn

∑
(s,t)εS xy

g(s, t) (2.9)

Mean filters actually smooth the local variations in the image. The Denoised image might
be highly blurred.

Figure 2.18 shows an example of a denoised image by the Arithmetic Mean filtering.

(a) Actual Image (b) Noisy Image (c) Denoised Image

Figure 2.18: Example of denoised image by mean filter

2.18 Minimum Mean Square Error(Wiener) Filtering

The objective of this filter is to find an estimate, f̂ of the uncorrupted image f such that the
mean square error between them is minimized. This error measure is given by[20],

e2 = E{( f − f̂ )2} (2.10)

Here, E{.} is the expected value of the argument. Wiener filter is used in the frequency
domain. It is not a spatial filter but a linear filter. Let us assume, we have a noisy image, g(u,v)
and we will denote the Discrete Fourier Transform(DFT) of the image as G(u,v). In the spatial
domain, we usually convolute the filter kernel with the image to get the filtered output. In the
frequency domain, the convolution operation becomes the multiplication operation. So, if we
multiply the DFT of the Wiener filter with the noisy transformed image, we will get the filtered
image. The following is the equation of DFT of the image estimated by Wiener filter[20],

F̂(u, v) =
H∗(u, v)S f (u, v)

S f (u, v)|H(u, v)|2 + S η(u, v)
G(u, v) (2.11)

Here, H(u, v) is the DFT of the Degradation function or Point Spread Function,H∗(u, v) is
the complex conjugate of H(u, v),S η(u, v) is the power spectrum of noise, S f (u, v) is the power
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spectrum of the undegraded image. We will get the denoised image in the spatial domain by
the inverse transform the DFT estimate.

Figure 2.19 shows an example of a Wiener filtered image.

(a) Actual Image (b) Noisy Image (c) Denoised Image

Figure 2.19: Example of Wiener filtered image

2.19 Non-linear Spatial Filter

One of the main problems associated with the linear spatial filters is that they blur the edges.
Non-linear Spatial filters give better denoising result with less blurring for some of the noise
models. The Median filter is the most common Non-linear spatial filter. We will discuss the
Median filter in the following section.

2.20 Median Filter

The Median filter is one of the most popular order-statistics filters. Order-statistics filters are
spatial filters whose response is based on ordering the pixels contained in the image area en-
compassed by the filter. The response of the filter at any point is determined by the ranking
result. The Median filter replaces the value of a pixel by the median of the gray levels in the
neighborhood of that pixel. We can understand it by the following equation[20],

f̂ (x, y) = median
(s,t)εS xy

{g(s, t)} (2.12)

Median filters are particularly effective in the presence of both unipolar and bipolar impulse
noise. Figure 2.20 shows an example of a Median filtered image.
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(a) Actual Image (b) Noisy Image (c) Denoised Image

Figure 2.20: Example of Median filtered image

2.21 Adaptive Median Filter(ADM)

The performance of the Median filter discussed in the previous section degrades if the spatial
density of impulse noise is high[20]. The Adaptive Median filter can perform well even if
the density of impulse noise is high. Adaptive Median Filter (AMF) works in a rectangular
window area, S xy. Depending on the gray level values in the area, the algorithm changes the
size of the window area. We will represent zmin as the minimum gray level value in S xy, zmax as
the maximum gray level value in S xy, zmed as the median of gray levels in S xy, zxy as the gray
level at coordinates (x, y), S max as the maximum allowed size of S xy.
We will briefly describe the algorithm here. AMF works in two levels, we will denote them as
level A and level B. In level A, the algorithm searches for a region where zmed is greater than
zmin and less than zmax. It keeps increasing search size as long as this condition does not meet.
If the condition is satisfied in any region, the algorithm proceeds to level B. In level B, if zxy

is more than zmin and less than zmax in that region, then the denoised pixel value at (x, y) is zxy,
otherwise, the denoised value is zmed. If the algorithm could not proceed to level B and the
search area becomes greater than S xy, then the denoised pixel value at (x, y) is zxy.

Figure 2.21 shows an example of ADM filtered image corrupted by Gaussian noise and
Figure 2.22 shows an example of ADM filtered image corrupted by impulse noise.
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(a) Actual Image (b) Noisy Image (c) Denoised Image

Figure 2.21: Example of ADM filtered image for Gaussian noisy image

(a) Actual Image (b) Noisy Image (c) Denoised Image

Figure 2.22: Example of ADM filtered image for impulse noisy image

2.22 Transform Domain Filtering Based Methods

In transform domain filtering methods, we will not filter in the spatial domain, rather we will
transform the pixel intensity values into any other transform domain. We will choose transform
domain such that in that domain, we can separate noise and signal values as better as we can.
Then we will perform the filtering on the transformed coefficients so that the separated noise
gets eliminated and we get a sparse representation. Then we will invert the transform to get the
actual pixel values.

We will discuss two types of this kind of filtering. They are as following,

1. Spatial Frequency filtering

2. Wavelet domain filtering
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2.23 Spatial Frequency Filtering

In this method, we will transform the image pixel values into the frequency domain using the
Fast Fourier Transform(FFT). Then, we will use a low pass filtering to filter out the noise.
We will choose a cut off frequency such that noises are decorrelated from the useful signal.
Low pass filtering means that the filter will pass the low-frequency contents and block the
high-frequency components. The low frequency and high frequency will be decided upon the
choice of the cut-off frequency. The frequencies higher than the cut-off will be denoted as high
frequency and lower than that will be denoted as low frequency. Generally, the low-frequency
components of the image correspond to the uniform areas of the image and the high-frequency
components correspond to the features(such as edges) and noises. Figure 2.23 shows us an
example of the low-frequency component and high-frequency components. The right image is
the FFT image of the left image. The bright values are the high valued coefficients and dark
values are otherwise. The center portion of the image signifies the low-frequency component
or uniform areas and the rest of the image contains high-frequency components.

Figure 2.23: Low and high frequency components

Then we will invert the Fourier transform on the transformed coefficients to get the spatial
domain denoised image. The main disadvantage of this filtering is that the edge information
spread across frequencies and it is also difficult to correctly separate out the edge and noise
from the frequency spectrum because sometimes they share the same frequencies. So, in times
of denoising, this filtering loses the edge information and as a result blurs the edges.
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2.24 Wavelet Domain Filtering

In Wavelet domain filtering, We will use the Discrete Wavelet Transform(DWT). DWT de-
composes the input image into different frequency subbands, labeled as LL j, LHk,HLk, HHk

where, k=1,2,....,j and k indicates the kth resolution level of Wavelet transform and j is the
largest resolution level in the decomposition. The Figure below shows the decomposition up
to 3rd resolution level,

Figure 2.24: Decomposition upto 3rd level

The lowest frequency LL j subband, obtained by low-pass filtering along with both direc-
tions, contains the approximation coefficients of the image signal, the LHk, HLk and HHk

contains the horizontal, vertical and diagonal coefficients at kth resolution level respectively.
The LLk−1 subband will be further decomposed to get the kth level LLk, HLk, LHk and HHk.

The Figure below contains the actual cameraman image and noisy cameraman image cor-
rupted by Gaussian noise of mean 0 and standard deviation 10.

(a) cameraman image (b) Noisy image

Figure 2.25: Example of an image corrupted by Gaussian noise of mean 0 and standard devia-
tion 10
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Figure 2.26 shows respectively approximation, vertical, horizontal, diagonal coefficients of
the noisy cameraman image shown in the figure above.

(a) Approximation Coefficients (b) Vertical Coefficients

(c) Horizontal Coefficients (d) Diagonal Coefficients

Figure 2.26: Illustration of Wavelet coefficients

The advantage of DWT is that the signal energy will be concentrated in a small number of
coefficients and the noise energy will be distributed in the whole domain. So, in the DWT of
the noisy image, a small number of coefficients will have a high Signal to Noise Ratio(SNR)
while a larger number of coefficients will have low SNR. We will remove the coefficients with
low SNR as they will most likely be accounted to noise. Now, in order to eliminate noise we
can apply three types of techniques[48], we will discuss only one of them denoted as Wavelet-
based thresholding. Let us discuss this technique in details.

• Wavelet-based thresholding: It refers to modify the coefficients that are irrelevant relative
to some threshold. However, this technique is highly dependent on the threshold estima-
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tion. If the threshold is small then the noisy coefficients will still exist after thresholding
and if it is large then important features might be removed. The thresholds available in
literature can be divided into two types[24],

– Non-adaptive threshold estimation

– Adaptive threshold estimation

We will discuss only Non-adaptive threshold estimation here.

– Non-adaptive threshold estimation: Visushrink is a non-data adaptive threshold es-
timation criterion. We will discuss VisuShrink briefly. Visushrink is threshold-
ing the Wavelet transform coefficients by applying universal threshold proposed by
Donoho and Johnstone [14][35]. The VisuShrink threshold can be expressed by
following equation,

tF
d = σ

√
2logM (2.13)

and we will consider the noise variance, σ, as following,

σ = median(|Wc|)/0.6745 (2.14)

Where, tF
d is the VisuShrink threshold, Wc is the Wavelet coefficients in HH1 sub-

band and M is the number of pixels in the image. However, in terms of denoising, if
we threshold by VisuShrink, we get an overly smoothed image because this thresh-
old tends to be high for large values of M. Because of being high, it removes many
coefficients alongside the noise. This threshold does not perform well with the
discontinuities of the image.

• Thresholding rule:

Now, we will discuss the ways to apply the thresholds. We will discuss two different
ways to apply thresholds on DWT coefficients,

– Hard-thresholding: Hard-thresholding was proposed by Donoho[13]. In this rule,
the coefficients that are less than or equal to the threshold will be zero and the
remaining coefficient will be unchanged. This method creates artifact if the noise
coefficients are moderately large. Hard-thresholding can be expressed by following
expression,

DH(d|λ) =

 0, for|d| ≤ λ
d, for|d| > λ
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– Soft-thresholding: Soft-thresholding was also introduced by Donoho[12]. Accord-
ing to this rule, the coefficients larger than the threshold are reduced by the thresh-
old value. We can represent the Soft-thresholding by the following expression,

DS (d|λ) =


0, for|d| ≤ λ
d − λ, ford > λ
d + λ, ford < −λ


Soft-thresholding is also referred as Wavelet shrinkage, as coefficients which are larger
than threshold are being reduced toward zero. On the other hand Hard-thresholding is
either keep or remove the coefficients.

Figure 2.27 shows an example of a Wavelet denoised image. We have used Soft-thresholding
and universal threshold.

(a) Actual Image (b) Noisy Image (c) Denoised Image

Figure 2.27: Example of a Wavelet denoised image

2.25 Edge Guided Image Denoising

Edges posses critical importance to the visual appearance of the image. At the same time
as reducing noise, it is also important to preserve important features, such as edges, corners,
and other sharp structures. We will discuss some methods which gave special importance to
preserve these features. The Median filter is one of them which we discussed earlier.

2.26 Total Variation (TV) Based Filtering

If the signal possesses excessively high and spurious details, it is termed as the signal has
high Total Variation. The integral of the absolute gradient of the signal is referred to as Total
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Variation.

If u0(x, y) represents the noisy pixel value at (x, y), u(x, y) is the desired image, n(x, y)
represents the additive noise then the following equation represents the considered model,

u0(x, y) = u(x, y) + n(x, y) (2.15)

If Ω represents the set which includes all the pixel of the image, then the following is the
equation of the Median for the considered model,∫

Ω

√
u2

x + u2
ydxdy (2.16)

Excessively high and spurious details likely represent noise in the image. So, if we can
minimize the Median, it is likely that noise will also be minimized.

In this method, the denoised image is produced by minimizing the Median norm of the esti-
mated solution. A constrained minimization algorithm has been proposed [36][46] as a time-
dependent nonlinear PDE, where the constraints are determined by the noise statistics.

The constraints are following,

• ∫
Ω

dxdy =

∫
Ω

u0dxdy (2.17)

• ∫
Ω

(u − u0)2

2
dxdy = σ2 (2.18)

Here,σ represents the standard deviation of the noise n(x, y).These constraints were im-
posed using Lagrange multiplier,λ.The constrained minimization problem is the following
equation,

J(u) =

∫
Ω

√
(u2

x + u2
y)dxdy +

λ

2

∫
Ω

(u − u0)2dxdy (2.19)

If we represent the number of iteration by n and the time step by ∆t.The proposed iterative
solution to this constrained optimization problem is following,

un+1 = un + ∆t(div(
∆u
|∆u

) − λn(u − u0)) (2.20)
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2.27 Anisotropic Diffusion Filtering(ADF)

The idea [32][42][31] is to denoise the image and also preserve the edges. So, if we try to
diffuse the image in the uniform region and limit the diffusion in the presence of an edge,
highly likely, we can get better denoising. This is the idea of the anisotropic diffusion method.
Mathematically, it is the diffusion equation with a variable term to limit smoothing at the edge.
The term is a function of the gradient magnitude of the image at each pixel. The anisotropic
diffusion equation is following,

It = div(c(|∆I|)∆I) (2.21)

Here, It = δI/δt. Following function can be represented as the variable term or diffusivity
parameter,

c(|∆I|) =
1√

1 + |∆I|2

λ2

(2.22)

The function is monotonically decreasing. λ defines the threshold between the image gra-
dients that are attributed as noise and that are attributed as an edge. if we denote n as each
iteration step, the iterative formulation of the equation 1.21 is following,

It+1 = It + div(c(∆I)∆) (2.23)

The choice of λ and the number of iteration is of great importance. If the number of iteration
is less than the denoising likely will not be good and if more then image will be over-smoothed.

In Figure 2.28 the left image is the actual image. We have added Gaussian noise of mean
0 and standard deviation 10 with this image.The right image is the ADF denoised image with
number of iteration = 4, lambda= 0.1373, 0.1216,0.1098,0.1020 respectively for 4 successive
iterations.
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(a) cameraman image (b) ADF denoised image

Figure 2.28: Example of ADF denoised image

2.28 Non-local Means(NLM) Algorithm

Non-local means algorithm [5][4][6] attempts to utilize the redundancy of the natural image.
Natural image likely has lots of instances of similar blocks. NLM denoised pixel value is the
averaged value of all the pixels in the image when averaging, it imposes greater weight for
those pixels who have similar neighborhood as the current pixel values neighborhood.

In order to explain mathematically, we will denote y(i) as the observed noisy pixel value
at index i, x(i) is the original pixel value at index i, η(i) is the independent and identically dis-
tributed (i.i.d) Gaussian noise with zero mean and variance σ2

n. We will consider the following
model,

y(i) = x(i) + η(i) (2.24)

For the computational purpose, we will consider a search region rather than the whole
image and will define it by S t. If we want to denoise the pixel at index, i, then the denoised
value will be calculated as the weighted average of all grey values within the search region.
The denoised pixel value, x̂NLM(i) can be found by the following equation,

x̂NLM(i) =

∑
jεS t

w(i, j)y( j)∑
jεS t

w(i, j)
(2.25)

The weight assigned for the pixel j is denoted by w(i, j) in the above equation and can be
found by the following equation,



2.29. Variants of Non-localMeans Algorithm 29

w(i, j) =
1

Z(i)
e
−||N(i)−N( j)||22,a

h2 (2.26)

where Z(i) is the normalizing constant and can be evaluated by the following equation,

Z(i) =
∑

j

e
−||N(i)−N( j)||22,a

h2 (2.27)

Here, h is the smoothing parameter. N(i) and N( j) denotes a square neighborhood of size
P × P centered on pixel i and j respectively. The vector norm used in the above equation is
Gaussian weighted euclidean distance with standard deviation, a.

If we assign a small value for h, then the denoised pixel value will be almost as existing
noisy value, otherwise, a large h value will produce an overly smoothed pixel value.

Figure 2.29 depicts the visual performance of the NLM algorithm. The left image is the
original cameraman image. We have added Gaussian noise of mean 0 and standard deviation
of value 10 with the image. The right image is the image denoised by NLM with h = 0.0461,
s = 21 and P = 5.

(a) cameraman image (b) NLM denoised image

Figure 2.29: Example of NLM denoised image

2.29 Variants of Non-local Means Algorithm

During recent years, there were a lot of improvements on traditional Non-Local Means algo-
rithm. As we have discussed in the previous section, in the original NLM, the search window
size, S t is fixed for all the pixels. If any pixel lies in a smooth region and small window size
is applied, then the denoising will not likely be good enough and if the pixel lies in a non-
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smooth region and we apply a larger search window then, we will likely lose features. So, if
the search window size is adaptive with the region being considered, likely, we can achieve
better denoising.

In this approach[41], this window size will be adaptive for each of the pixels. In the first
step, we will utilize the traditional NLM and will get the denoised image. Let us consider it
as the basic image. Then we will calculate the Gray Level Difference(GLD) image. In GLD
image, the pixel value will be the absolute difference between the basic image pixel value and
the mean value of the neighborhood centered on that pixel. In GLD image, the pixel value will
be smaller if the region is smooth and larger otherwise. Then we will consider two thresholds
and based on these thresholds we will divide the whole image in three regions namely as large,
medium and small region. We will apply a larger window size for the pixels which fall into the
large region, medium for medium region pixels and smaller for small region pixels. Finally, we
will apply NLM with these adaptive search window sizes. This approach helps us preserving
some image details and gives us slightly better results in terms of PSNR with the expense of
using original NLM in the first step.

The original NLM algorithm uses a Gaussian weighted template with fixed weight coeffi-
cients for all the pixels in the neighborhood. This fixed weights can be susceptible to noise and
when calculating the average, highly likely, that it will affect the denoising performance. So, if
we can make this weight template adaptive with the noise level, we may get a better result.

In this approach[29], the Gaussian weight coefficient will be adjusted with the Laplace
operator. In this approach at first, we will denoise the noisy image with traditional NLM. Let
us call this denoised image as a basic image. In the basic image, if in any point still, noise
exists then, the Laplace operator at that point will be of large intensity. Now, we will divide
the neighborhood into some disjoint regions. We will calculate the weight of each region by
utilizing the gradient and Laplace information. Now we will get a new weighting factor matrix
by multiplying the original Gaussian weighting coefficient matrix with the weight matrix we
calculated. Finally, we will apply NLM with this new weighting factor matrix. This method
also shows better results in terms of both visually and PSNR and also preserves more textures
and edges than original NLM with the expense of using original NLM in the first step.

2.30 Block Matching and 3D(BM3D) Filtering Based Denois-
ing

At first, we will explain the algorithm stepwise in details and then we will summarise the
algorithm in simple steps.
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Now, let us consider the following image model,

z(x) = y(x) + η(x) (2.28)

Here, x is the 2D spatial coordinate in the image. z(x) is the noisy pixel value at x and y(x)
is the true pixel value at x and η is i.i.d zero mean Gaussian noise with variance σ2.

Figure 2.30 shows the block diagram of the BM3D algorithm.

Figure 2.30: BM3D Block Diagram

We will use fragments, blocks, patches interchangeably. The algorithm works in two steps,

2.31 BM3D First Step

• Grouping and collaborative hard-thresholding:
We want to utilize both of the intra-fragment correlation and inter-fragment correlation.
We want to make a data structure which will be able to utilize both of these. We will
denote this data structure as group and we will make this group for each of the fragments
in the whole image. Now, in order to explain better, let us consider a current fragment
of size Nht

1 × Nht
1 for which we want to make a group. We will consider each of the

fragment of size Nht
1 × Nht

1 inside the search window, centered on the current patch and
let us define each of them as a reference fragment. Now, we will measure the distance of
each of the reference fragment with the current fragment. This distance measurement is
called d-distance and can be expressed by the following equation,
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dnoisy(ZxR,Zx) =
||ZxR − Zx||

2
2

(Nht
1 )2

(2.29)

Here, ZxR is the noisy reference block and Zx is the current block. ||.||2 denotes as l2-norm.

We will form a set of similar blocks for this current block by the following equation,

S ht
xR = xεX : d(ZxR,Zx) ≤ τht

match (2.30)

Here, S ht
xR is the set of all similar blocks for this current block and τht

match is the maximum
d-distance for which two blocks are considered similar. Now, we will stack all these
similar blocks in this set alongside the current block and will get a 3D data structure
which we will call as group.This step is Block Matching(BM). Figure 2.31 can well
explain how we are grouping.

Figure 2.31: grouping and collaborative thresholding

Collaborative filtering is a very important step in this algorithm. We will choose a 3D
transform or separable 2D+1D transform which is capable of utilizing the inter-fragment
and intra-fragment correlation and provide us with sparse representation.
Sparse representation is another very important aspect of this algorithm. Sparse repre-
sentation is to represent the data as coefficients such that most of the coefficient turns
to almost zero or zero. Sparse representation helps to reduce redundancy and express
correlation, we also want to detect the correlation between the pixels in the current frag-
ment and also between the current and reference fragments. In this algorithm, after the
3D transform, we will hard-threshold the coefficients to get sparse representation. After
the hard-thresholding, we will inverse the 3D transform to get the spatial values from the
transformed coefficients. The process can be described by the following equation,

ŶS ht
xR

= τht−1

3D (γ(τht
3D(ZS ht

xR
)) (2.31)
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Here, γ is a hard-thresholding operator, τht
3D is the 3D transform, τht−1

3D is the inverse 3D
transform, ŶS ht

xR
is the 3D array of block-wise estimate we are getting after the collabora-

tive filtering.

• Aggregation: Now as we are considering overlapping blocks, we will have multiple
estimates for the same pixel. We will denote the final estimate of the first step as the basic
estimate for each of the pixels. We will perform aggregation to get the basic estimate for
each of the pixels. To find the basic estimate, ŷbasic for each of the pixel x, we will
perform weighted average of the block-wise estimates ŶS ht

xR
using the weights wht

xR. If
we can reduce the effect of the estimate which is coming from of noisier block at times
of averaging, it is highly likely that we will get a better estimate. So, we will consider
that a noisier block would have a larger sample variance. So, if we reward the estimate
coming from the noisier block with low weight, likely, we will get a better estimate. So,
we will consider our weight inverse proportionately to the total sample variance of the
corresponding block-wise estimates. Our considered weight can be understood by the
following equation,

wht
xR =

 1
σ2NxR

har
, if N xR

har ≥ 1

1, otherwise


Here, N xR

har is the number of non-zero coefficients after hard-thresholding. We can calcu-
late the basic estimate for each of the pixels by the following equation,

ŷbasic(x) =

∑
xRεX

∑
xmεS ht

xR

wht
xRŶht,xR

xm∑
xRεX

∑
xmεS ht

xR

wht
xRχxm(x)

,∀xεX (2.32)

Here, χxm : X → {0, 1} is the characteristic function of the square support of a block
located at xmεX, the blockwise estimates Ŷht,xR

xm are zero outside their support.

In the figure below, the left image is the actual cameraman image, the middle image is the
noisy cameraman image corrupted by Gaussian noise of mean 0 and standard deviation 10 and
the right image is the denoised image after the first step.
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(a) cameraman image (b) Noisy image (c) Denoised image

2.32 BM3D Second Step

After performing the first step, we have a basic estimate for all the pixels. We will denote this
image as the basic image.

• grouping and collaborative filtering: We will form the group of similar blocks in the
same as we have done in the previous step and can be expressed by following,

S wie
xR =

||Ŷbasic
xR − Ŷbasic

x ||22

(Nwie
1 )2

< τwie
match∀xεX (2.33)

Here, Ŷbasic
x is the considered current block of size Nwie

1 × Nwie
1 from basic image, Ŷbasic

xR

is the reference block of same size ,S wie
xR is the set of all blocks which has normalized

squared l2 distance between Ŷbasic
xR and Ŷbasic

x less than threshold, τwie
match. Now, according

to the set, S wie
xR we will form two groups respectively from the basic image and noisy

image and denote them as following,

– Ŷbasic
S wie

xR
by stacking together the basic estimate blocks Ŷbasic

xεS wie
xR

.

– ZS wie
xR

by stacking together the basic estimate blocks ZxεS wie
xR

.

Let us define the Wiener shrinkage coefficients as following,

WS wien
xR

=
|τwie

3D (Ŷbasic
S xR

)|2

|τwie
3D (Ŷbasic

S xR
)|2 + σ2

(2.34)

Here, WS wien
xR

is the Wiener shrinkage coefficients for the set S wien
xR . We will perform the

collaborative Wiener filtering of ZS wie
xR

by element-by-element multiplication of the 3D
transform coefficients τwie

3D (ZS wie
xR

) of the noisy data with the Wiener shrinkage coefficients
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WS
wie
xR . We will inverse transform to get actual coefficients from the transformed coeffi-

cients by following equation, τwie
3D (Ŷbasic

S xR
) consists the 3D transform coefficients of Ŷbasic

S xR
.

Ŷwie
S wie

xR
= τwie−1

3D (WS wie
xR
τwie

3D (ZS wie
xR

)) (2.35)

Now, Ŷwie
S wie

xR
is the group of block-wise estimates.

• Aggregation: As we have considered overlapping blocks, we might have multiple esti-
mates for the same pixel. We can find the final estimate using the same procedure as we
have used in the aggregation portion of the first step. For this step, the weight we will
use is following,

wwie
xR = σ−2||WS wie

xR
||−2

2 (2.36)

Now, We will get the final estimate, ŷ f inal by a weighted average of the block-wise esti-
mates, Ŷwie

S wie
xR

using the weights described in the above equation for each of the pixels.

In the figure below, the left image is the actual cameraman image and the middle image is
the noisy cameraman image corrupted by Gaussian noise of mean 0 and standard deviation of
10 and the right image is the final denoised image by BM3D algorithm.

(a) cameraman image (b) Noisy image (c) Denoised image

Now, we will summarise the whole algorithm in simple steps,

1. Step 1. Getting the basic image

(a) Block-wise estimates:

i. grouping:

A. Find the blocks which are similar to the currently processing block

B. stack them alongside the current processing one to form group.
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ii. Collaborative hard-thresholding:

A. Apply a 3D transform on the group.

B. In order to attenuate the noise, apply hard-thresholding on the transform
coefficients.

C. To produce estimates for all grouped blocks, invert the transform

D. Return the estimates of the blocks to their original positions.

(b) Aggregation: Compute the basic estimate for all the pixels by weighted averaging
all of the obtained block-wise estimates that are overlapping.

2. Step 2. Final estimate: Use the basic image to perform grouping and collaborative
Wiener filtering

(a) Block-wise estimates:

i. grouping:

A. Find the location of blocks that are similar to the current processing block.

B. Form two groups using these locations, one from the basic image and one
from the noisy image.

ii. Collaborative Wiener filtering:

A. Apply a 3D transform on both groups.

B. Using the energy spectrum of the basic image as true energy spectrum for
Wiener filter, perform Wiener filtering on the noisy group.

C. Apply inverse 3D transform on the filtered coefficients to produce final
estimates.

D. Return the estimates of the blocks to their original positions.

(b) Aggregation: Compute the final estimate for all the pixels by weighted averaging
all of the obtained block-wise estimates that are overlapping.

We will discuss the limitations of BM3D and some recent approaches to improve perfor-
mance in the next section.

2.33 Improvements of BM3D

Although BM3D shows better denoising performance than most of the denoising methods in
literature[2] in most of the image scenarios, some further improvement happened in recent
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years. The authors Dabov et al.[7] who proposed BM3D extended their algorithm for color
images [10].

Discrete cosine transform(DCT)[39][1] is representing the image in terms of sum of dif-
ferent cosine functions of different frequencies. Two-dimensional separable DCT possesses
very good energy compaction properties and is a very efficient transform in order to achieve
a sparse representation. However, if there are edges and singularities, then sparsity perfor-
mance degrades[18]. So,the authors here [18] proposed to use the shape-adaptive dct(SA-
DCT)[37][38] to process the arbitrarily shaped image segments where the underlying signal
is uniform. SA-DCT has adaptive support and computed by cascaded application of varying-
length DCT transforms on the columns and on the rows respectively for the region. The authors
have utilized the Anisotropic Local Polynomial Approximation(LPA)-Intersection of Confi-
dence Intervals(ICI) [26][25][19] technique to decide the adaptive support. In this technique, a
varying-scale family of directional-LPA convolution kernels is used to produce a set of direc-
tional varying scale estimates for every specified direction. These estimates are then compared
by ICI rule to get an adaptive scale for every direction. These estimates altogether in an adap-
tive convex combination provides us with the final anisotropic LPA-ICI estimate. Although
this work itself is a separate denoising algorithm we are discussing it here because the authors
later have used this approach with BM3D[8]. In this work, authors have decided the adaptive
support for the transform with LPA-ICI technique and used the SA-DCT as the 3D transform
of BM3D in both of the steps.

In order to improve the sparsity more, the authors proposed PCA on the adaptive shape
neighborhood decided by LPA-ICI technique in this paper [9] as a part of the employed 3-
D transform. From groups of similar adaptive-shape neighborhoods, an empirical second-
moment matrix is formed and utilizing the eigenvalue decomposition of that matrix the PCA
bases are formed. Depending on a threshold, in some cases, the SA-DCT is used and for some
cases, the above mentioned PCA is used.

As the performance of BM3D degrades when the standard deviation of noise reaches 40, in
this paper [11] the authors proposed to combine tetrolet prefiltering with BM3D when the noise
is strong. They have proposed to use tetrolet transform in the first step of BM3D to remove
part of the noise before Wiener filtering. Tetrolets are adaptive haar-type Wavelet filter bank
whose supports are the shapes called tetrominoes[27].

In this paper [17], after decomposing the bm3d restored image into three orthogonal sub-
bands, authors have observed that in the subband of the high-frequency component where the
Wavelet coefficients are less than a given threshold, some textures of the original image are
lost during denoising. Because of this loss, the Peak Signal to Noise Ratio(PSNR) in that band
becomes less and as a result, the PSNR of the whole denoised image is becoming less.
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, In order to increase the PSNR in this subband authors, have utilized directed diffusion.
Directed diffusion equation is proposed by illner et.al [23]. Directed diffusion equation aims at
finding an intermediate approximation between the noisy image and the initial approximation
image of the original image[46]. The initial approximation of the original image is formed
from all the known prior information. Directed Diffusion can be effective in protecting edges
[45]. The final processed image maintains lots of known information from the approximation
image but also deviates less from the noisy image [40].

Authors have used the anisotropic diffusion operator instead of the isotropic diffusion op-
erator and used two different coefficients in this case. Utilizing the directed diffusion authors
have diffused the estimated high-frequency subband image which is less than the threshold to
the noisy version of it in order to get an intermediate estimate between them. This approach
produced almost the same result as BM3D if the considering image has fewer edges and more
uniform areas and if the noise level is smaller but better results if otherwise in terms of PSNR.

The performance of BM3D degrades significantly when the noise standard deviation reaches
40[22]. The authors of BM3D pointed the erroneous grouping as the reason and proposed to
use coarse prefiltering before measuring the block-distance. Coarse prefiltering is applying a
2D linear transform on both blocks and then hard-thresholding the coefficients and then mea-
suring the d-distance. The authors have also proposed to use the 2D DCT transform instead
of 2D-Bior1.5 Wavelet transform and increasing the block size from 8 to 12. However, these
approach results in producing more artifacts and increasing time complexity. In this paper
[22] the authors proposed to increase the maximum number of blocks allowed in the group,
increase the threshold. not using the DCT transform and decrease the block size. The au-
thors have argued that the maximum allowed number of blocks in the group should be more
when the noise is of the higher standard deviation to make sure that there are enough blocks to
improve denoising.

The Wiener filter can be considered as the core of BM3D [21]. In this approach, [21] the
authors have used the Structural Similarity Measure[43] as the objective function of the Wiener
filter. In the original BM3D algorithm the objective function of the Wiener filter is Mean Square
Error(MSE). In this paper, the authors have also shown that using an MSE optimized Wiener
filter can provide us with misleading visual results. Furthermore, they have also proposed 3D
Zigzag thresholding for the dc-only profile. If the 3D-DCT is used as 3D transform the authors
have termed this as the dc-only profile of BM3D. 3D zigzag thresholding is using little or no
thresholding for on the DC transform coefficients and first few AC coefficients and increasingly
higher thresholding for the rest of AC coefficients.

In original BM3D hard-thresholding is used for thresholding which is fixed. So, if we use
a threshold which will be adaptive we might get some improvements. In this paper[33] the
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authors have proposed a different way of thresholding which will be adaptive to the sparsity
level of Wavelet coefficients. In [33] the authors have shown that when the noise power is
large, block matching becomes unreliable. Because of the incorrect choice of similar blocks,
Wavelet transform coefficients are less sparse and loss of original information happens. So,
they proposed to use hard-thresholding if the sparsity level is better and use Smooth Sigmoid-
Based Shrinkage(SSBS) function[3] otherwise. When the sparsity level is better, the higher
and lower coefficients are well separated, we can use hard-thresholding. But when the higher
and lower components are not well separated, SSBS function provides us a way to control
independently the amount of attenuation for small, medium and large Wavelet coefficients.

As we have described earlier the original BM3D algorithm utilizes hard-thresholding, in
this paper [34], the authors have proposed to use a modified soft-thresholding and a Wavelet
decomposition scale-dependent threshold. The Wavelet transform can concentrate the signal
energy in a few large coefficients and noise energy is distributed throughout the Wavelet do-
main. So, the larger coefficients of the Wavelet transform likely consists of almost all of signal
and smaller coefficients are likely consists of noise. So, hard-thresholding gets rid of all those
smaller coefficients. But, the larger coefficients also have noises inside them. So, if we use
the soft-thresholding then that noise inside those larger coefficients can likely be reduced. But,
the soft-thresholding provides us with a fixed bias with respect to both Wavelet coefficient
value and Wavelet decomposition level. Now, if we reduce the larger coefficients by this fixed
amount, we might lose some signals as well. So, in order to improve the quality of threshold-
ing, the authors have proposed a new thresholding rule which has an adaptive bias and also
proposed a new scale-dependent threshold.

In order to better utilize the local sparsity of Wavelet coefficients and non-local similarity
of grouped blocks, in this approach [47], the authors have removed the 1D transform used in
the original BM3D algorithm. They have introduced the nonlocal centralization prior. Three
nonlocal shrinkage functions have been proposed with different norms.

In this approach [44] the authors proposed a new convolutional neural network which fol-
lows the same computation pipeline as BM3D AND termed as BM3D-Net. The BM3D-Net
consists of five layers: extraction layer, convolution layer, nonlinear transform layer, convolu-
tion layer, aggregation layer. The extraction layer corresponds to the block matching step, the
next convolution layer, nonlinear transform layer, and convolution layer correspond to the 3D
transform and thresholding of BM3D and aggregation layer implements the aggregation step
of BM3D.
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Methodology

In this chapter, we will discuss our proposed method to improve the performance of BM3D in
details and some experimental results based on our idea.

3.1 3D processing

3D processing plays a significant part in the denoising performance of BM3D. One of the pe-
culiarities of natural images is the existence of mutually similar patches throughout the image.
BM3D algorithm relies heavily on two types of correlation[7]:

• Intra-patch correlation: Intra-patch correlation means the correlation which can be found
between the pixels of each patch.

• Inter-patch correlation: Inter-patch correlation means the correlation which appears be-
tween corresponding pixels of two patches.

To exploit these two types of correlation, BM3D algorithm calculates the d-distance between
every two patches in the neighborhood to find out the mutually similar patches. To explain this
procedure in details, we will consider a similar model as we described in Section 2.30.

The equation below represents our considered model,

Z(x) = Y(x) + η(x) (3.1)

Here, x is the 2D spatial coordinate in the image, Z(x) is the noisy pixel value at location x,
Y(x) is the true pixel value at location x and η is i.i.d. (independent and identically distributed)
zero mean Gaussian noise with variance σ2.

BM3D aims at utilizing both intra-patch and inter-patch correlations. BM3D makes a data
structure which will be able to utilize both of these. This data structure is termed as group

40
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and BM3D makes a group for each of the patches in the whole image. Now, to explain better,
let us consider a current patch of size Nht

1 × Nht
1 for which we want to make a group. BM3D

will consider each of the patches of size Nht
1 × Nht

1 inside a predefined search window, centered
at the current processing patch and let us define each of them as a reference patch. Now, the
distance between the current processing patch and each reference patch is calculated. This
distance measurement is termed as d-distance and can be expressed by the following equation,

d-distance(ZxR,Zx) =
||ZxR − Zx||

2
2

(Nht
1 )2

(3.2)

Here, ZxR is the noisy reference patch, Zx is the current processing patch, d-distance(ZxR,Zx)
is the l2-norm.

BM3D forms a set of similar patches for this current processing patch by the following
equation,

S ht
xR = xεX : d-distance(ZxR,Zx) ≤ τht

match (3.3)

Here, S ht
xR is the set of all similar patches for this current patch and τht

match is the maximum
d-distance for which two patches will be considered similar. Now, the algorithm stacks all
these similar patches in this set alongside the current processing patch and forms a 3D data
structure which is termed as group.

Now, after forming the 3D data structure BM3D chooses a suitable separable 3D transform
(2D+1D) to perform on this data structure. The chosen transform is capable of exploiting
intra-patch correlation and inter-patch correlation.

ỸS ht
xR

= τht
3DZS ht

xR
(3.4)

Here, τht
3D is the 3D transform, ỸS ht

xR
is the 3D array of patch-wise estimates we are getting

after the transform

3.2 Our suggested method

As we mentioned in Section 3.1, BM3D algorithm focuses on exploiting the intra-patch and
inter-patch correlations. The BM3D algorithm can completely exploit these correlations if it
can find enough mutually similar patches. If BM3D can not find enough similar patches, it
would not be able to perform to its full potential.

We consider that if the BM3D scheme can not find eight or more similar patches for a
current processing patch, this current processing patch will not have enough mutually similar
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patches to exploit the inter-patch correlation. Hence, if we combine these patches to form a 3D
data structure and perform 3D transform, it is highly likely that it would not produce a good
estimation.

Therefore, we suggest that if BM3D algorithm can not find eight or more similar patches
for a current processing patch, we will perform a 2D transform rather than a 3D transform; we
will perform a 2D Discrete Wavelet transform on the current processing patch rather than a 3D
transform.

We will consider the same model we have described in Section 3.1. We will measure the
d-distance of all the reference patches from the current processing patch for each of the current
processing patch using Equation 3.2. We will form a set of similar patches for each of the
current processing patch. We will consider a reference patch as a similar patch for a current
processing patch if the d-distance between them is less than a predefined threshold,τht

match.
The number of similar patches for each current processing patch is determined. If the

number of similar patches is less than eight, we will not make a 3D data structure for the patch
instead, we will perform a 2D transform on these patches. Otherwise, we will make a 3D
data structure for the current processing patch by stacking the similar patches and the current
processing patch altogether and perform 3D transform similar to the BM3D algorithm.

If we consider the patch as Zx, τht
2D as the 2D transform and Ỹx

ht as the estimate which we
will get after the 2D transform then, the equation below represents the procedure,

Ỹx
ht

= τht
2D(Zx) (3.5)

Then, we will threshold the transformed coefficients for all the transformed patches (2D
and 3D) and inverse the transform to get the estimates. Then we will aggregate these estimates
to calculate the basic estimate for each pixel. The aggregation procedure can be represented by
the equation 2.32. This will give us the denoised image after the first step.

After getting the final images from the first step, we will perform the second step of the
BM3D scheme as described in Section 2.32. Lastly, we will get the final denoised image.

We will summarise our proposed method in simple steps below,

1. We will take the noisy image as input.

2. Then we will perform the d-distance measurement to find out the number of similar
patches for each of the image patches.

• If the number of similar patches is less than eight:

– we will perform a 2D transform on the current processing patch.

– we will threshold the transformed coefficients and inverse the 2D transform.
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• If the number of similar patches is equal to or more than eight:

– we will perform a 3D transform on the group.

– we will threshold the coefficients and inverse the 3D transform.

3. We will aggregate all the estimates for each of the pixels and calculate the basic estimate.

4. Then we will perform the second step of BM3D and eventually, we will get our final
denoised image.

Figure 3.2, Figure 3.3, Figure 3.4 and Figure 3.5 show four examples demonstrating
the performance of 2D and 3D transformation when having less than eight similar patches. In
these images, we marked the region by a blue square so that we can recognize those patches.

Figure 3.2, Figure 3.3, Figure 3.4, Figure 3.5 visually showed that the denoising of
these patches becomes better if we perform 2D transform instead of 3D transform. In the next
chapter, we will show detailed experimental results based on our suggested method.
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Figure 3.1: Block Diagram of our suggested method
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(a) (b) (c)

(d) (e)

(f) (g)

Figure 3.2: (a) Original image (b) Noisy image corrupted by gaussian noise of level 100 (c)
Denoised image produced by BM3D (d) Original patch located at row 201 and column 185 (e)
Noisy patch (f) the patch after 3D transform (g) the patch after 2D transform; we have marked
the patch by blue square in the corresponding images
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(a) (b) (c)

(d) (e)

(f) (g)

Figure 3.3: (a) Original image (b) Noisy image corrupted by gaussian noise of level 100 (c)
Denoised image produced by BM3D (d) Original patch located at row 209 and column 41(e)
Noisy patch (f) the patch after 3D transform (g) the patch after 2D transform; we have marked
the patch by blue square in corresponding images
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(a) (b) (c)

(d) (e)

(f) (g)

Figure 3.4: (a) Original image (b) Noisy image corrupted by gaussian noise of level 60 (c)
Denoised image produced by BM3D (d) Original patch located at row 9 and column 225 (e)
Noisy patch (f) the patch after 3D transform (g) the patch after 2D transform; we have marked
the patch by blue square in corresponding images
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(a) (b) (c)

(d) (e)

(f) (g)

Figure 3.5: (a) Original image (b) Noisy image corrupted by gaussian noise of level 100 (c)
Denoised image produced by BM3D (d) Original patch located at row 249 and column 249 (e)
Noisy patch (f) the patch after 3D transform (g) the patch after 2D transform; we have marked
the patch by blue square in corresponding images



Chapter 4

Experimental Results

In this chapter, we will discuss some of the experiments and results of our suggested technique
to improve the performance of BM3D. Initially, we will discuss the data set of images we have
used for those experiments. Then we will discuss the performance metrics we have used to
measure the performance of our suggested technique. Finally, we will discuss our conducted
experiments in details and visually inspect the results produced from them.

4.1 Data Sets

For all the experiments performed in this chapter, we will use the eight standard images (Lena,
Boats, Goldhill, Man, Barbara, Peppers, Couple, and Baboon) shown in Figure ??. BM3D
performs better when the input image is textured, e.g, Baboon and Barbara because the algo-
rithm can find lots of similar patches which facilitates collaborative filtering [22]. On the other
hand, if the image does not contain enough similar patterns, the performance of BM3D gets de-
graded. So, we have chosen these set of images which contain both textured and non-textured
images.

4.2 Performance Measurement Metric

To measure the performance of our experimented method in comparison with the performance
of BM3D, we have considered the Peak Signal to Noise Ratio (PSNR) measure as our perfor-
mance metric. Besides, we will subjectively evaluate the results of our proposed scheme and
compare them with the results of the BM3D scheme.

49



50 Chapter 4. Experimental Results

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4.1: Test Images: (a) Lena (b) Boats (c) Goldhill (d) Man (e) Barbara (f) Peppers (g)
Couple (h) Baboon

4.2.1 Peak Signal to Noise Ratio (PSNR)

The PSNR can be represented by the following equation,

PS NR = 10 × log10(
MAX2

I

MS E
) (4.1)

Here, MAXI is the maximum intensity of the image and MSE is the mean square error. We
can represent MSE by the following equation,

MS E =
1

M × N

M∑
i=1

N∑
j=1

(y(i, j) − ŷ(i, j))2 (4.2)

Here, y(i, j) is the true pixel value at (i, j) coordinate, ŷ(i, j) is the estimated pixel value, M
is the number of rows and N is the number of columns in the image. A higher PSNR value
represents a better-denoised image.

4.2.2 Subjective Fidelity Criteria

We will show the denoised images produced by both BM3D and our experimented method so
that we can visually compare the performance of both of them.
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4.3 Programming Language and Hardware details

We have used C++ as our programming language in all of our experiments. We have used
HP pavilion g6 as our hardware for all of our experiments. We have used Intel(R) Core(TM)
i5-2450M CPU @ 2.50GHz as the processor and the machine had 4GB memory.

4.4 Experimented Results

We have performed both BM3D and our experimented method on all the images in Figure ??
for noise levels 10, 20, 30, 40, 50, 60, 70, 80, 90 and 100. Table 4.1 and Table 4.2 show the
individual PSNR of all denoised images for all noise levels produced by both BM3D and our
experimented method in two different cases namely, Case 1 and Case 2.

• Case 1:
In this case, when we will get the number of similar patches less than or equal to two for
a current processing patch we will perform a 2D transform on this patch instead on 3D
processing. Otherwise, we will perform 3D processing on the patch.

• Case 2:
In this case, when we will get the number of similar patches less than or equal to four
for a current processing patch we will perform 2D transform on this patch instead on 3D
processing. Otherwise, we will perform 3D processing on the patch.

We have also shown the average PSNR of all the denoised images produced by both BM3D
and our experimented method in each of the noise levels in Table 4.1 and Table 4.2.

If we observe the results in Table 4.1 and Table 4.2 for all sigma level, we can notice
that we achieve better PSNR improvement for all noise levels. BM3D has a sharp drop in
denoising performance [22] for noise level equal and greater than 40. When the noise level
is high, BM3D struggles to find similar patches [22]. When BM3D struggles to find similar
patches, it can not exploit the intra-patch correlation [7]. To denoise these patches, we do not
rely on similar patches as they might not be similar enough. So, we are denoising based on
only inter-patch correlation which is giving us better denoising performance than the original
BM3D. Although we can observe significant improvement for all noise levels, we can observe
slightly better denoising performance for high noise levels.

Table 4.3 shows the average PSNR comparison between BM3D, experimented method
case 1 and experimented method case 2. From Table 4.3, we can observe that both experi-
mented cases produce better denoising performance than BM3D for all images and all noise
levels.
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Table 4.1: Comparison of PSNR of BM3D and Experimented Method Case 1: Applying 2D
processing when having number of similar patches less than or equal to two. Exp: The PSNR
of the denoised image produced by our experimented method, Imp: PSNR difference between
the denoised images produced by our experimented method and the BM3D method in dB

σ Lena Boats Goldhill Man Barbara Peppers Couple Baboon Average
10 BM3D 35.07 33.23 32.62 32.20 33.25 34.71 32.23 30.26 32.95

Exp 35.37 33.91 33.13 32.70 33.79 35.09 33.00 30.95 33.49
Imp 0.30 0.68 0.51 0.50 0.54 0.38 0.77 0.69 0.54

20 BM3D 31.08 29.52 29.35 28.72 29.35 30.75 28.43 26.51 29.21
Exp 31.57 30.04 29.70 29.17 29.90 31.32 29.13 27.12 29.74
Imp 0.49 0.52 0.35 0.45 0.55 0.57 0.70 0.61 0.53

30 BM3D 28.95 27.34 27.52 26.80 26.94 28.59 26.32 24.93 27.17
Exp 29.61 28.02 27.87 27.29 27.88 29.07 27.02 25.23 27.75
Imp 0.66 0.68 0.35 0.49 0.94 0.48 0.70 0.30 0.58

40 BM3D 27.45 25.84 26.32 25.55 25.37 26.83 24.97 23.92 25.78
Exp 27.96 26.48 26.68 25.97 26.26 27.48 25.57 24.27 26.33
Imp 0.51 0.64 0.36 0.42 0.89 0.65 0.60 0.35 0.55

50 BM3D 26.28 24.71 25.30 24.52 23.98 25.60 24.00 23.34 24.72
Exp 26.84 25.46 25.83 24.91 25.00 26.04 24.49 23.59 25.27
Imp 0.56 0.75 0.53 0.39 1.02 0.44 0.49 0.25 0.55

60 BM3D 25.09 23.81 24.53 23.70 23.00 24.50 23.27 22.87 23.85
Exp 25.91 24.54 25.07 24.29 24.10 25.24 23.84 23.03 24.50
Imp 0.82 0.73 0.54 0.59 1.1 0.74 0.57 0.16 0.65

70 BM3D 24.47 23.26 23.88 23.14 22.15 23.57 22.56 22.47 23.19
Exp 25.08 23.83 24.47 23.82 23.18 24.50 23.13 22.65 23.83
Imp 0.61 0.57 0.59 0.68 1.03 0.93 0.57 0.18 0.64

80 BM3D 24.01 22.62 23.42 22.54 21.65 23.11 22.02 22.06 22.68
Exp 24.64 23.34 23.97 23.22 22.36 23.82 22.74 22.38 23.30
Imp 0.63 0.72 0.55 0.68 0.71 0.71 0.72 0.32 0.62

90 BM3D 23.11 22.30 22.74 22.10 21.05 22.73 21.72 21.73 22.19
Exp 23.93 22.92 23.42 22.51 21.88 23.42 22.31 22.11 22.81
Imp 0.82 0.62 0.68 0.41 0.83 0.69 0.59 0.38 0.62

100 BM3D 22.60 21.60 22.20 21.52 20.60 21.75 21.21 21.46 21.62
Exp 23.50 22.45 23.07 22.38 21.29 22.61 21.91 21.90 22.39
Imp 0.90 0.85 0.87 0.86 0.69 0.86 0.70 0.44 0.77
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Table 4.2: Comparison of PSNR of BM3D and Experimented Method Case 2 : Applying 2D
processing when having number of similar patches less than or equal to four. Exp: The PSNR
of the denoised image produced by our experimented method, Imp: The PSNR difference
between the denoised images produced by our experimented method and the BM3D method in
dB

σ Lena Boats Goldhill Man Barbara Peppers Couple Baboon Average
10 BM3D 35.07 33.23 32.62 32.20 33.25 34.71 32.23 30.26 32.95

Exp 35.38 33.94 33.20 32.72 33.75 35.00 33.03 30.94 33.50
Imp 0.31 0.71 0.58 0.52 0.50 0.29 0.80 0.68 0.55

20 BM3D 31.08 29.52 29.35 28.72 29.35 30.75 28.43 26.51 29.21
Exp 31.69 30.03 29.80 29.18 29.98 31.39 29.12 26.98 29.77
Imp 0.61 0.51 0.45 0.46 0.63 0.64 0.69 0.47 0.56

30 BM3D 28.95 27.34 27.52 26.80 26.94 28.59 26.32 24.93 27.17
Exp 29.44 27.95 27.91 27.35 27.96 29.12 27.12 25.24 27.76
Imp 0.49 0.61 0.39 0.55 1.02 0.53 0.80 0.31 0.59

40 BM3D 27.45 25.84 26.32 25.55 25.37 26.83 24.97 23.92 25.78
Exp 27.90 26.61 26.76 25.93 26.34 27.42 25.59 24.27 26.35
Imp 0.45 0.77 0.44 0.38 0.97 0.59 0.62 0.35 0.57

50 BM3D 26.28 24.71 25.30 24.52 23.98 25.60 24.00 23.34 24.72
Exp 26.94 25.58 25.75 25.12 24.84 26.12 24.50 23.50 25.29
Imp 0.66 0.87 0.45 0.60 0.86 0.52 0.50 0.16 0.58

60 BM3D 25.09 23.81 24.53 23.70 23.00 24.50 23.27 22.87 23.85
Exp 25.86 24.48 25.19 24.31 24.00 25.29 23.80 23.08 24.50
Imp 0.77 0.73 0.66 0.61 1.0 0.79 0.53 0.21 0.66

70 BM3D 24.47 23.26 23.88 23.14 22.15 23.57 22.56 22.47 23.19
Exp 25.17 23.82 24.39 23.70 23.16 24.44 23.19 22.70 23.82
Imp 0.70 0.56 0.51 0.56 1.01 0.87 0.57 0.23 0.63

80 BM3D 24.01 22.62 23.42 22.54 21.65 23.11 22.02 22.06 22.68
Exp 24.46 23.22 23.93 23.14 22.52 23.78 22.77 22.38 23.28
Imp 0.45 0.60 0.51 0.60 0.87 0.67 0.75 0.32 0.60

90 BM3D 23.11 22.30 22.74 22.10 21.05 22.73 21.72 21.73 22.19
Exp 24.09 22.90 23.49 22.77 21.82 23.15 22.28 22.04 22.82
Imp 0.98 0.60 0.75 0.67 0.77 0.42 0.56 0.31 0.63

100 BM3D 22.60 21.60 22.20 21.52 20.60 21.75 21.21 21.46 21.62
Exp 23.45 22.44 23.10 22.11 21.39 22.49 21.88 21.83 22.34
Imp 0.85 0.84 0.90 0.59 0.79 0.74 0.67 0.37 0.72



54 Chapter 4. Experimental Results

Table 4.3: Comparison of average PSNR(dB) of BM3D, Experimented Method case 1: (Ap-
plying 2D processing when having number of similar patches less than or equal to two), Ex-
perimented Method Case 2: (Applying 2D processing when having number of similar patches
less than or equal to four)

σ
BM3D

Average PSNR

Experimented
Average

PSNR(Case : 1)

Improvement
in

Case: 1

Experimented
Average

PSNR(Case: 2)

Improvement
in

Case: 2
10 32.95 33.49 0.54 33.50 0.55
20 29.21 29.74 0.53 29.77 0.56
30 27.17 27.75 0.58 27.76 0.59
40 25.78 26.33 0.55 26.35 0.57
50 24.72 25.27 0.55 25.29 0.57
60 23.85 24.50 0.65 24.50 0.65
70 23.19 23.83 0.64 23.82 0.63
80 22.68 23.31 0.63 23.28 0.60
90 22.19 22.81 0.62 22.82 0.63

100 21.62 22.39 0.77 22.34 0.72

Although the amount is negligible, we can observe that our experimented method case
1 produces better denoising performance than experimented method case 2, especially at high
noise levels. In our experimented method case 2, if we find any patch which has similar patches
less than or equal to four, we perform 2D processing on those patches. This method should
produce better denoising performance than experimented method case 1. But, when we get four
similar patches, it might be better, in some cases, to process those patches with 3D processing
rather than 2D processing, especially at low noise levels.

Table 4.4 and Table 4.5 shows the runtime difference between BM3D and our experi-
mented method in seconds. Both of these tables show that our experimented methods produces
less runtime than BM3D. On average, our experimented method case 1 produced 0.99% and
case 2 produced 1.08% reduced runtime than original BM3D.

Table 4.6 shows the percentage of the number of patches having two similar patches and
Table 4.7 shows the percentage of the number of patches having two or four similar patches.
Both of these tables show that the percentage is more for higher noise levels. The Euclidean
distance increases for higher noise levels which makes it difficult to find a similar patch.

4.5 Visual Comparison

Figure 4.10 shows a visual comparison between the denoising performance of our experi-
mented method case 1 and the denoising performance of original BM3D. If we compare the
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Table 4.4: Comparison of runtime (seconds) of BM3D and Experimented Method case 1:
Applying 2D processing when having number of similar patches less than or equal to two, Exp:
The runtime(seconds) of the denoised image produced by our experimented method case 1,
Imp: runtime (seconds) difference between the denoised images produced by our experimented
method and the BM3D method

σ Lena Boats Goldhill Man Barbara Peppers Couple Baboon Average
10 BM3D 44.62 51.87 49.54 57.88 48.33 57.71 49.92 56.09 52.00

Exp 44.32 51.07 49.15 57.25 47.89 57.11 49.29 55.50 51.45
Imp 0.30 0.80 0.39 0.63 0.44 0.60 0.63 0.59 0.55

20 BM3D 44.55 59.32 52.21 46.92 48.11 56.24 47.78 51.54 50.83
Exp 44.19 59.24 52.17 46.76 47.75 55.72 47.04 51.16 50.50
Imp 0.36 0.08 0.04 0.16 0.36 0.52 0.74 0.38 0.33

30 BM3D 45.17 61.15 51.92 48.57 47.76 62.31 52.16 58.30 53.42
Exp 44.52 60.77 51.73 48.10 46.60 62.45 51.40 58.12 52.96
Imp 0.65 0.38 0.19 0.47 1.16 0.14 0.76 0.18 0.46

40 BM3D 56.26 61.18 56.86 55.48 62.19 61.92 61.11 58.79 59.22
Exp 55.74 60.74 56.27 55.02 61.18 60.74 60.54 58.67 58.61
Imp 0.52 0.44 0.59 0.46 1.01 1.18 0.57 0.12 0.61

50 BM3D 56.98 60.56 62.70 53.58 59.50 58.74 57.56 56.29 58.24
Exp 57.75 59.46 62.26 53.49 58.31 58.05 57.33 56.07 57.84
Imp 0.77 1.1 0.44 0.09 1.19 0.69 0.23 0.22 0.40

60 BM3D 53.70 56.86 64.03 55.73 54.51 52.13 59.65 58.50 56.89
Exp 52.95 56.17 63.57 55.39 53.15 51.35 59.14 58.42 56.27
Imp 0.75 0.69 0.46 0.34 1.36 0.78 0.51 0.08 0.62

70 BM3D 64.98 59.11 62.90 52.16 54.29 51.84 56.79 58.55 57.58
Exp 64.08 58.66 62.19 51.69 53.25 50.78 56.32 58.56 56.94
Imp 0.9 0.45 0.71 0.47 1.04 1.06 0.47 0.01 0.64

80 BM3D 65.11 56.79 54.96 50.72 57.16 53.29 59.89 54.32 56.53
Exp 64.67 55.11 54.59 50.32 56.68 52.43 59.19 54.05 55.88
Imp 0.44 1.68 0.37 0.40 0.48 0.86 0.70 0.27 0.65

90 BM3D 51.93 57.23 53.58 50.99 53.24 57.10 59.46 50.70 54.28
Exp 51.08 56.78 52.76 50.47 52.56 56.49 58.99 50.42 53.69
Imp 0.85 0.45 0.82 0.52 0.68 0.61 0.47 0.28 0.59

100 BM3D 50.17 57.00 64.25 48.72 62.42 51.37 58.22 58.18 56.29
Exp 49.55 56.27 63.58 48.09 61.65 50.77 57.55 57.64 55.64
Imp 0.62 0.73 0.67 0.63 0.77 0.60 0.67 0.54 0.65
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Table 4.5: Comparison of runtime (seconds) of BM3D and Experimented Method case 2:
Applying 2D processing when having number of similar patches less than or equal to four, Exp:
The runtime(seconds) of the denoised image produced by our experimented method case 2,
Imp: runtime (seconds) difference between the denoised images produced by our experimented
method and the BM3D method

σ Lena Boats Goldhill Man Barbara Peppers Couple Baboon Average
10 BM3D 44.62 51.87 49.54 57.88 48.33 57.71 49.92 56.09 52.00

Exp 44.21 51.05 49.05 57.22 47.88 57.11 49.21 55.48 51.40
Imp 0.41 0.82 0.49 0.66 0.45 0.6 0.71 0.61 0.60

20 BM3D 44.55 59.32 52.21 46.92 48.11 56.24 47.78 51.54 50.83
Exp 44.10 59.19 52.14 46.70 47.75 55.68 46.93 51.00 50.44
Imp 0.45 0.13 0.7 0.22 0.36 0.56 0.85 0.54 0.39

30 BM3D 45.17 61.15 51.92 48.57 47.76 62.31 52.16 58.30 53.42
Exp 44.51 60.77 51.69 48.09 46.55 62.27 51.36 58.08 52.92
Imp 0.66 0.38 0.23 0.48 1.21 0.04 0.20 0.22 0.50

40 BM3D 56.26 61.18 56.86 55.48 62.19 61.92 61.11 58.79 59.22
Exp 55.55 60.74 56.25 55.01 61.17 60.69 60.44 58.57 58.55
Imp 0.71 0.44 0.61 0.47 1.02 1.23 0.67 0.22 0.67

50 BM3D 56.98 60.56 62.70 53.58 59.50 58.74 57.56 56.29 58.24
Exp 57.74 59.46 62.23 53.41 58.30 58.04 57.29 55.99 57.81
Imp 0.76 1.1 0.47 0.17 1.2 0.70 0.27 0.3 0.43

60 BM3D 53.70 56.86 64.03 55.73 54.51 52.13 59.65 58.50 56.89
Exp 52.91 56.14 63.47 55.29 53.10 51.34 59.14 58.43 56.23
Imp 0.79 0.72 0.56 0.44 1.41 0.79 0.51 0.07 0.66

70 BM3D 64.98 59.11 62.90 52.16 54.29 51.84 56.79 58.55 57.58
Exp 64.08 58.63 62.17 51.62 53.18 50.70 56.23 58.46 56.88
Imp 0.9 0.48 0.73 0.54 1.11 1.14 0.56 0.09 0.7

80 BM3D 65.11 56.79 54.96 50.72 57.16 53.29 59.89 54.32 56.53
Exp 64.64 55.04 54.57 50.22 56.66 52.42 59.14 53.98 55.83
Imp 0.47 1.75 0.39 0.50 0.50 0.87 0.75 0.34 0.70

90 BM3D 51.93 57.23 53.58 50.99 53.24 57.10 59.46 50.70 54.28
Exp 51.03 56.72 52.72 50.41 52.48 56.42 58.91 50.41 53.64
Imp 0.9 0.51 0.86 0.58 0.76 0.68 0.55 0.29 0.64

100 BM3D 50.17 57.00 64.25 48.72 62.42 51.37 58.22 58.18 56.29
Exp 49.50 56.25 63.57 48.08 61.59 50.71 57.51 57.60 55.60
Imp 0.67 0.75 0.68 0.64 0.83 0.66 0.71 0.58 0.69
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Table 4.6: Percentage of patches having two similar patches

σ Lena Boats Goldhill Man Barbara Peppers Couple Baboon Average
10 19.95 31.16 26.24 37.33 36.95 25.12 37.00 55.74 33.69
20 17.41 26.17 19.13 31.17 36.30 23.93 30.87 41.06 28.26
30 17.72 25.83 17.31 28.91 37.31 25.68 30.92 28.70 26.55
40 16.09 26.52 12.21 22.53 33.85 23.99 24.89 15.11 21.90
50 19.30 27.70 18.18 25.47 44.07 29.96 29.43 19.05 26.65
60 23.67 34.78 24.58 36.24 53.25 37.94 37.63 29.44 34.69
70 35.84 45.05 41.86 47.28 63.47 45.96 45.54 47.34 46.54
80 52.11 54.42 59.68 63.17 73.49 56.07 67.11 60.87 60.87
90 66.75 73.48 64.52 63.85 78.04 73.17 69.01 68.92 69.72

100 74.97 79.62 70.58 79.26 87.34 76.95 81.05 78.16 78.49

Table 4.7: Percentage of patches having two or four similar patches

σ Lena Boats Goldhill Man Barbara Peppers Couple Baboon Average
10 20.65 31.36 26.46 37.84 37.16 25.24 37.12 55.75 33.95
20 17.55 26.39 19.43 31.22 36.66 24.12 31.34 41.41 28.52
30 18.18 26.25 17.36 28.95 37.33 25.88 31.11 28.91 26.75
40 16.16 26.78 12.38 22.80 34.16 24.23 25.08 15.15 22.09
50 19.79 28.18 18.58 26.17 44.62 30.41 29.84 19.42 27.13
60 24.17 35.35 24.88 36.83 53.65 38.34 37.90 29.63 35.09
70 36.06 45.33 42.13 47.68 63.83 46.32 45.99 47.70 46.88
80 52.39 54.87 59.88 63.42 73.65 56.39 67.51 61.29 61.18
90 66.92 73.62 64.78 64.07 78.39 73.60 69.44 67.15 69.75

100 75.31 79.97 70.87 79.74 87.76 77.31 81.22 78.26 78.81
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denoised image produced by BM3D and the denoised image produced by our experimented
method case 1, we will find that our experimented method achieved visually better perfor-
mance than the original BM3D.

If we compare both denoised images, we can find several regions where our experimented
method performs visually better than the original BM3D scheme. Figure 4.11 shows a zoom-in
for a part of the images in Figure 4.10, where the superiority of our method is signified.

The same observations can be applied to Figure 4.16 and Figure 4.17 when comparing the
images produced by the original BM3D scheme and our proposed method case 2.
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(a) (b)

(c) (d)

Figure 4.2: Visual result ((a) the original image, (b) the noisy image corrupted by gaussian
noise of noise level 30, (c) the denoised image produced by BM3D and (d) the denoised image
produced by our experimented method case 2: Applying 2D processing having the number of
similar patches less than or equal to four)
.
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(a) (b)

(c) (d)

Figure 4.3: Visual result with zoom-in ((a) the original image, (b) the noisy image corrupted
by gaussian noise of noise level 30, (c) the denoised image produced by BM3D and (d) the
denoised image produced by our experimented method case 2: Applying 2D processing having
the number of similar patches less than or equal to four)
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(a) (b)

(c) (d)

Figure 4.4: Visual result ((a) the original image, (b) the noisy image corrupted by gaussian
noise of noise level 20, (c) the denoised image produced by BM3D and (d) the denoised image
produced by our experimented method case 1: Applying 2D processing having the number of
similar patches less than or equal to two)
.
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(a) (b)

(c) (d)

Figure 4.5: Visual result with zoom-in ((a) the original image, (b) the noisy image corrupted
by gaussian noise of noise level 20, (c) the denoised image produced by BM3D and (d) the
denoised image produced by our experimented method case 1: Applying 2D processing having
the number of similar patches less than or equal to two)
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(a) (b)

(c) (d)

Figure 4.6: Visual result ((a) the original image, (b) the noisy image corrupted by gaussian
noise of noise level 10, (c) the denoised image produced by BM3D and (d) the denoised image
produced by our experimented method case 2: Applying 2D processing having the number of
similar patches less than or equal to four)
.
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(a) (b)

(c) (d)

Figure 4.7: Visual result with zoom-in ((a) the original image, (b) the noisy image corrupted
by gaussian noise of noise level 20, (c) the denoised image produced by BM3D and (d) the
denoised image produced by our experimented method case 2: Applying 2D processing having
the number of similar patches less than or equal to four)
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(a) (b)

(c) (d)

Figure 4.8: Visual result ((a) the original image, (b) the noisy image corrupted by gaussian
noise of noise level 10, (c) the denoised image produced by BM3D and (d) the denoised image
produced by our experimented method case 1: Applying 2D processing having the number of
similar patches less than or equal to two)
.
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(a) (b)

(c) (d)

Figure 4.9: Visual result with zoom-in ((a) the original image, (b) the noisy image corrupted
by gaussian noise of noise level 10, (c) the denoised image produced by BM3D and (d) the
denoised image produced by our experimented method case 1: Applying 2D processing having
the number of similar patches less than or equal to two)
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(a) (b)

(c) (d)

Figure 4.10: Visual result ((a) the original image, (b) the noisy image corrupted by gaussian
noise of noise level 60, (c) the denoised image produced by BM3D and (d) the denoised image
produced by our experimented method case 1: Applying 2D processing having the number of
similar patches less than or equal to two)
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(a) (b)

(c) (d)

Figure 4.11: Visual result with zoom-in ((a) the original image, (b) the noisy image corrupted
by gaussian noise of noise level 60, (c) the denoised image produced by BM3D and (d) the
denoised image produced by our experimented method case 1: Applying 2D processing having
the number of similar patches less than or equal to two)
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(a) (b)

(c) (d)

Figure 4.12: Visual result ((a) the original image, (b) the noisy image corrupted by gaussian
noise of noise level 10, (c) the denoised image produced by BM3D and (d) the denoised image
produced by our experimented method case 2: Applying 2D processing having the number of
similar patches less than or equal to four)
.
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(a) (b)

(c) (d)

Figure 4.13: Visual result with zoom-in ((a) the original image, (b) the noisy image corrupted
by gaussian noise of noise level 10, (c) the denoised image produced by BM3D and (d) the
denoised image produced by our experimented method case 2: Applying 2D processing having
the number of similar patches less than or equal to four)
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(a) (b)

(c) (d)

Figure 4.14: Visual result ((a) the original image, (b) the noisy image corrupted by gaussian
noise of noise level 20, (c) the denoised image produced by BM3D and (d) the denoised image
produced by our experimented method case 1: Applying 2D processing having the number of
similar patches less than or equal to two)
.
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(a) (b)

(c) (d)

Figure 4.15: Visual result with zoom-in ((a) the original image, (b) the noisy image corrupted
by gaussian noise of noise level 10, (c) the denoised image produced by BM3D and (d) the
denoised image produced by our experimented method case 1: Applying 2D processing having
the number of similar patches less than or equal to two)
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(a) (b)

(c) (d)

Figure 4.16: Visual result ((a) the original image, (b) the noisy image corrupted by gaussian
noise of noise level 40, (c) the denoised image produced by BM3D and (d) the denoised image
produced by our experimented method case 2: Applying 2D processing having the number of
similar patches less than or equal to four)
.



74 Chapter 4. Experimental Results

(a) (b)

(c) (d)

Figure 4.17: Visual result with zoom-in ((a) the original image, (b) the noisy image corrupted
by gaussian noise of noise level 40, (c) the denoised image produced by BM3D and (d) the
denoised image produced by our experimented method case 2: Applying 2D processing having
the number of similar patches less than or equal to four)



Chapter 5

Conclusion and Future Work

In this chapter, we will discuss the summary of our work and possible future works to achieve
further better denoising.

5.1 Summary

In this thesis, we have discussed different types of noises and techniques to denoise additive
Gaussian noise. We have also discussed the current state-of-the-art denoising scheme, Block
Matching and 3D (BM3D) filtering algorithm in details. We have discussed the prominent
lackings of this algorithm and ways to improve it. We have suggested a technique to improve
the performance of BM3D.

5.2 Conclusion

The original BM3D algorithm performs 3D transform for all the patches regardless of how
many similar patches the algorithm could find. We have shown that if it is not possible to find
enough similar patches, performing a 2D transform on those patches, instead of 3D transform,
can produce better denoising performance.

Hence, we proposed that if enough number of similar patches can not be found in the
image, we should perform the 2D transform, instead of 3D transform, on those patches to
achieve better denoising performance as a whole. We have also shown that our experimented
method produces reduced runtime than original BM3D.
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5.3 Future Work

We would like to search for a better transformation for those patches for whom it is not possible
to find similar patches in the image. We would also like to extend the algorithm to color images,
as well as moving sequences.
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