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Abstract. Consider the Dirichlet-type space on the bidisk consisting of holo-
morphic functions f (z1, z2) :=

∑
k,l≥0 aklzk1z

l
2 such that

∑

k,l≥0

(k + 1)α1 (l + 1)α2 |akl |2 < ∞.

Here the parameters α1, α2 are arbitrary real numbers. We characterize the poly-
nomials that are cyclic for the shift operators on this space. More precisely, we
show that, given an irreducible polynomial p(z1, z2) depending on both z1 and z2
and having no zeros in the bidisk:

• if α1 + α2 ≤ 1, then p is cyclic;

• if α1 + α2 > 1 and min{α1, α2} ≤ 1, then p is cyclic if and only if it has
finitely many zeros in the two-torus T2;

• if min{α1, α2} > 1, then p is cyclic if and only if it has no zeros in T
2.

1 Introduction

Spaces of analytic functions on the unit bidisk

D
2 = {z = (z1, z2) ∈ C

2 : |z1| < 1, |z2| < 1}

provide a compelling meeting place for the study of function theory and operator
theory. Bounded analytic functions on the bidisk and their relation to inequalities
on pairs of commuting operators provide a well-developed example of this (see
the survey [18]). Our focus is on certain Hilbert spaces of analytic functions
on D

2, the anisotropic Dirichlet spaces, and a perennial topic in operator theory:
understanding the cyclic vectors for model operators, in this case the coordinate
shifts. In full generality, this is likely a difficult problem, but if we restrict
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ourselves to analyzing cyclic polynomials we can give a full characterization
while simultaneously learning much about the behavior of two variable stable
polynomials, i.e., those with no zeros on the bidisk. A crucial role is played by the
size of a polynomial’s zero set on the 2-torus

T
2 = {ζ = (ζ1, ζ2) ∈ C

2 : |ζ1| = 1, |ζ2| = 1},
the distinguished boundary of the unit bidisk.

1.1 Dirichlet spaces on the bidisk. Let �α = (α1, α2) ∈ R
2 be fixed. We

say that a holomorphic function f : D2 → C having power series expansion

f (z1, z2) =
∑
k≥0

∑
l≥0

ak,l z
k
1z

l
2

belongs to the anisotropic weighted Dirichlet space D�α if

(1) ‖ f ‖2
�α :=

∑
k≥0

∑
l≥0

(k + 1)α1(l + 1)α2|ak,l |2 < ∞.

These spaces have been consideredby a number ofmathematicians; see for instance
[9, 12, 11, 3]. We refer the reader to these papers, and the references therein, for
further background material, and only give a brief summary of some facts we shall
need later on. As is pointed out in these references, for �α ∈ R2 with α1 < 2 and
α2 < 2, the spaces can be furnished with the equivalent norm

(2) ‖ f ‖2
�α,∗ = | f (0, 0)|2 + D�α( f ),

where

D�α( f ) =
∫
D

|∂z1 [ f (z1, 0)]|2dAα1 (z1) +
∫
D

|∂z2 [ f (0, z2)]|2dAα2 (z2)

+
∫
D2

|∂z2∂z1 f (z1, z2)|2dAα1 (z1)dAα2(z2).

Here, for k = 1, 2, we set dAαk (zk) = (1−|zk|2)1−αkdA(zk), where dA(z) = π−1dxdy

denotes normalized area measure. More compactly, we have

‖ f ‖2
�α,∗ =

∫
D2

|∂z2∂z1 (z1z2 f (z1, z2))|2 dAα1 (z1) dAα2(z2).

For all choices of �α ∈ R
2, polynomials in two complex variables form a dense

subset of D�α. Moreover, the classical one-variable weighted Dirichlet spaces Dα,
consisting of analytic functions f =

∑
k≥0 akzk on the unit disk D having

‖ f ‖α =
∑
k≥0

(k + 1)α|ak|2 < ∞,
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embed in D�α in a natural way. These one-variable spaces are discussed in the
textbook [6], and again admit an equivalent integral norm,

‖ f ‖2
α,∗ = | f (0, 0)|2 +

∫
D

| f ′(z)|2(1 − |z|2)1−αdA(z).

If min{α1, α2} > 1, then D�α is a Banach algebra of continuous functions on
the closed unit bidisk; this can be seen from the Cauchy-Schwarz inequality and
the convergence of the series

∑
k,l≥0(k + 1)−α1(l + 1)−α2 . Setting α1 = α2 = 0,

we are led to the Hardy space H 2(D2) of the bidisk, which was studied by Rudin
in the 60’s; see [20]. The parameter choice α1 = α2 = −1 yields the Bergman
space of the bidisk. The choice α1 = α2 = 1 corresponds to the Dirichlet space
of the bidisk, which can be characterized by the fact that pre-composition with
automorphisms of the bidisk form a set of unitary operators. This space was
considered by Kaptanoğlu [12], among others.

Isotropic weighted Dirichlet spaces, the cases with α1 = α2, were recently
studied in depth in [2, 3]; we shall use Dα to denote these isotropic spaces. The
anisotropic spaces D�α were studied by Jupiter and Redett [11], who consider order
relations and identify multipliers between differentD�α. For instance, they observe
that D�α ⊂ D�β if α1 ≥ β1 and α2 ≥ β2. A related fact that we shall use frequently
is that

(3) f ∈ D�α if and only if ∂z1 f ∈ Dα1−2,α2 and f (0, ·) ∈ Dα2

and similarly for ∂z2 f . A multiplier of D�α is a function φ : D2 → C that is
holomorphic and satisfies φ f ∈ D�α for every f ∈ D�α. In the case of the Hardy and
Bergman spaces, the multipliers are precisely the bounded analytic functions, but
for general D�α it is not as easy to describe the multiplier space M (D�α). For our
purposes it will suffice to note that any function that is analytic on a neighborhood
of the closed bidisk is a multiplier on each D�α.

1.2 Shift operators and cyclic vectors. Consider the two linear opera-
tors S1, S2 : D�α → D�α defined via

(4) S1 : f �→ z1 · f and S2 : f �→ z2 · f.

When viewed as acting on the coefficient matrix of a function f , the operators
S1 and S2 become right and upwards translations, justifying the designation shift
operators. It is clear that the coordinate shifts commute and, in view of (1), they
are bounded on D�α.
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Coordinate shifts {S1, S2} acting on D�α furnish a natural model of multivariate
operator theory. The structure of invariant subspaces of these operators is still
rather poorly understood, even in the case of the unweighted Hardy space H 2 = D�0,
where the shifts are commuting isometries. See Rudin’s book [20] for some basic
results and pathologies, such as the existence of an invariant subspace containing
no bounded elements, as well as [17, 5] and the references therein for some positive
results, such as a conditional version of Beurling’s theorem on invariant subspaces.

It is easy to exhibit invariant subspaces of D�α. For instance, fixing a function
f ∈ D�α, we can form the cyclic subspace

(5) [ f ]�α = clos span{zk
1z

l
2 f : k, l ≥ 0}

which is invariant under {S1, S2} by definition; the closure is taken with respect to
the D�α norm. Another class of invariant subspaces is given by zero-based sub-
spaces: a simple example is the subspace of functions divisible by the polynomial
f = z2.

It is a much more difficult task to obtain a concrete description of general
invariant subspaces of D�α and their elements, even in the simplest case of cyclic
subspaces. In this paper, we are primarily interested in identifying cyclic vectors
for the coordinate shifts: functions f ∈ D�α such that

[ f ]�α = D�α.

This seems like a hard problem for general functions, and we restrict our attention
to the case where f itself is a polynomial in two variables. In what follows,
we shall use the letter p to indicate that we are dealing with a fixed polynomial.
In that setting, we are able to give a complete characterization, extending the
corresponding result in [3] to the anisotropic setting.

The cyclicity of a function f ∈ D�α is intimately connected with its vanishing
properties. The constant function p(z1, z2) = 1 is cyclic in all D�α; this is just a
reformulation of the fact that polynomials are dense. Similarly, functions that are
holomorphic on a neighborhood of the bidisk and are non-vanishing on D2 are
cyclic for all D�α. At the other extreme, the polynomial p(z1, z2) = z2 is clearly
not cyclic, as elements of [z2]�α have to vanish on the set {z2 = 0} ∩ D

2. More
generally, as a consequence of boundedness of point evaluation functionals on D�α

(see [11]), no function that vanishes on the interior of the bidisk can be cyclic.
The case of zeros on the boundary is subtler, and polynomials that vanish on the
boundary of the bidisk remain cyclic provided their zero sets in the torus are not
too large, relative to the parameter �α ∈ R2.
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1.3 Statement of results. In [3], a complete classification of cyclic poly-
nomials in the isotropic spaces Dα was found in terms of conditions on Z(p) ∩T

2,
where Z(p) = {z ∈ C

2 : p(z) = 0} is the zero set of a polynomial p = p(z1, z2).
Earlier, Neuwirth, Ginsberg, and Newman [19] had shown that all polynomials
that do not vanish in Dn are cyclic in H 2(Dn), and hence in all D�α that contain
H 2(D2); see also Gelca’s paper [8].

The purpose of this paper is to extend the classification result of [3] to the
anisotropic setting. Part of the proof in that paper was based on α-capacities and
Cauchy integrals, and does not generalize in an obvious way to the general setting
where one of the components in �α may be negative. At the same time, we show
how the arguments in [3] which relied on prior work of Knese and others (see
[13, 14] and the references in those papers) on polynomials having determinantal
representations can be replaced by integral estimates. While the former theory is
elegant, our approach is more direct, and applies in the case of negative parameters
as well; cf. [3, Theorem 3.1], where it is assumed that α > 0.

We now state the main result of this paper.

Theorem 1. Let p be an irreducible polynomial, depending on both z1 and z2,
with no zeros in the bidisk.

(1) If α1 + α2 ≤ 1 then p is cyclic in D�α.

(2) If α1 + α2 > 1 and min{α1, α2} ≤ 1, then p is cyclic in D�α if and only if
Z(p) ∩ T2 is empty or finite.

(3) If min{α1, α2} > 1, then p is cyclic in D�α if and only if Z(p) ∩ T
2 is empty.

The parameter regions in Theorem 1 are illustrated in Figure 1. As is explained
in [3], the setZ(p)∩T2 associated with an irreducible polynomial p is either a curve
or a finite number of points. The requirement that f be irreducible is not a serious
restriction. Indeed, since all polynomials are multipliers, a product of polynomials
is cyclic precisely when all its factors are. In the formulation of the theorem
the assumption that f depends on both variables is made to avoid complications
created by one-variable polynomials. For instance, the function f (z) = 1 − z j is
cyclic in D(α1,α2) precisely when α j ≤ 1.

Remark 1. A new feature that appears in the anisotropic framework is that
the degrees of smoothness/roughness of the space in the two coordinate directions
interact to determine whether a polynomial is cyclic or not. For instance, according
to Theorem 1, the two-variable polynomial p = 1 − z1z2 is cyclic in D(−2,2), as is
the one-variable polynomial p = 1− z1. By contrast, the function p = 1− z2 is not
cyclic in D(−2,2) because 1 − z is not cyclic in D2.
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Figure 1. Shaded region, lower left: parameter values �α for which all polynomials
that do not vanish in D

2 are cyclic. Shaded region, top right: parameter values �α
for which no polynomials that vanish in D2 are cyclic.

2 Preliminaries

In this section, we first record some facts concerning one-variable functions in Dα.
Both the results and the arguments used to establish them will be used in our
subsequent two-variable proofs. We then discuss two representative examples that
illustrate the contents of Theorem 1.

2.1 Functions of one variable. Let us consider the polynomial

p = (1 − z1)(1 − z2)

and investigate its properties as an element of D�α. Its zero set in ∂D2 is rather
large: it can be represented as

Z(p) ∩ ∂D2 = ({1} × D) ∪ (D) × {1}).
Nevertheless, p is cyclic in all D�α having max{α1, α2} ≤ 1. This follows from

the cyclicity of P = 1 − z in the classical Dirichlet space on the disk originally
established by Brown and Shields [4].

Theorem 2 (Brown and Shields, 1984). If P is a polynomial with no zeros
in D, then P is cyclic in Dα for α ≤ 1.
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We give an alternate proof of this theorem, using dilations of 1/P and the
following integral estimate of Forelli and Rudin (see [10, Theorem 1.7]): for
a ∈ (−1,∞) and b ∈ (−∞,∞),

(6)
∫
D

(1 − |z|)a
|1 − wz|2+a+b

dA(z) 

⎧⎪⎪⎨
⎪⎪⎩

1, b < 0

− log(1 − |w|2), b = 0

(1 − |w|2)−b, b > 0

as |w| → 1−. This estimate will be useful later on in the paper as well.
The radial dilation of a function f : D → C is defined for r ∈ (0, 1) by

fr(z) = f (rz).

Lemma 1. Let P be a polynomial with no zeros in D. Then P/Pr → 1 weakly
in D1 as r → 1−. If α < 1, then P/Pr → 1 in norm in Dα as r → 1−.

Proof. We consider first the case α = 1. It suffices to establish that P/Pr is
bounded in the Dirichlet norm. Indeed, if this holds, then the family P/Pr is rela-
tively weakly compact, and since P/Pr → 1 pointwise, weak convergence follows.
(See [4] for a comprehensive discussion of convergence concepts.) Every P can
be factored into linear factors, and it is not hard to see that every such factor Q
satisfies the estimate |Q(z)/Qr(z)| ≤ 2 for z ∈ D. Thus, in showing that P/Pr is
bounded in the Dirichlet norm, it suffices to treat the case where degP = 1. Also,
we may as well assume that the zero of P lies on T, the other case (when the zero
lies outside D) being obvious. Finally, by rotation invariance, we can suppose that
P(z) = 1 − z. Computing the Dirichlet integral of P/Pr , and invoking the estimate
(6) with a = 0 and b = 2, we find that

‖P/Pr‖2
D1

 1 +
∫
D

(1 − r)2

|1 − rz|4 dA(z)  1 +
(1 − r)2

(1 − r2)2
 1,

and the proof for α = 1 is complete.
The case α < 1 may be treated in a similar way. Alternatively, one can remark

that, since the inclusion D1 ↪→ Dα is a compact linear map, weak convergence
in D1 carries over to norm convergence in Dα. �

Proof of Theorem 2. Recall that [P] is the smallest closed invariant
subspace of the Dirichlet space Dα that contains a given P. By definition, it
contains all functions of the form q · P, where q is a polynomial. It also contains
all functions of the form g · P, where g is holomorphic on a neighborhood of D,
because the Taylor polynomials of g converge to g in the multiplier norm of Dα.
We therefore have P/Pr ∈ [P] for each r ∈ (0, 1). We have shown that P/Pr → 1
weakly in Dα for all α ≤ 1. As [P] is weakly closed in Dα, it follows that 1 ∈ [P],
and hence [P] = Dα, as desired. �



30 G. KNESE, Ł. KOSIŃSKI, T. J. RANSFORD AND A. A. SOLA

We return to the two-variable setting and the product function

P = (1 − z1)(1 − z2).

Since the D�α-norm restricted to functions depending on the first variable only
coincides with the norm in Dα1 , and the D�α-norm reduces to the norm in Dα2 for
functions of z2 only, Theorem 2 implies that at least one of the factors of p is cyclic
precisely when min{α1, α2} ≤ 1. They are both cyclic if max{α1, α2} ≤ 1, and
since the product of cyclic multipliers is itself cyclic, the result follows.

2.2 A function vanishing along a curve. To illustrate what happens
when the zero set is infinite, let us consider the polynomial p(z1, z2) = 1 − z1z2,
which does not vanish in the bidisk or on ∂D2 \ T

2, and has

Z(p) ∩ T
2 = {(eit, e−it)},

a curve in the distinguished boundary.
The same kind of reasoning as in [2, Section 3] reveals that p is cyclic in D�α

precisely when α1 + α2 ≤ 1. We first recall that an equivalent criterion for a
function f ∈ D�α to be cyclic is the existence of a sequence (qn) of polynomials in
two variables such that

‖ f · qn − 1‖�α → 0 as n → ∞,

for then the cyclic element 1 ∈ [ f ]�α. By orthogonality, the expression ‖p ·qn −1‖�α

is minimized by taking (qn) to be polynomials in z1z2. Next, it is elementary to see
that

‖ f ‖�α = ‖F‖D(α1+α2)

for functions f ∈ D�α of the form f (z1, z2) = F (z1 · z2), where F : D → C is a
function on the unit disk. But the polynomial P = 1 − z is cyclic in Dα if and only
if α ≤ 1. Hence p = 1 − z1z2 is cyclic precisely when α1 + α2 ≤ 1.

2.3 A function vanishing at a single point. We now consider a poly-
nomial that does depend on both variables, but whose zero set in the distinguished
boundary is minimal.

Example 1. The polynomial p(z1, z2) = 2− z1 − z2 is cyclic for D�α whenever
min{α1, α2} ≤ 1.

We note that Z(p) ∩ T
2 = {(1, 1)}, so that p can certainly not be cyclic in D�α

when min{α1, α2} > 1.
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This example will follow from Section 3, where we rehash an argument from
[3]. In Appendix A, we offer an elementary proof of this fact which may be of
independent interest.

3 Polynomials with finite zero sets

We now turn to the proof of Theorem 1. The case of a polynomial that does not
vanish on the closed bidisk is trivial, so we exclude it. Our first step is to address
finitely many zeros on T

2.

Theorem 3. Let p ∈ C[z1, z2] have no zeros in the open bidisk, and finitely

many zeros on T
2. Then p is cyclic in D�α for min{α1, α2} ≤ 1.

The proof is a very slight modification of a corresponding argument in Section 3
of [3]. Without loss of generality, assume α1 ≤ α2, so that in particular α1 ≤ 1.
The basic idea is to compare our polynomial to a product of factors of the form
ζ − z1, which are known to be cyclic.

Write

Z(p) ∩ T
2 = {ζ 1, ζ 2, . . . , ζN }

for some N ∈ N; each ζ k = (ζ k
1 , ζ k

2 ) with |ζ k
1 | = |ζ k

2 | = 1.

We now recall Łojasiewicz’s inequality, a classical result in real algebraic
geometry [15]: if f is a real analytic function on an open set U ⊂ R

d , and E ⊂ U
is compact, then there exist a constant C > 0 and a number q ∈ N such that

(7) | f (x)| ≥ C · dist(x,Z( f ))q, x ∈ E.

Apply (7) to the function |p|2, which is real-analytic on C
2, and the compact set

E = T2 to see there exist C > 0, q ∈ N such that

|p(z)|2 ≥ Cdist(z,Z(p))2q ≥ C1

n∏
k =1

(|z1 − ζ k
1 |2 + |z2 − ζ k

2 |2)q

≥ C1

N∏
k =1

|z1 − ζ k
1 |2q, z ∈ T

2.

Thus,

Q(z1, z2) =

∏N
k =1(z1 − ζ k

1 )q

p(z1, z2)

is bounded on T
2 and if we increase q we can make this function as smooth as we

like on T2.
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But then Q ∈ D�α because of rapid decay of Fourier coefficients of Q, so that in
turn g := pQ =

∏N
k =1(z1 − ζ k

1 )q ∈ pD�α. Now p is a multiplier, hence pD�α = [p]�α,
and g is cyclic in D�α for α1 ≤ 1, since it is a product of cyclic multipliers. Hence
[p]�α contains a cyclic element for D�α.

4 Infinite zero sets

This section is devoted to proving that a polynomial with no zeros in D2 and
infinitely many zeros in the 2-torus is cyclic in D�α exactly when α1 + α2 ≤ 1.
The proof of cyclicity when α1 + α2 ≤ 1 and the proof of non-cyclicity when
α1 +α2 > 1 have the interesting feature that they in some sense reduce the problem
to the model polynomial 1 − z1z2.

4.1 Cyclicity via radial dilations. By the previous section we only need
to address polynomials with infinite zero set on T2 (necessarily forming a curve)
but the proof below does not use this in an essential way.

Theorem 4. Suppose p ∈ C[z1, z2] is irreducible, has no zeros in the bidisk,

and is not a polynomial in one variable only. Then p is cyclic in D�α whenever
α1 + α2 ≤ 1.

We will use 1 − z1z2 as a “model polynomial," analogous to 1 − z in the one-
variable setting. The crux of the proof of Theorem 4 is to establish the following
analog of Lemma 1; see also [19, 8].

Lemma 2. Let α1 + α2 ≤ 1. Then

(8) Fr(z1, z2) =
p(z1, z2)
p(rz1, z2)

−→ 1

weakly in D�α as r → 1−.

Lemma 3. Suppose a polynomial p ∈ C[z1, z2] is irreducible, has no zeros

on D
2, and is not a polynomial in one variable only. Then p has no zeros on

(D × T) ∪ (T × D).

Proof. For fixed a ∈ D, z �→ p(z, a) has no zeros in D. By Hurwitz’s theorem,
if we send a → T, then z �→ p(z, a) either has no zeros in D, or is identically zero.
If it is identically zero, then z2 − a divides p(z1, z2), contrary to our assumptions.
Thus, for each a ∈ T, z �→ p(z, a) has no zeros in D. By symmetry, p has no zeros
on D × T either. �
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Proof of Theorem 4. Assuming Lemma 2, cyclicity of p in D�α with
α1 +α2 ≤ 1 follows as before. To see this, set pr(z1, z2) = p(rz1, z2). By Lemma 3,
the polynomial pr does not vanish on the closed bidisk for r < 1. Thus each 1/pr

extends holomorphically past the closed bidisk, and hence is a multiplier, which
in turn implies Fr ∈ [p]�α for each r < 1. Thus 1 ∈ [p], as a limit of Fr , and we are
done. �

Before we give the proof of Lemma 2, we make some preliminary remarks, and
a few reductions. Suppose that the given polynomial p has bidegree (m, n)—that
is, degree m in the variable z1 and degree n in the variable z2. First of all, we can
view p as a polynomial in the variable z1,

p(z1, z2) = Am(z2)z
m
1 + · · · + A1(z2)z1 + A0(z2),

with coefficients Ak that are polynomials in z2. Since p does not vanish on the
bidisk we infer that A0 does not vanish on the disk. In fact, A0 does not vanish
on the unit circle, for if it did then p would vanish on {0} × T. Such a zero is
ruled out by the assumptions that p is irreducible and depends on both variables
via Lemma 3.

For each fixed z2 where Am(z2) �= 0, we can therefore factor p into linear factors
in the variable z1,

(9) p(z1, z2) = A0(z2)(1 − z1h1(z2)) · · · (1 − z1hm(z2)).

Before we proceed, we need to discuss the nature of the functions that appear in
the right-hand side: the h j require a particularly careful treatment.

The function A0 = A0(z2) is a polynomial in one complex variable with no zeros
in the closed unit disk, and hence A0 is a multiplier and cyclic in every space D�α.
We can of course reverse the roles of z1 and z2 in the factorization and write for
each fixed z1 (outside a finite set)

(10) p(z1, z2) = B0(z1)(1 − z2g1(z1)) · · · (1 − z2gn(z1)),

and again obtain a non-vanishing polynomial B0 = B0(z1) furnishing a cyclic
multiplier. Since the product φ f of a function f ∈ D�α and a multiplier φ ∈ M (D�α)
is cyclic if and only if both factors are cyclic [4, Proposition 8], it is enough to
establish cyclicity of the factor that depends on both variables. Namely, we can
drop the factors A0 or B0.

In summary, we may assumewithout loss of generality that, outside of a discrete
set, the polynomial p is locally of the form

(11) p(z1, z2) = (1 − z1h1(z2)) · · · (1 − z1hm(z2)).
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The functions h j = h j (z2), j = 1, . . . ,m, are more problematic as they are no
longer polynomials (or even single-valued), but can be represented as branches of
algebraic functions. In particular, the factors 1 − h j z1 are in general not elements
of D�α.

Example 2. For each a ∈ [0, 1), the zero set of the irreducible polynomial
p = 1 − az2

1 − az2 + z2
1z2 meets D2 in a curve in T

2. For this polynomial, we have
the local factorization

p(z1, z2) = (1 − az2)
(
1 −

( a − z2

1 − az2

)1/2
z1

)(
1 +

( a − z2

1 − az2

)1/2
z1

)
,

and hence h j , j = 1, 2, have a branch point at a ∈ D.

To get around the difficulty posed by the nature of the functions hk, we let
D = Dp be a simply connected subdomain ofD such that each h j extends holomor-
phically to D, and |D| = |D| (here | · | denotes 2-dimensional Lebesgue measure).
More precisely, first notice that we allow some h j (z2) to equal zero but this neces-
sarily occurs at the finitely many z2 where Am(z2) = 0. We can think of (∞, z2) as
a root of p in such cases. Now define

S =
{
z2 ∈ C : p(·, z2),

∂p
∂z1

(·, z2) have a common root
}

∪ {z2 ∈ C : Am(z2) = Am−1(z2) = 0}.
This set is necessarily finite because p is irreducible. The first set in the union
consists of the points where p(·, z2) has a repeated root and the second set consists
of the points where p(·, z2) has a repeated root “at ∞.” On C \ S, there are distinct
h1(z2), . . . , hm(z2) which can be defined locally in an analytic fashion and satisfy
(11). Given z ∈ S form the ray Rz = {tz : t ≥ 1}, let R =

⋃
z∈S Rz, and finally define

D := D \ R.

On D, the hk can be analytically continued to single-valued analytic functions
satisfying (11). Notice that across the boundary slits of D the hk can be analytically
continued necessarily to some h j . Near a point of S, two of the hk tend to the same
value (the case of Am(z2) = Am−1(z2) = 0 means that two of the hk tend to zero
at z2 as in Example 2). The h j will extend analytically to any point of T \ S.

We may assume 0 ∈ D; if this is not the case, we can replace p(z1, z2) by
(1 − az2)np(z1, ϕ(z2)), where ϕ = ϕ(z) is a Möbius transformation of the unit disk.
Cyclicity of one of these two functions implies cyclicity of the other. Cf. Example 2,
where 1 + z2

1z2 (a = 0) is transformed into 1 − az2
1 − az2 + z2

1z2 (a > 0) in precisely
this way.
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Lemma 4. Let hk : D → C be as above. Then |hk(z)| < 1 in D, hk has

bounded multiplicity, and (1 − |hk(z)|2)/(1 − |z|2) ≥ C > 0.

Proof. If |hk(z)| ≥ 1 for some z ∈ D then the polynomial p would vanish
inside D

2, contradicting our assumptions. Hence |hk(z)| < 1 for all z ∈ D, and
for every k. Furthermore, if for some a ∈ D it were the case that hk(z2) = a for
more than n values of z2, then p(a−1, z2) would have more than n zeros, which is
impossible since p is irreducible of bidegree (m, n).

Next, put

u(λ) := max{|hk(λ)| : k = 1, . . . , n}, λ ∈ D.

By the discussion before the lemma, this is well-defined in a neighborhood of D
minus S since each hk analytically continues across the boundary slits of D and
to T \ S. Thus u is subharmonic on D \ S and extends to be subharmonic on D

because the points of S will be removable singularities. Clearly u(λ) < 1, λ ∈ D.
According to the Hopf lemma for subharmonic functions (see [7, Proposition

12.2]) there is C > 0 such that

u(λ) − 1 ≤ C(|λ| − 1), λ ∈ D.

The last assertion of the lemma follows. �
Finally, we shall need the following lemma.

Lemma 5 (Analytic maps of bounded multiplicity). Let D ⊂ D be a domain,

and suppose φ : D → D is an analytic map of multiplicity at most M. Then, for
any non-negative function g ∈ L2(D), we have

(12)
∫

D
(g ◦ φ(z))|φ′(z)|2dA(z) ≤ M

∫
D

g(w)dA(w).

Proof. See [6, Lemma 6.2.2]. �
Since the hk appearing in Lemma 4 are of bounded multiplicity, we apply

Lemma 5 to g = hk, and will do so frequently in what follows.
To begin our proof of Lemma 2, we set, for r ∈ (0, 1),

Fr(z1, z2) = qr(z1, h1(z2)) · · ·qr(z1, hm(z2)),

where

qr(z1, z2) =
1 − z1z2

1 − rz1z2
.

Since pointwise convergence of 1/pr → 1/p as r → 1− clearly holds, it suffices,
as in the proof of Lemma 1, to show that the D�α-norm of Fr remains bounded as
r → 1−.
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Lemma 6. ∫
D2

1 − r
|1 − rz1z2|4 dA(z1)dA(z2)

is bounded by a constant for r ∈ (0, 1).

Proof. By (6) the integral is bounded by a constant times
∫
D

1 − r
(1 − |rz1|2)2 dA(z1)

and the above integral is equal to a constant times 1/(1 + r). �
We record some qualitative features of the derivatives of Fr .

Lemma 7. The function

qr(z1, z2) = 1 + (r − 1)
z1z2

1 − rz1z2

is bounded in D2 independent of r. For fixed k, the derivatives ∂k
z1
qr and ∂k−1

z1
∂z2qr

are of the form

(1 − r)
G(z1, z2, r)

(1 − rz1z2)k+1

for some polynomial G. Consequently, the derivatives

(a) ∂k
z1
Fr(z1, z2) and (b) ∂k

z1
∂z2Fr(z1, z2)

can be written as a finite sum of terms of the form B(z; r)P(z; r)H (z; r) where
• B is bounded on D × D × (0, 1),
• for some integer l, 0 ≤ l ≤ k, P(z; r) equals the product of (1 − r)l and k + l

terms of the form 1
1−rz1h j (z2)

for multiple choices of j ,

• in case (a), l �= 0 and H is unnecessary and in case (b) H is of the form

(1 − r)
h′

j (z2)
(1−rz1h j (z2))2

for some j .
Assuming 1 ≥ α1 + α2 and 1 > α2, and 2k − 1 > α1, we have the estimate

(13) |∂k
z1
∂z2Fr(z)|2 ≤ C(1 − r)

(1 − |z1|2)2k−1−α1(1 − |z2|2)1−α2

m∑
j =1

|h′
j (z2)|2

|1 − rz1h j (z2)|4

valid in D × D for some constant C > 0.

Proof. The formula for qr shows |qr | ≤ 2. The other formulas are calculus
exercises.

To get the final estimate let j1, . . . , jk+l ∈ {1, . . . ,m}. Then, |P|2 is of the form

|P(z; r)|2 =
(1 − r)2l∏k+l

i =1 |(1 − rz1h ji (z2))|2
.
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Terms of the form |1 − rz1h j (z2)| appear in the denominator 2k + 2l times. We
use the estimate |1 − rz1h j (z2)| ≥ (1 − r) for 2l + 1 of the terms. Evidently,
|1−rz1h j | ≥ C(1−|z1|2) and by Lemma4 we have |1−rz1h j | ≥ C(1−|z2|2). Using
either of these two estimates for the remaining 2k − 1 terms in the denominator of
|P|2 gives the bound

(14) |P|2 ≤ C
1 − r

min
{ 1

(1 − |z1|2)2k−1
,

1
(1 − |z2|2)2k−1

}
.

The assumptions on the parameters mean 2k − 1 ≤ (2k − 1 − α1) + (1 − α2) with
both summands non-negative. This immediately yields

|P|2 ≤ C
1 − r

1
(1 − |z1|2)2k−1−α1 (1 − |z2|2)1−α2

for some constant C > 0. Combining this with the definition of H , we get

|BPH |2 ≤ C
(1 − r)|h′

j (z2)|2
(1 − |z1|2)2k−1−α1 (1 − |z2|2)1−α2 |1 − rz1h j (z2)|4 .

Since |∂k
z1
∂z2Fr |2 can be bounded by a finite sum of such terms the main estimate

(13) holds. �

In view of our construction of the domain D, the seminorm D�α(Fr) is not
affected if we restrict integration to D × D. Note that the integral formula for
D�α(Fr) is valid if both α1 < 2 and α2 < 2. Estimate (13) can be used with k = 1
if we assume α1, α2 < 1. Certainly, since α1 + α2 ≤ 1 we can assume without loss
of generality that α2 < 1. Later on we will adjust the argument in case α1 ≥ 1.

The problematic term in D�α(Fr) is the integral

(15)
∫
D×D

|∂z1∂z2Fr(z1, z2)|2(1 − |z1|2)1−α1(1 − |z2|2)1−α2dA(z1)dA(z2).

By (13) with k = 1, this is bounded by

C(1 − r)
m∑
j =1

∫
D×D

|h′
j (z2)|2

|1 − rz1h j (z2)|4 dA(z1)dA(z2)

≤ C(1 − r)m
∫
D2

1
|1 − rz1z2|4 dA(z1)dA(z2)

by Lemma 5. The integral on the right is bounded by a constant by Lemma 6. This
proves D�α(Fr) is bounded independent of r ∈ (0, 1) when α1, α2 < 1.
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Suppose now that one of the parameters, say α1, satisfies α1 ≥ 1. We then use
that f ∈ D�α if and only if ∂z1 f ∈ Dα1−2,α2 and f (0, ·) ∈ Dα2 to switch from Fr to
∂N−1

z1
Fr , where N is chosen so that 2N − 1 > α1. To bound the D�α-norm of Fr , it

is now enough to bound the norms ‖∂l
z1
Fr(0, ·)‖Dα2

for l ≤ N − 1, the one-variable
norms ‖∂N−1

z1
∂z2Fr(0, ·)‖Dα2

and ‖∂N
z1
Fr(·, 0)‖Dα1−2N , and the double integral

(16)
∫
D×D

|∂N
z1
∂z2Fr(z1, z2)|2(1 − |z1|2)2N−1−α1 (1 − |z2|2)1−α2dA(z1)dA(z2).

By case (a) of Lemma7,∂l
z1
Fr(0, ·) is bounded; this takes care of the contribution

‖∂l
z1
Fr(0, ·)‖Dα2

. By case (b) of Lemma 7, |∂N−1
z1

∂z2Fr(0, z2)|2 can be controlled by
terms of the form |h′

j (z2)|2. But, since α2 < 0,

∫
D

|h′
j (z2)|2(1 − |z2|2)1−α2dA(z2) ≤

∫
D

|h′
j (z2)|2dA(z2) ≤ C

∫
D

|z2|2dA(z2)

which is finite. By case (a) of Lemma 7, to control |∂N
z1
Fr(z1, 0)|2 it suffices to

control |P(z1, 0; r)|2, which by (14) can be bounded by

1
(1 − u(0))2N

,

where u(0) = max j |h j (0)|. Now this is enough to show that the integral
∫
D

|∂N
z1
Fr(z1, 0)|2dAα1−2N (z1)

is bounded since α1 − 2N < 0.
Finally, (16) can be bounded using (13)with k = N in the same way we bounded

(15). This concludes the proof of Lemma 2 and consequently Theorem 4.

4.2 Non-cyclicity for infinite zero sets. We now complete the proof of
our main theorem by proving that an irreducible polynomial that has no zeros inD2

but vanishes along a curve in T
2 fails to be cyclic in certain D�α. In the sequel we

lose no generality assuming that α2 ≤ 1.

Theorem 5. Let p ∈ C[z1, z2] be an irreducible polynomial depending on both
variables with infinitely many zeros in T2. Then p is not cyclic in D�α whenever

α1 + α2 > 1.

It is clear that the polynomial p is not cyclic if it vanishes in the open bidisk,
so we exclude that case in what follows. Then the idea of the proof is again to
argue by reduction to the polynomial 1− z1z2: we show that if the polynomial p is
cyclic, then so is 1 − z1z2, leading to a contradiction when α1 + α2 > 1.
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To this end, let p be irreducible, depending on both variables with infinitely
many zeros in T

2 and no zeros on D
2. Then, as is pointed out in [3, Section 2.2],

we must have

(17) Z(p) ⊂ T
2 ∪ (E × D) ∪ (D × E),

where E = C\D. (This is not so in the case of finitely many zeros: 2− z1 − z2 van-
ishes at (4,−2) ∈ E2 for example.) This follows from the fact that the irreducible
polynomial p will have infinitely many zeros in common with zm

1 zn
2p(1/z̄1, 1/z̄2)

which implies these polynomials are constant multiples of one another by Bézout’s
theorem. Thus, p has no zeros in D

2 ∪ E
2. By Lemma 3, p has no zeros in

(T × D) ∪ (D × T) and by reflection no zeros in (T × E) ∪ (E × T). This leaves
only the set (17).

As in the previous section, we write

p(z1, z2) = A0(z2)(1 − h1(z2)z1) · · · (1 − hm(z2)z1)

and
p(z1, z2) = B0(z1)(1 − g1(z1)z2) · · · (1 − gn(z1)z2).

The first representation of p implies that p(z1, z2) = 0 when z1 = hk(z2)−1 for some
k, while the second shows that p(z1, z2) = 0 when z2 = g j (z1)−1 for some index j .
Thus, possibly except for a finite set of values of z1 and z2, each root of p can be
written in the form (z−1

1 , g j (z−1
1 )−1) = (hk(z2)−1, z2). This in turn means that for

every j = 1, . . . , n, there is a k = k( j ) such that

(18) hk(gj (z
−1
2 )−1) = z2.

Now put b j (z2) := g j (z−1
2 )−1, and note that (17) implies that b j (z2) ∈ D for

z2 ∈ D \ S, where S is the set defined in the previous subsection.
Applying Puiseux’s theorem in the form of Lemma 10 in Appendix B to

F (z1, z2) := (z1 − b1(z2)) · · · (z1 − bn(z2))

we obtain bounds on the derivatives of b j on a neighborhood of the closed unit
disk. Namely, for a ∈ S,

(19) |b′
j (z)| ≤ O

( 1
|z − a|1−1/n

)
.

From the equalities (18) we deduce that

p(z1, b1(z2)) · · ·p(z1, bn(z2)) = (1 − z1z2)
nG(z1, z2),

where G is a function holomorphic on a neighborhood of D2.
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Lemma 8 (Symmetrization lemma). Let (Pν)∞ν=1 be a sequence of polynomials

in two complex variables, set qν = p · Pν, and suppose ‖qν − 1‖�α → 0 as ν → ∞.

Then, for any ε > 0, there are ν1, . . . , νn such that for any permutation
σ : {1, . . . , n} → {1, . . . , n}, we have the seminorm estimate

D�α

(
qν1 (z1, bσ(1)(z2)) · · ·qνn(z1, bσ(n)(z2))

)
< ε.

Assuming Lemma 8, we now present the proof of Theorem 5.

Proof of Theorem 5. Suppose p is cyclic. Then there is a sequence of
polynomials (Pν)∞ν=1 such that ‖p ·Pν −1‖�α → 1. Put qν = p ·Pν and let Sn denote
the symmetric group of order n. Define

Fμ(z1, z2) :=
1
n!

∑
σ∈Sn

qμ1 (z1, bσ(1)(z2)) · · ·qμn(z1, bσ(n)(z2)).

By Lemma 8, Fμ can be brought arbitrarily close to 1 in D�α through a suitable
choice of μ.

We note that Fμ(z1, z2) = (1 − z1z2)nQμ(z1, z2), where Qμ is holomorphic on a
neighborhood of D2 and hence a multiplier. Now Qμ can in turn be approximated
in multiplier norm by polynomials, and this shows that (1 − z1z2)n is a cyclic
function. Then also 1 − z1z2 is cyclic since a product of multipliers is cyclic if and
only if each factor is cyclic. But as we have seen, 1 − z1z2 is only cyclic when
α1 + α2 ≤ 1, and the Theorem follows. �

We are left with the proof of the lemma. This will require the following
one-variable estimate.

Lemma 9. Let a < 1 and β ≤ 1. Then there is a constant C depending only
on a and β such that for any g ∈ Hol(D),

(20)
∫
D

∣∣∣ g(z)
(z − 1)a

∣∣∣2dAβ(z) ≤ C
(

|g(0)|2 +
∫
D

|g′(z)|2dAβ(z)
)
.

Proof. Weassume thatg(z) =
∑

n≥0 anzn belongs to theDirichlet-type spaceDβ;
otherwise, the inequality is trivial. We may also assume that a0 = 0. Applying the
Cauchy-Schwarz inequality to the expression |∑n anzn|2, we have

∫
D

|g(z)|2
|1 − z|2a

(1 − |z|2)1−βdA(z)

≤
( ∞∑

n=1

nβ|an|2
)

·
∫
D

( ∞∑
n=1

|z|2n(1 − |z|2)1−β

nβ|1 − z|2a

)
dA(z).
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By Fubini’s theorem, it now suffices to show that the series

(21)
∞∑

n=1

1
nβ

∫
D

|z|2n(1 − |z|2)1−β

|1 − z|2a
dA(z)

converges. We recall the known asymptotics of the Beta function, valid for t > 0,

∫ 1

0
rn(1 − r)t−1dr = B(n + 1, t)  n−t;

moreover ∫ 2π

0

1
1 + r2 − 2r cos x

dx  (1 − r)−1.

Applying Jensen’s inequality, bearing in mind that a < 1, we get

∫
D

|z|2n(1 − |z|2)1−β

|1 − z|2a
dA(z) =

∫ 1

0
r2n+1(1 − r2)1−β

(∫ 2π

0

dx
(1 + r2 − 2r cos x)a

)
dr

≤ C ·
∫ 1

0
r2n+1(1 − r)1−β(1 − r)−adr

= C · B(n + 1, 2 − a − β)  na+β−2,

and it follows that (21) converges. �

Proof of Lemma 8. We proceed inductively. The base case n = 1 follows
directly from Lemma 5. Let us address the inductive step. Set

f�νn−1 (z1, z2) = qν1 (z1, b1(z2)) · · ·qνn−1 (z1, bn−1(z2))

and

fν(z1, z2) = f�νn−1 (z1, z2)qν(z1, bn(z2)).

Our task is to show that by choosing ν large enough, we can bringD�α( fν) arbitrarily
close to D�α( f�νn−1 ).

Let N be such that 2N −1 > α1. To bound theD�α-normof fν (where potentially
α1 > 1) we estimate the norms ‖∂l

z1
fν(0, ·)‖Dα2

for l ≤ N −1, the two one-variable
norms ‖∂N−1

z1
∂z2 fν(0, ·)‖Dα2

and ‖∂N
z1

fν(·, 0)‖Dα1−2N , and the double integral

(22)
∫

D×D

|∂N
z1
∂z2 fν(z1, z2)|2dAα1−2(N−1)(z1)dAα2(z2).

Let us present the details for the double integral (22)—the proofs for the the
one-variable integrals follow along the same lines.
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Computing ∂N
z1
∂z2 fν we see that it comprises the following terms:

(i) ∂N
z1
∂z2 f�νn−1 (z1, z2)qν(z1, bn(z2)),

(ii) ∂k
z1
∂z2 f�νn−1 (z1, z2)∂l

z1
qν(z1, bn(z2)), where k + l = N and l ≥ 1,

(iii) ∂k
z1

f�νn−1 (z1, z2)∂l
z1
∂z2qν(z1, bn(z2))b′

n(z2), where k + l = N ,

We shall show that (ii) and (iii) tend to 0 in L2(dAα1−2(N−1)(z1)dAα2(z2)) as ν → ∞.
Moreover, we shall show the integral of the modulus squared of (i) with respect to
the measure dAα1−2(N−1)(z1)dAα2(z2) tends to∫

D2
|∂N

z1
∂z2 f�νn−1 (z1, z2)|2dAα1−2(N−1)(z1)dAα2(z2),

which is then controlled by the induction hypothesis.
We first turn to (iii). Since ∂k

z1
f�νn−1 is bounded on D

2 we need to estimate∫
D2

|∂l
z1
∂z2qν(z1, bn(z2))b

′
n(z2)|2dAα1−2(N−1)(z1)dAα2(z2),

which we do by changing variables (Lemma 5) and invoking the hypothesis that
qν → 1 in D�α as ν → ∞.

We next continue with terms (i) and (ii) simultaneously. Since qν(0, bn(0) tends
to 1, we first replace qν with qν − qν(0, bn(0)), and we show that after performing
this replacement, the resulting terms converge to 0 in L2(dAα1−2(N−1)(z2)dAα2(z2)).
Note that the functions ∂k

z1
∂z2 f�νn−1 (z1, z2) need not be bounded. However, each of

them can be written as a sum of products of a function that is bounded on D2, and
the functions b′

j (z2) ∈ O(D), j = 1, . . . , n − 1. Hence, it suffices to show that∫
D2

|b′
j (z2)|2|∂l

z1
qν(z1, bn(z2))|2dAα1−2(N−1)(z1)dAα2(z2)

tends to 0 as ν → ∞ if l ≤ N . Note that the set of singularities S ∩ D of the
functions b j , j = 1, . . . n, is finite. Invoking the estimate (19) at a point a ∈ S to
bound |b′

j | leads us to integrals of the form
∫
D2

1
|z2 − a|2τ

|∂l
z1
qν(z1, bn(z2))|2dAα1−2(N−1)(z1)dAα2(z2),

where τ < 1 and a ∈ D. We distinguish between two cases: a ∈ D and a ∈ T.
We first deal with the case when a is in the boundary of D. Applying a rotation

if necessary, we can take a = 1 and use Lemma 9 (keeping z1 fixed) to get

(23)

∫
D

1
|z2 − a|2τ

|∂l
z1
qν(z1, bn(z2))|2dAα2(z2)

≤ C(|∂l
z1
qν(z1, bn(0))|2) + C

∫
D

|∂l
z1
∂z2qν(z1, z2)|2dAα2(z2).
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We now integrate over D with respect to dAα1−2(N−1)(z1), and since the right-hand
side tends to zero when ν → ∞, we obtain the desired conclusion.

Now let us consider the case when a lies in the open unit disk. We can cover
a neighborhood of D \ {a} with a finite family of relatively compact disks, and
estimate the integral over any such disk �. This leaves us with two types of
integrals, one over D \� where |z2 −a| > c > 0, meaning that it suffices to bound

(24)
∫
D2

|∂l
z1
qν(z1, bn(z2))|2dAα1−2(N−1)(z1)dAα2(z2),

and the contribution that arises from integrating over �,

(25)
∫

�

1
|z2 − a|2τ

|∂l
z1
qν(z1, bn(z2)|2dAα1−2(N−1)(z1)dAα2(z2).

A bound on (24) follows from (23) (with τ = 0). Since bn(�) is relatively compact
in D and (1 − |z2|2)1−α2 is bounded, after an affine change of variables in (25), we
can bound this integral by

∫
D2

1
|z2 − 1|2τ

|∂l
z1
qν(z1, b(z2))|2dAα1−2(N−1)(z1)dA(z2),

whereb : D → D is of boundedmultiplicity and b(D) � D. That integral, according
to Lemma 9, can be estimated by

(26)
∫
D2

|∂l
z1
∂z2qν(z1, b(z2))|2|b′(z)|2dAα1−2(N−1)(z1)dA(z2).

Since b(D) is relatively compact in D we can insert the weight (1− |b(z2)|2)1−α2 in
the above integral. Changing variables as in Lemma 5, we bound (26) by∫

D2
|∂l

z1
∂z2qν(z1, z2)|2dAα1−2(N−1)(z1)dAα2(z2),

which we again have control over.
This concludes the proof of Lemma 8. �

Appendix A

Here we give a direct proof that p(z1, z2) = 2 − z1 − z2 is cyclic for D�α whenever
min{α1, α2} ≤ 1.

Proof. Let f be a function in D�α orthogonal to z j
1z

k
2p(z1, z2) for all j, k ≥ 0.

We need to show that f = 0. If we write

f (z1, z2) :=
∑
k,l≥0

bk,l

(k + 1)α1(l + 1)α2
zk
1z

l
2,
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then the orthogonality condition becomes

(27) 2bk,l = bl+1,l + bk,l+1 (k, l ≥ 0),

and the condition that f belongs to D�α translates to

(28)
∑
k,l≥0

|bk,l |2
(k + 1)α1(l + 1)α2

< ∞.

Our goal is thus prove that conditions (27) and (28) together imply that bk,l = 0
for all k, l ≥ 0. We can suppose without loss of generality that α1 ≥ 1 and α2 ≥ 1.

Define a new function g by

g(z1, z2) :=
∑
k,l≥0

bk,lz
k
1z

l
2.

Condition (28) ensures that g is holomorphic on D
2. Also condition (27) implies

the identity

2g(z1, z2) =
g(z1, z2) − g(0, z2)

z1
+

g(z1, z2) − g(z1, 0)
z2

(z ∈ D
2),

which, after rearrangement, becomes

(29) (z1 + z2 − 2z1z2)g(z1, z2) = z1g(z1, 0) + z2g(0, z2) (z ∈ D
2).

Consider now the substitutions z1 := ζ/(ζ − 1) and z2 := ζ/(ζ + 1). Note that we
have z1 ∈ D ⇐⇒ �ζ < 1/2 and z2 ∈ D ⇐⇒ �ζ > −1/2. Substituting these
values of z1, z2 into (29), we find that

0 =
ζ

ζ − 1
g
( ζ

ζ − 1
, 0

)
+

ζ

ζ + 1
g
(
0,

ζ

ζ + 1

)
(−1/2 < �ζ < 1/2).

Thus, if we define h : C → C by

h(ζ ) :=

⎧⎨
⎩

1
ζ−1g( ζ

ζ−1, 0), �ζ < 1/2,

−1
ζ+1g(0, ζ

ζ+1 ), �ζ > −1/2,

then h is a well-defined entire function. Note also that

∑
k≥0

|bk0|2
(k + 1)α1


∫
D

|g(z1, 0)|2(1 − |z1|2)α1−1 dA(z1)

=
∫
�ζ<1/2

|(ζ − 1)h(ζ )|2
(
1 −

∣∣∣ ζ

ζ − 1

∣∣∣2)α1−1 dA(ζ )
|ζ − 1|4

=
∫
�ζ<1/2

|h(ζ )|2 (1 − 2�ζ )α1−1

|ζ − 1|2α1
dA(ζ ),
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and likewise

∑
l≥0

|b0l|2
(l + 1)α2


∫
D

|g(0, z2)|2(1 − |z2|2)α2−1 dA(z2)

=
∫
�ζ>−1/2

|(ζ + 1)h(ζ )|2
(
1 −

∣∣∣ ζ

ζ + 1

∣∣∣2)α2−1 dA(ζ )
|ζ + 1|4

=
∫
�ζ>−1/2

|h(ζ )|2 (1 + 2�ζ )α2−1

|ζ + 1|2α2
dA(ζ ).

Both these series are finite, by (28), so the sum of the two integrals is finite, and
consequently ∫

|ζ |>1

|h(ζ )|2
|ζ |2M

dA(ζ ) < ∞,

where M := max{α1, α2}. This forces h to be a polynomial. Thus, if h �≡ 0, then
|h(ζ )| ≥ c > 0 for all large |ζ |, and substituting this information back into the
integrals already known to be finite, we get

∫
�ζ<1/2

(1 − 2�ζ )α1−1

|ζ − 1|2α1
dA(ζ ) < ∞

and ∫
�ζ>−1/2

(1 + 2�ζ )α2−1

|ζ + 1|2α2
dA(ζ ) < ∞,

which implies that α1 > 1 and α2 > 1, contrary to the hypothesis that

min{α1, α2} ≤ 1.

We conclude that h ≡ 0. It follows that g(z1, 0) ≡ 0 and g(0, z2) ≡ 0, whence also
g(z1, z2) ≡ 0 by (29) and so, finally, bk,l = 0 for all k, l ≥ 0. �

Remark 2. The proof shows that, if min{α1, α2} ≤ 1, then the conditions

2bk,l = bl+1,l + bk,l+1 (k, l ≥ 0)

and ∑
k≥0

|bk0|2
(k + 1)α1

< ∞ and
∑
l≥0

|b0l|2
(l + 1)α2

< ∞

together imply that bk,l = 0 for all j, k ≥ 0.
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Appendix B

Lemma 10 (Derivative estimate for roots). Suppose

P(z1, z2) = zn
2 + A1(z1)z

n−1
2 + · · · + An(z1)

is holomorphic in a domain G × C ⊂ C
2. If h ∈ Hol(G′) for a domain G′ � G,

and satisfies P(z1, h(z1)) ≡ 0, then

|h′(z1)| = O(|z1 − ω|1/n−1)

as z1 → ω ∈ ∂G′.

This result is probably known, but we were not able to locate it in the literature,
and hence we include its proof.

Proof. We may assume ω = 0 and h(0) = 0. Losing no generality, we
may demand that an analytic set {P = 0} is irreducible in a neighborhood of 0
(otherwise we may decrease n). Applying Puiseux parametrization (see [16],
Corollary, page 171), we find that there is an analytic germ in a neighborhood of
0 such that {P = 0} = {(λn, φ(λ))} in a neighborhood of 0 ∈ C

2. This means that
h(z1) = φ(z1/n

1 ), where the branch of square is properly chosen. From this one can
immediately derive the assertion. �
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[2] C. Bénéteau, A. A. Condori, C. Liaw, D. Seco and A. A. Sola, Cyclicity in Dirichlet-type spaces
and extremal polynomials II: functions on the bidisk, Pacific J. Math. 276 (2015), 35–58.
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