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ABSTRACT

Large-eddy simulations (LES) have been carried out in order to investigate the structure and develop-
ment of organized mesoscale cellular convection (MCC) during cold air outbreaks (CAOB) and to re-
evaluate results by Miiller and Chlond. Some limitations of this and other earlier LES studies of CAOBs
have been removed by using a parallelized model with both a large horizontal domain and a fine grid
resolution. These model simulations reveal a hitherto undiscovered insight into the development of MCC.

It is shown that MCC with aspect ratios larger than 10 only develop in the presence of diabatic heat
sources, that is, latent heat release within the clouds and cloud-top radiative cooling, which confirms results
from previous studies. Simulated cells are of closed type. The wind field is seen to be correlated with the
liquid water field, and thus, dynamic variables are organized on the mesoscale as well. Updrafts predomi-
nantly occur in regions with high liquid water content. Two-dimensional spectral analysis confirms clear
peaks at the wavelength of the MCC. The dynamic variables are characterized by an organized conglom-
eration of randomly distributed up- and downdrafts, where each convective cell can hardly be detected by
eye. Whereas scalar variables like temperature and the liquid water path field are characterized by large
scales with aspect ratios of 9 to 11, in the vertical velocity field multiple scales are present simultaneously,
with small scales having aspect ratios between 1 and 3 contributing most to the total energy, but also large
scales correlated with scales seen in the thermodynamic variables.

1. Introduction diameter and boundary layer height, ranging from
1 to 3. Subsequently, they gradually increase up to the
scale of mesoscale cellular convection, reaching typical
values for the aspect ratios of 10 to 30. The frequent
occurrence of so-called mesoscale cellular convection
patterns (MCC) over vast regions of the oceans has

During so-called cold air outbreaks (CAOB), ini-
tially cloud free and stably stratified air is advected
from land or from an ice surface over a warmer (sea)
surface. Subsequent heating and moistening from be-
low causes the develqpment of a convective bgundary been revealed by satellite imaging and its properties
layer, in which a typical sequence of convection pat-  ,ve heen reviewed in detail by various authors (Agee
terns can be observed: As soon as the cold air encoun-  {gg 4; Etling and Brown 1993; Atkinson and Zhang
ters the warm sea surface, roll-like secondary flow pat- 1996). Within the last decade both CAOBs and MCCs
terns develop, app'earing in satellite images as so-called have been studied intensively using numerical simula-
cloud streets (Etling and Brown 1993; Atkinson and ;.0 (Fiedler 1993; Fiedler and Khairoutdinov 1994;
Zhang 1996). Further downstream, the roll patte;rn Miiller and Chlond 1996; Dornbrack 1997; Jonker et al.
gradually changes to a hex'agonal cellular convection 1999). Most of these studies yielded diabatic processes
pattern that can contain either open or closed cells. y, he an essential prerequisite for cell broadening and
Open cells consist of broad central areas of descending 1.« large aspect ratios as observed in nature.
air, enclosed by relatively narrow rings of updrafts, Miiller and Chlond (1996, hereafter MC96) studied a
wher.eas closed cells. are characterized by reversed c.:ir- CAOB situation as observed during the ARKTIS 1991
culation. Near the ice edge or coast, the convection experiment. Latent heat release due to condensation
patterns define aspect ratios, the quotient of cell ., egpecially radiative cooling at the cloud top were

identified as processes leading to cell broadening. To

) . bypass the computer memory problem, they introduced
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adapting domain size and resolution to the evolving
structures. The horizontal size of their model domain
and the horizontal resolution of the computational grid
was continually adjusted to the scale of the dominant
convective structures during the course of the simula-
tions. At the end of their runs, the horizontal domain
extended over 100 X 100 km? but with a horizontal grid
spacing of 1.6 km.

Thus, some restrictions remain due to insufficient
computer resources available at the time. An LES of
MCC during a CAOB situation needs a computational
domain covering a horizontal area on the order of ~100
km X 100 km to allow the development of large-scale
convective cells. Simultaneously a grid resolution of
~50 to 100 m is necessary to resolve smaller energy
containing eddies of the convective boundary layer
(CBL), which might interact with larger cells. Under
these circumstances, the numerical grid requires ~10°
grid points. In the study of Dornbrack (1997), who used
LES to investigate the influence of both heating at the
lower cloud boundary by condensation and cloud-top
radiative cooling on the broadening of convective cells,
the horizontal extent was not sufficient to follow the
subsequent evolution of cell broadening toward a sta-
tionary state. At the end of his LES, one convective cell
filled out about one-half of the box side and thus the
domain size became too small to allow for further
growth of the cells. In the study of MC96, the anisotro-
pic numerical grid required the use of artificially in-
creased horizontal diffusion coefficients, which limits
the resolution of the smaller scales and thus also the
effect small scales may have on large-scale structures.
Additionally, large anisotropic eddy diffusion coeffi-
cients may affect the aspect ratio of the simulated cells
(Ray 1965).

The purpose of this note is to remove all these un-
certainties by means of LES using simultaneously a
model domain that is large enough to capture several
mesoscale structures, and a high grid resolution to ex-
plicitly resolve small-scale interactions.

2. Simulation setup and initial conditions

The parallelized LES model (PALM) applied in the
present study is specially designed for use on massively
parallel computers. It is described in detail in Raasch
and Schroter (2001) and has been applied successfully
to the atmospheric and oceanic boundary layer (e.g.,
Weinbrecht and Raasch 2001; Noh et al. 2003; Letzel
and Raasch 2003; Kanda et al. 2004).

We consider a CAOB situation observed during the
ARKTIS 1991 experiment (Britmmer 1992, 1999). This
setting was already used as reference state by MC96,
where a more detailed description of the experimental
setup is given. The initialization parameters for the
simulations performed here were directly adopted from
MC96 and can be described as follows: At a latitude of
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72°N, an initially dry and stably stratified air mass is
advected by a geostrophic wind of 22 ms™! from the
pack ice across the relatively warm water of ice-free
ocean. The model domain covers an area of 70.4 km X
70.4 km using a grid spacing of 100 m in the horizontal
and approximately 5.5 km in the vertical direction with
a mesh size of 50 m (for z > 3.3 km, the vertical grid
spacing is smoothly stretched) resulting in 705 X 705 X
80 ~ 4 X 107 grid points. Based on these initial condi-
tions we have performed two runs. The first run (here-
after referred to as WET) includes moist processes like
cloud formation, whereas the second run (hereafter re-
ferred to as DRY) treats the moisture as a passive sca-
lar only, cloud formation and radiation processes have
been switched off. In all model simulations, the initial
wind profile for the three-dimensional simulation was
obtained by a one-dimensional version of PALM using
prescribed temperature and humidity/scalar profiles
(0,—0,=0 = 261.741 K, 90/9z = SA8 K km ', q._g,—0 =
1.5137 g kg ™', agloz = —0.273 g kg~ ' km™'). With the
beginning of the three-dimensional simulation, the sur-
face temperature was set to its value observed near the
ice edge (0._,—o = 273 K) and was increased linearly
further on according to observations during ARKTIS
1991 (a6/ot = 1.32 X 10~* K s~ !). At the surface, mois-
ture saturation has been assumed (initially, q,_y,—o =
3.7 g kg™ '). Surface fluxes have been calculated via the
Monin-Obukhov similarity. To initialize a turbulent
state of the boundary layer flow, the velocity field was
perturbed by imposing small random perturbations. All
simulations performed for this study cover a period of
12.5 h. Table 1 shows an overview of some initial pa-
rameters as well as resulting characteristic flow param-
eters.

3. Results

We first present results of the WET model simula-
tion. In general, the evolution of the simulated mean
flow state is typically for cloudy CBLs (e.g., Briimmer
et al. 1986; Cuijpers and Duynkerke 1993; Briimmer
1999). Figure 1 shows the temporal development of ver-
tical mean profiles of various variables. Because of the
increasing surface temperature, an unstably stratified
layer near the surface is initiated and leads to the de-
velopment of a monotonically growing convective
boundary layer. The surface buoyancy fluxes decrease
slightly, from 0.23 to 0.15 K ms™', whereas the latent
heat fluxes increase from 0.04 to 0.08 g kg ' ms™! at
the end of the simulation (see Fig. 1 and Table 1). After
about 1.5 h, the flow reaches a quasi-stationary state
recognizable by the well-mixed profiles of the horizon-
tal wind speed and the potential temperature, as well as
by the temporal self-similarity of the vertical profiles of
the second moments (fluxes and variances). At the end
of the simulation after 12.5 h, the boundary layer depth
reaches a value of approximately 3200 m, while the
cloud layer ranges over more than 2000 m.
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TABLE 1. List of initial parameters for all simulations; L., L,,
L_: domain size in x, y direction; dx, dy, dz: grid spacings; (i, v,):
components of the geostrophic wind; f: the Coriolis parameter;
Flz, is the impinging infrared radiative flux on the top of the
domain; z, z, z,, are the roughness lengths for impulse, tempera-
ture, and moisture, respectively. The subscript 0 indicates the
value of the respective parameter at the surface, A the increase at
the beginning of the three-dimensional simulation, d/dz the initial
value of the vertical gradient. For DRY ¢ represents a passive
scalar.

SCHROTER ET AL.

Parameter WET DRY Units

Boundary conditions/

initialization parameters
Cloud physics Yes No
Radiation Yes No
Passive scalar No Yes
L.L, 70.4 km
L. 5.5 km
dx, dy 100.0 m
dz 50.0 m
(1, V) (0, 22) ms!
f 1.387 1074 s7!
0.0 261.741 K
36/0z 5.18 K km™!
A6 11.259 K
a0/0t, 1.32 107+ Ks™!
Q0.0 1.5137 gkg™!
aqloz -0.273 gkg P km™!
Ag 2.1863 gkg !
20 5 107* m
Zo 1 107* m
Z4 1 107°m
Flz, 80 — W m 2
Resulting parameters
z; (t =125h) 3200.0 2200.0 m
u* 0.75 075 ms!
w 2.5 2.4 ms~!
W00 —12.5 1 0.14 0.187 Kms™!
W0 Dor~125n 0.154 — Kms™*
W'q0—125n 0.079 0.061 gkg 'ms™!

Because of the release of latent heat in the cloud
layer, the turbulence is enhanced leading to an increase
of the velocity variances and the buoyancy flux in this
region. The buoyancy flux decreases linearly with
height from the surface up to the cloud base, where it
reaches a negative value. It then increases upward and
reaches a local maximum at the top of the lower third of
the cloud layer. This maximum is caused by release of
latent heat and radiative heating at the cloud base.
These features of the buoyancy flux profile give strong
evidence of decoupling of the cloud-topped boundary
layer. In general, decoupling is associated with negative
buoyancy fluxes below the cloud base and a cloud-base
local minimum of w’? (e.g., Turton and Nicholls 1987;
Bretherton and Wyant 1997). In WET, decoupling oc-
curs for t = 7 h at about z = 0.4 z,. Following Turton
and Nicholls (1987), the surface mixed layer lies below
that level and the decoupled mixed layer above. With-
out describing the results of DRY in detail at this point,
an evidence of decoupling could not be observed in
DRY. As summarized by Stevens (2000), a major fea-
ture of decoupling is that the tendency toward a two-

2025

layer stratocumulus-topped boundary layer is the first
phase of the climatologically important stratocumulus
to trade—cumulus transition. However, we do not as-
sume decoupling to be the major reason for the differ-
ences between WET and DRY model results (see later
in this paper).

After reaching the quasi steady state, the organiza-
tion of the secondary flow is characterized by closed
cellular convection. The pattern is best detectable in
the thermodynamic field variables, such as the liquid
water path (LWP) field (LWP = [§™ g, dz). To obtain
a more realistic view of the cloud pattern comparable to
the view from a satellite, Fig. 2 shows contour plots of
cloud reflectivities obtained from the LWP field.

As is typical for closed cellular convection, broad
areas of large values of reflectivities (light areas) in the
center of the cells are enclosed by narrow ring-shape
areas of low values of reflectivities (dark areas). Here,
large amounts of LWP correspond to high values of
reflectivities and vice versa. The cellular pattern could
also be identified in the w field, shown in Fig. 3 (top),
because of a positive correlation with the g, field. In
areas of small liquid water content, predominantly
downdrafts can be identified whereas in the center of
the cells, updrafts are more frequent than downdrafts.
Accordingly, each mesoscale convection cell occurs in
the vertical velocity field as an organized conglomera-
tion of randomly distributed up- and downdrafts.

To study the cell broadening, a spectral analysis was
performed. Figure 4 shows the variance spectra of LWP
and the vertical velocity as a function of the aspect
ratio, which is defined here as the ratio of wavelength to
boundary layer height. The dominant wavelength may
be interpreted as a measure of the typical diameter or
the typical size of coherent structures occurring in the
specific variable field. Spectra were calculated as in
MC96 from two-dimensional Fourier analysis of hori-
zontal cross sections located approximately in the
middle of the developing cloud layer. Fourier coeffi-
cients were averaged along circles in order to generate
a one-dimensional presentation. The w spectra were
calculated in the horizontal plane, in which the resolved
variance of the vertical velocity reaches a local maxi-
mum. Since spectra were multiplied by the wavenum-
ber, a peak in the spectrum can be interpreted as an
important contribution to the variance of the variable.

The broadening of convective cells can be clearly
identified by the shift of the dominant spectral peaks
toward larger wavenumbers in the spectra of the LWP
with increasing time. Table 2 gives an overview of the
temporal evolution of the diameter and the aspect ratio
A of dominant cell structures estimated by spectral
analysis. The dominant wavelength in the LWP field
increases monotonically from ~6.4 km after 2-h simu-
lated time to ~35.3 km at the end of the simulation.

In accordance with the increase of the dominant
wavelength, the dominant aspect ratio of the LWP field



2026

JOURNAL OF THE ATMOSPHERIC SCIENCES

VOLUME 62

i ¥ I'=° L L] 1 ¥ L] L] L] L] L) L] ]
~~~~~~~ =0.5h
— — — t=2h
—-—--t=4h
3000' ——-ec-=t=7h '3000
— - —— tugh b
E- — t=125h -E-
S 2000 20005
2 2
£
P
1000} f {1000
/1
0 . L aadot " X " . X 0
0 5 10 15 20 25 265 270 275 28000 02 04_ 06
Jul [m s™] 8 [K]

a g kg™

2z,

w?[m?s™

05 1.0 1.5 20 0 50 100150200250 0 50 1150200250

HWm? LWm?

Fi1G. 1. Vertical mean profiles of various variables at different time levels. (top, from left to right) Mean
wind speed, liquid water potential temperature, liquid water content. (bottom, from left to right) Horizontal
and vertical velocity variances, sensible and latent heat fluxes. For the sensible and latent heat fluxes, typical
subgrid parts of the total fluxes are additionally shown. To calculate the heat fluxes, a density of 1.225 kg

m > was assumed.

(cf. Fig. 4) also increases nearly monotonically (apart
from a deviation within the period from ¢t = 7 hto ¢ =
9h)fromA~Sattr=2htoA~ 11 att = 12.5-h
simulated time. In contrast to the LWP field, the ver-
tical velocity field is not dominated by such large scales.
The scales with the largest contribution to the variance
of the vertical velocity have aspect ratios between 1 and
4 as typical for convective boundary layers (Hardy and
Ottersten 1969). However, because of the positive cor-
relation between the liquid water field and the vertical
velocity field, each dominant scale in the LWP field
appears as a corresponding local peak in the spectra of
the vertical velocity. Hence, the spectral density of the
vertical velocity at large aspect ratios increases with
increasing time. Whereas at ¢ = 2 h, scales with wave-
lengths larger than 10 km practically are not present,
later on, a significant part of the variance of the vertical
velocity field can be attributed to such large scales.
To point out the correlation between the dynamics of
the flow and its thermodynamics (temperature and lig-
uid water content), Fig. 5 presents autocorrelation func-
tions of the vertical velocity [p(w)] and the potential
temperature [p(6)] as well as cross-correlation func-

tions of w and g, [p(w, ¢,)] and 6 and ¢, [p(9, q,)], all as
functions of the separation distance r. Whereas p(w)
drops to zero in a very short spatial lag nearly indepen-
dently of time and height, p(6) shows an increase with
time and height. Consequently, the vertical velocity
field is characterized by an irregular small-scaled signal
typical for turbulent processes, whereas the tempera-
ture and the liquid water field (as seen before) are
dominated by larger scales. The positive correlation be-
tween w and the thermodynamic variables is, even at
small lags, less than the correlation between the ther-
modynamic variables among themselves. Thus, consid-
ering the whole model domain, updrafts are somewhat
correlated with positive temperature fluctuations (de-
fined as deviations from the horizontal means) and
analogous downdrafts are correlated with negative tem-
perature fluctuations, whereas high liquid water con-
tent and positive temperature fluctuations (as low lig-
uid water content and negative temperature fluctua-
tions) display high correlations even at large distances.
This is connected to the fact that w itself is character-
ized by multiple small structures, while 6 and g, are
dominated by large scales.
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FI1G. 2. Horizontal cross sections of cloud reflectivities calculated from the liquid water path (WET simulation): (left)
t=4h, z =1600 m; (right) r = 12.5 h, z = 3100 m. Cloud reflectivities have been estimated using the parameterization
of Slingo (1989) assuming an equivalent radius of the drop size distribution of 6 wm and a solar zenith angle of 60°.
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We now turn to the second run (DRY), which was
performed using the same initial conditions as WET,
but without consideration of moist processes. Here,
moisture is treated as a passive scalar. In general, it is
found that in contrast to WET, the formation of MCC
fails to appear in DRY. Accordingly, neither increasing
aspect ratios nor increasing spectral energy levels at
larger scales are observed in either scalar or dynamic
variables. Figure 6 shows the power spectra of the ver-
tical velocity and the scalar field in the middle of the
boundary layer height at different time levels as a func-
tion of the aspect ratio. The spectra of the scalar field
are independent of height (not shown). Thus, Fig. 6 is
representative for all model heights and may be com-
pared with Fig. 4.

Throughout the simulation, the dominant aspect ra-
tios remain nearly constant in both fields. The domi-
nant scales of the vertical velocity are slightly smaller
than those of the passive scalar and range between 1.6
and 2.9, as is typical for cloudless convective boundary
layers (Hardy and Ottersten 1969), whereas the domi-
nant scales of the passive scalar remain between 2.6 and
4.7 (cf. Table 2). Figure 7 shows horizontal cross sec-
tions of the vertical velocity and the passive scalar field
at the end of the simulation. Up- and downdrafts are
not part of a large-scale organized cell structure as in
WET. Rather, individual up- and downdrafts appear as
a cell-like pattern. This cellular pattern seems to be
slightly stretched in the direction of the mean wind
from south to north. The passive scalar field is charac-
terized by broader structures compared to the vertical
velocity field. However, the structures occurring here

are not similar to the large cell structures observed in
the case of MCC.

4. Discussion and conclusions

Opening the capability of today’s supercomputers by
using a parallelized model we have been able to per-
form an LES study of a CAOB situation with both a
large horizontal domain and a fine grid resolution for
the first time. This work emphasizes the important role
that parallel computing technology plays in our ability
to study the evolution of organized convection in the
atmosphere. Some limitations of earlier LES studies of
CAOBs, especially those of MC96, have been removed.

Both our study and MC96 agree on major results;
however, there are some differences between our in-
vestigations and those of MC96 that are attributable to
the regridding technique used by MC96. Analyzing the
data of the current high-resolution study, we are able to
get much more detailed insight into the structure of
MCC. Whereas the convective pattern occurring in the
course of WET appears as closed convective cells,
MC96 could not clearly classify the convection pattern
occurring in their model simulation as closed or open.
This might be a result of the coarse grid they had to use,
which also led to the simulated fields being much
smoother, including reduced minima and maxima of
the vertical velocity, in comparison to our WET simu-
lation. Figure 3 shows a comparison of horizontal cross
sections through the w field in our simulation (¢ = 12.5
h, right) and MC96’s basic control run (¢ = 15 h, lower
graph). The w field simulated in WET is characterized
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Fi1G. 3. (top) Horizontal cross sections of vertical velocity w (WET simulation): (left) t = 4 h, z = 1300 m; (right)
t =12.5 h, z = 2150 m. The cross sections are located at the level where the resolved variance of the vertical velocity
reaches a local maximum. (bottom) Result of MC96’s basic control run for ¢+ = 15 h, discussed in section 4 [figure

courtesy Miiller and Chlond (1996)].

by an organized conglomeration of randomly distrib-
uted up- and downdrafts, where each convective cell
can hardly be detected by eye. In contrast, the w field
simulated by MC96 is characterized by much broader
regions of coherent up- and downdrafts.

Unlike MC96, who observed increasing dominant as-
pect ratios in the liquid water field as well as in the
vertical velocity field, in WET only the liquid water
field shows an increasing dominant scale, whereas in
the w field, the magnitude of any dominant aspect ratio
decreases with time at the expense of several distinct

peaks. Thus, structures at the mesoscale exist, but are
not dominating, as smaller structures are evident too.
This discrepancy is another effect that we attribute to
the regridding technique used by MC96. For example,
at the end of the simulation of MC96, only scales with
wavelength larger than 3200 m were explicitly resolved
by the numerical grid. With regard to the correspond-
ing spectra (Fig. 4), the left part of the spectrum would
not be existent. From this technical aspect, scales with
aspect ratios A > 1 are affected, which excludes the
LWP since no peaks exist at the smaller scales. As far as
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FIG. 4. (top) Power spectra of the liquid water content and (bottom) vertical velocity, WET
simulation. Aspect ratios according to dominant scales at specific time levels are marked by

triangles.

the vertical velocity field is concerned, the cutoff at A
~3200 m does affect numerous structures on the small
scale. Furthermore, because of additional filtering ef-
fects of the subgrid scheme (Moeng and Wyngaard
1988) the spectral density of scales of the internal sub-
range would have been reduced. Thus, large scales are
able to have a larger contribution to the total variance
compared to a simulation with a higher resolution.

In general, our results are in good agreement to the
earlier studies of MC96. It seems that one has to strictly
distinguish between two different kinds of cell broad-
ening. Whereas on the scale of single coherent (e.g., up-
and downdrafts) turbulent structures only the scalar
variables show increasing aspect ratios, on the scale of
MCC both dynamic and scalar field variables broaden
because of a positive correlation between the thermo-
dynamics and dynamics of the turbulent flow. In both
studies, a clear MCC signal is observed only when con-
sidering longwave radiative processes and latent heat
release due to condensation processes (WET). Hence,
we substantiate the statement that additional diabatic
heat is responsible for the existence and broadening of
MCC, which is furthermore supported by recent find-
ings of de Roode et al. (2004). Mesoscale fluctuations
do occur under boundary conditions, which do not nec-
essarily have to include additional diabatic heat
sources, but these fluctuations are reaching the scale of
MCC only in the presence of additional diabatic heat
sources.

With regard to the study of Jonker et al. (1999),
which has been improved recently by de Roode et al.
(2004), we have found some discrepancies in DRY con-

cerning the coupling of scale growing and the entrain-
ment to the surface flux ratio. It has been found that
mesoscale fluctuations are negligibly small for con-
served variables that have an entrainment to surface
flux ratio of about —0.25 (de Roode et al. 2004). In case
of the potential temperature, the results of DRY agree
well with this finding. The flux ratio is about —0.15 for
all time levels and no enlargement of scales has been

TABLE 2. Diameters A and aspect ratios A of the dominant cell
structures in the liquid water field for different time levels esti-
mated by spectral analysis.

Run  Time (h) 2 4 7 9 12.5
WET  z;(m) 1250 1800 2450 2750 3200
LWP power,,.,
A (km) 6.4 10.1 23.5 23.5 353
A 5.1 5.6 9.6 8.6 11.0
W POWET
A (km) 2.3 5.9 8.8 7.8 39
A 1.8 33 3.6 2.8 1.2
DRY  z;(m) 900 1250 1600 1800 2200
S POWeT, .«
A (km) 3.7 59 4.1 6.4 10.1
A 4.1 4.7 2.6 3.6 4.6
W POWET
A (km) 1.5 3.7 3.7 5.0 5.0
A 1.7 3.0 2.3 2.8 2.3
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FI1G. 5. Autocorrelation functions (left) p(w) and (right) p(0) as functions of the separation
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Fi1G. 6. (top) Power spectra of the passive scalar and (bottom) the vertical velocity, DRY
simulation, resulting from two-dimensional Fourier analysis of horizontal cross sections lo-
cated approximately in the middle of the developing cloud layer.
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Fi1G. 7. Horizontal cross section (left) of the vertical velocity w and (right) of the scalar quantity at r = 12.5 h (DRY
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maximum (z = 1000 m).

observed. But in contrast to what actually has been
observed in the case of the passive scalar, having a flux
ratio of 0.2 to 0.3, increasing scales could be expected.
However, since Jonker et al. (1999) as well as de Roode
et al. (2004) prescribed small surface heat fluxes and
simulated a flow with weak mean wind conditions, we
attribute the differences between our DRY case and
their CBL simulation to the different boundary condi-
tions.

MC96 proposed a conceptual model to explain the
process of cell broadening due to cloud-top cooling.
They state that an additional cooling at the cloud top
produces colder downdrafts. As a consequence of
colder downdrafts, the aspect ratios should increase be-
cause they increase the horizontal distance that has to
be passed by the (near surface) horizontally outflowing
air parcels before they become positively buoyant and
form an updraft again. However, we believe that this
argument is not convincing because an increasing tem-
perature difference between the sea and the overlying
air locally increases the surface heat flux so that cooler
air receives more energy than comparably warmer air
reducing its time to become positively buoyant. Our
doubt of the conceptual model of MC96 is supported by
the results of WET. Here, intensive small-scaled re-
gions of positive and negative temperature fluctuations
are randomly distributed throughout the whole near-
surface layer as could be seen by the correlation func-
tions (Fig. 5). At regions of warmer and colder air,
small-scaled up- and downdrafts occur, respectively.
Hence, near the surface the flow structure is character-
ized by small scales and not, as the conceptual model of
MC96 implies, by large scales.

Currently, we are investigating the hypothesis of
Dornbrack (1997) using passive particle advection to
answer questions about mechanisms of cell broadening.
Dornbrack (1997) hypothesizes that the additional
cooling at the cloud top and the evaporation processes
lead to an increase of the effective horizontal diffusion,
which possibly yields the broadening of convective
cells. The assumption of Dornbrack (1997) is based on
the observation that the total kinetic energy of the flow
is increased by additional diabatic heat sources.
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