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Resum ‘

Aquesta tesi doctoral explora metodes per augmentar tant ’eficiéncia ener-
getica com la resoluci6 de convertidors analogic-digital (ADCs) Delta-Sigma
de condensadors commutats mitjangant innovadors circuits CMOS de baix
consum. En aquest sentit, s’ha prioritzat un alt rendiment, fiabilitat i bai-
xos costos de fabricacié dels circuits, aixi com un flux de disseny simple per
ser reutilitzat per la comunitat cientifica.

S’ha escollit 'arquitectura Delta-Sigma per la seva simplicitat i la tolerancia
a les imperfeccions dels seus blocs basics. La recerca de circuits presenta-
da utilitza tecniques de condensadors commutats per aconseguir un apare-
llament adequat entre els dispositius i per tenir dependéncia només de la
fluctuacié del rellotge extern.

Les tecniques de disseny de circuits analogics de baix corrent desenvolupades
tenen com a objectiu 'eficiencia energetica, aprofitant les regions d’inversi6
feble i moderada d’operacié del transistor MOS. També s’investiguen nous
amplificadors operacionals Classe AB com a elements actius, tractant d’u-
tilitzar energia només durant les transicions dinamiques, el que redueix el
consum de potencia a nivell de circuit. Els circuits no utilitzats durant un
determinat periode de temps es desactiven, reduint aixi el consum de poten-
cia a nivell de sistema i minimitzant el nombre de dispositius de commutacié
en el cami de senyal.

S’ha millorat la fiabilitat dels circuits proposats evitant els elevadors de
tensié o altres tecniques que poden incrementar els voltatges d’operacio
més enlla del d’alimentacié nominal de la tecnologia CMOS utilitzada. A
més, per incrementar el rendiment de produccié dels ADCs resultants, s’ha
enfocat la recerca de disseny sobre noves topologies de circuits amb una
baixa sensibilitat a les variacions tant del procés de fabricacié com de la
temperatura.

Un modulador Delta-Sigma de 96.6 dB de SNDR, 50 kHz d’ample de banda,
1.8 Vi 7.9 mW per a ADCs s’ha implementat en una tecnologia estandard
CMOS de 0.18 pm basat en les novetats proposades. Els resultats de les
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mesures indiquen la millora de I'estat de 'art d’ADCs d’alta resolucié sense
elevadors de tensi6é del senyal de rellotge, calibratge o compensacié digital,
fet que beneficia una amplia gamma d’aplicacions de sensors intel-ligents.

Una altra contribucié en el marc d’aquest treball de recerca és la millora
dels amplificadors operacionals de Classe AB d’una sola etapa exclusivament
MOS. Els amplificadors commutats de mirall variable desenvolupats, amb la
seva remarcable eficiencia de corrent i compensacié intrinseca de frequéncia
juntament amb un fons d’escala i un guany de llag obert grans, sén adequats
per a un ample ventall d’aplicacions de baix consum i d’alta precisié més
enlla de I'ambit especific dels ADCs, com a convertidors digital-analogic
(DACs), filtres o generadors.
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Abstract ‘

This PhD thesis explores methods to increase both the power efficiency and
the resolution of switched-capacitor Delta-Sigma analog-to-digital convert-
ers (ADCs) by employing novel CMOS low-power circuits. A high circuit
performance, reliability, low manufacturing costs and a simple design flow
to be reused by the scientific community are prioritized.

The Delta-Sigma architecture is chosen because of its simplicity and toler-
ance for its basic block imperfections. The presented circuit research makes
use of switched-capacitor techniques to achieve an appropriate matching
between the devices and to be dependent only on the external clock jitter.

The developed low-current analog circuit techniques target power efficiency,
taking advantage of the weak- and moderate-inversion regions of the MOS
transistor operation. Novel Class-AB operational amplifiers are also investi-
gated as active elements, trying to use energy only for dynamic transitions,
thus reducing power consumption at the circuit level. The circuits unused
during a certain period of time are switched off, thus reducing power con-
sumption at the system level and minimizing the number of signal-path
switching devices.

The circuit reliability is improved by avoiding bootstrapping or other tech-
niques which may increase the operation voltages beyond the nominal sup-
ply of the target CMOS technology. Furthermore, the design research also
focuses on new circuit topologies with a low sensitivity to both process and
temperature deviations in order to increase the yield of the resulting ADCs.

A 96.6-dB-SNDR 50-kHz-BW 1.8-V 7.9-mW Delta-Sigma modulator for
ADCs is implemented in a standard 0.18-pm CMOS technology based on
the proposed novelties. The measurement results indicate the improvement
of the state of the art of high-resolution ADCs without clock bootstrapping,
calibration or digital compensation, benefiting a wide range of smart sensing
applications.

Another contribution made in the scope of this research work is the im-
provement of MOS-only single-stage Class-AB operational amplifiers. The



developed switched variable-mirror amplifiers, with their remarkable current
efficiency and intrinsic frequency compensation together with high full-scale
value and open-loop gain, are suitable for low-power high-precision applica-
tions extending beyond the specific area of ADCs, such as digital-to-analog
converters (DACs), filters or generators.
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1.1 Motivation

The growing market of smart sensing applications demands high-resolution
analog-to-digital converters (ADCE) to interface as precisely as possible the
physical world of transducers with the digital world of signal processing in a
number of fields such as environmental monitoring, child education, surveil-
lance, micro-surgery, and agriculture [I}, [2]. Although featuring a reduced
bandwidth, typically lower than 1 MHz, these ADCs may exhibit dynamic-
range values exceeding 90 dB [3H2I]. Generally, to achieve such a high
resolution, power consumption needs to be increased. This design approach
reduces circuit noise and signal distortion, but also limits the battery life
of portable applications. Instead of increasing the battery capacity to com-
pensate for this loss, research into low-power techniques may be a promising
strategy, until the point when traditional contaminating power sources can
be replaced by environment-friendly energy scavengers, which are currently
limited in terms of supply capability with respect to the former.

The trend is to integrate ADCs together with the sensor network and the
post-processing digital circuitry on the same integrated-circuit die [22H25],
which is fundamental to achieve a higher level of smartness of the net-
work itself for a better use of the sensing units and the local-node signal
processing and communication. Therefore, the idea of achieving state-of-
the-art results using a standard inexpensive complementary metal-oxide-
semiconductor ([CMOS) technology is attractive. However, with the con-
tinuous downscaling of feature sizes of the technologies, devices are
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suffering more degradation of their analog characteristics [26]. A solution
to compensate for this issue can be provided by the Delta-Sigma (AX) ar-
chitecture because of their high tolerance for the imperfections of the basic
building blocks [27], especially for the amplifier non-idealities.

Although continuous-time ADCs currently represent an active research field,
their performance is severely affected by clock jitter [28]. On the other
hand, discrete-time implementations using switched-capacitor (SC)) tech-
niques strongly alleviate this problem and decrease matching errors between
devices, as well, resulting in stable filter coefficients.

One of the most power-hungry blocks in these SC AY, ADCs is the opera-
tional amplifier (OpAmp]|). Traditional Class-A OpAmps drain a large static
current, which has no useful contribution to the discrete-time signal process-
ing itself since the signal samples are significant at the end of the sampling
period only, regardless of their previous transient, provided the required
settling error is met. Research into Class-AB OpAmps may shift the energy
usage preferably towards useful dynamic transitions, thus reducing power
consumption at the circuit level [29H35]. Classically, are powered
on even during the time periods when they are not used. Switching them
off may help to save energy at the system level and, also, to minimize the
number of signal-path switching devices, thus alleviating distortion-related
problems [36].

Power-consumption optimization is one of the most important topics of this
PhD thesis, and it has been faced at both the device and system levels.

At the device level, traditional design equations describe the operation of
the metal-oxide-semiconductor field-effect transistor (MOSEET]) only in the
strong-inversion region, whose choice leads to power inefficiency in many
designs. The C. C. Enz, F. Krummenacher and E. A. Vittoz (EKV]) and
Advanced Compact MOSFET (ACM]) models [37, 38] are good choices to
take advantage of the weak and moderate inversion regions, managing the
reduction of power consumption by the handmade estimations of transistor
performances.

At the system level, some of the state-of-the-art high-resolution-ADC de-
signs use driving voltages that might surpass the technology supply limits,
in this way undermining reliability of the integrated circuit. Thus, it is ad-
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visable to reject techniques such as bootstrapping, whose implementation
also requires complex schemes. Furthermore, some of the AYX-ADC design
proposals rely on calibration, achieving high-resolution performance, but in-
creasing the manufacturing and operation costs. Therefore, calibration-free
circuits are of interest for most smart-sensing applications.

Finally, since using proprietary tools for electronic design automation (EDAI)
usually prevents from inspecting and modifying their code to meet particular
needs, there is a motivation to use open-source programs whenever it is
possible [39, [40]. Also, the independence from any closed computational
environment may improve workflow automation, which plays a key role in
increasing scientific productivity [41]. Hence, it would be desirable to extend
the use of the open-source EDA tools to the full-custom integrated-circuit
CMOS designs obtained in this research work.

The motivation factors described above led to the inception of this PhD
thesis during the research activities on the CMOS read-out integrated cir-
cuits for the arrays of long-wave infrared thermal sensors [42H45]. These
activities were followed by the development of the potentiostatic A¥X ADC
for smart electrochemical sensors [22, 23]. Finally, the work on the high-
resolution ADCs for space missions in the scope of the project funded by
the European Space Research and Technology Centre (ESTEC) under the
contract 40000101556/10/NL/AF, provided the main contributions of this
PhD thesis, resulting in [29] and other publications in the process of dis-
semination.

1.2 Analog-to-Digital Conversion Techniques

A typical ADC system is illustrated in Fig. It converts the continuous-
time analog signal Vi, (¢) to the discrete-time digital signal dou(n), which is
a digital number measuring the analog value of Vi, (¢) with the introduction
of some error.

At the input, the anti-aliasing filter, which usually has a low-pass transfer
function, limits the input-signal bandwidth, preventing the overlapping in
the base band of the out-of-band signal and input-noise spectrums around
multiples of the sampling frequency f; in the next stage [46]. After that,
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Vin(?) Anti-aliasin, Vin(n) Jout (1)
- g Sample and .
filter hold circuit Quantizer DSP

Figure 1.1 | General ADC system.

the sample and hold circuit performs the signal discretization in the
time domain, and, then, the quantizer carries out the discretization in the
amplitude, feeding the obtained digital signal to thedigital-signal process-
ing (DSP)) system for an additional treatment such as digital filtering and
decimation. The number of discrete values M which an ADC can produce at
the output determines the resolution parameter, which is usually expressed
in the bits number N:

N = log,(M). (1.1)

Fig.[I.2] presents an example of the transfer curve and the error function of a
uniform ADC quantizer with M = 4, and thus, according to , yielding
a 2-bit resolution. Here, V' is the analog input voltage with the full scale
Viin < V' < Vinax, and dq is the quantized output. The least significant
bit (LSBI) of an ADC is defined by the quantization step A:

Vmax - Vmin

A=
2N —1

(1.2)
The quantization error ¢4 is always present during the normal operation of
an ADC with values ranging from —A /2 to A/2, as can be seen in Fig. It
has been assumed that the €4 probability distribution is uniform across this
range. As a consequence, €4 is treated like a white noise, referred to as the
quantization noise, with its power evently distributed between the sampling-
frequency halves — f5/2 and f5/2 and the power spectral density (PSDJ) given
by [47]:
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6‘31
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An example of the transfer curve and the error func-

Figure 1.2\ 0 of a 2-bit ADC quantizer.

All fundamental ADC architectures used today had been discovered and
published in one form or another by the mid-1960s [48]. They will be re-
viewed below. In all cases, it will be supposed that the input analog signal
is processed by the anti-aliasing filter and the resulting output digital signal
is fed into the DSP circuit which has no feedback path to the ADC core.

1.2.1 Flash ADC

The flash-ADC principle, shown in Fig. [I.3] is common to all fundamental
ADC architectures in some degree. The input signal Vi, (t) is first sam-
pled and held at the Nyquist rate of two times the input bandwidth (BWI)
to avoid aliasing. Then, each sample is sensed by the array of compara-
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Figure 1.3 | General flash-ADC architecture.

tors, which are triggered at the beginning of each conversion cycle. Each
comparator generates a logical high- or low-level output signal depending
on whether Viy(n) is above or below the comparator reference voltage, re-
spectively. The reference voltages are typically generated by a ladder of
matched resistors, as in Fig. connected between the full-scale positive
Vimax and negative Vi references. In SC applications, sampling capacitors
can be also employed instead of resistors as voltage dividers, thus reducing
the static power consumption. If fs is high enough, the charge leakage from
the capacitors can be neglected.

From the point of view of a whole block, the comparator array generates
a thermometric-like code, which is converted into a binary code dout(n) by
the digital encoder. Usually, the encoding algorithm also incorporates the
bubble error correction (BEC) to prevent one of the erroneously tripped
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comparators from corrupting the entire output code [49]. The linearity of
the flash ADC is improved if the input-equivalent offset of the compara-
tors is reduced by means of individual preamplifiers. These preamplifiers
also isolate the reference ladder from the kick-back noise generated by a
high-swing activity of the comparators. However, the use of preamplifiers
increases power consumption.

To obtain a resolution of N bits, the number of comparators which the
flash ADC needs to employ is 2 — 1. It means that to reach even a mod-
est 8-bit resolution, as much as 255 comparators are required, drastically
increasing circuit power consumption and area. Moreover, the input load is
also increased, reducing the input-signal bandwidth. This makes the flash
ADCs inappropriate for high-resolution applications. As will be shown in
Section there are no state-of-the-art stand-alone flash ADCs surpassing
an 8-bit resolution. To achieve a higher resolution, fabrication trimming or
digital calibration are needed. However, these techniques boost the circuit
manufacturing and operation costs.

1.2.2 Folding ADC

The number of required components is reduced with respect to the flash
ADC of Fig. [[.3]if it is split into two parallel subADCs, as illustrated in
Fig. the first, for a coarse quantization, determining the most significant
bits (MSBE) dcoarse(n); and, the second, for a fine quantization, determining
the [LSBb dfine(n). A folding circuit is used at the input of the fine ADC to
transform the input signal into a signal which is repeated in the intervals

‘/ln(t) ‘/ll‘l(n) m 5coarse(n)
S/H : —
/ ADC Digital Sone ()
- Olllltp.ut- out \ T
Seme (1) ogic
2-BW Folding Fine fine circuit
circuit ADC —

Figure 1.4 | General folding-ADC architecture.
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marked by the MSBs. Therefore, the same reduced set of components can
be reused in all intervals. For this reason, this type of ADCs is called
the folding ADC. For example, in order to obtain the same 8-bit resolution,
using 4-bit coarse and 4-bit fine ADCs, only 24 —1+2% —1 = 30 comparators
are needed, in contrast with 2% — 1 = 255 comparators required for the flash
ADC.

The area and power-consumption savings, obtained employing this archi-
tecture, can be invested in the accuracy increase. Thus, the state-of-the-art
folding ADCs report resolution values up to 14 bits [50], still however below
the target performance of this PhD thesis.

1.2.3 Pipeline ADC

The pipeline ADCs further improve the resolution feature and minimize
the integration area by splitting the data-conversion processes into two or
more sequential steps of subranging, as shown in Fig. [I.5 Each stage of
subranging consists of a S/H operated at a 2-BW rate, an analog-to-digital
conversion providing a portion of bits to a digital post-processing circuit, a
digital-to-analog reconstruction, a subtraction of the reconstructed analog
signal from the previously sampled input signal and a subtraction-result
amplification to adapt the residual-signal amplitude to the input full scale
of the following stage. The first stage is responsible for the MSBs, and
the following stages refine the measurement, reaching the LSBs. Since the
conversion of the same input sample is produced by each stage at differ-
ent points of time, a time-alignment function is implemented in the post-
processing circuit, which may also incorporate a digital error correction to
relax the precision requirements of the individual stages [51].

Although a high bandwidth can be easily achieved using the pipeline ADC
architecture, the need for sequential signal processing introduces an L-cycle
latency with respect to the flash ADCs, where L is the number of pipelined
stages. This ADC type offers one of the best trade-offs between the power
consumption and the achievable resolution. However, most of the practical
resolution values of the reported designs are located below 13 bits [52]. This
resolution limitation is derived from the blocks marked with A in Fig.
since they are responsible for the residue propagation of each stage: any
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Figure 1.5 | General pipeline-ADC architecture.

deviation from the ideal value of the amplification A will result inevitably
in a non-linearity of the conversion, thus limiting the achievable resolution.

1.2.4 Successive-approximation ADC

Instead of pipelining stages, the same stage can be reused in a successive-
approximation closed loop, as shown in Fig. During one conversion
cycle, the sampled input signal is successively compared to the feedback
signal Vi (n). The feedback DAC updates Vi, (n) according to the successive-
approximation-register (SAR]) binary search algorithm, which consists in
tracking the input signal with an increasing precision for each succession and
providing the resulting digital output dou(n) with a maximum resolution
at the end of the conversion cycle. Since the same blocks are used during



10 Chapter 1. Introduction

Figure 1.6 | General SAR-ADC architecture.

the whole conversion process, the resolution limitation which affects the
pipeline-ADC architecture is less stringent here. This allows to further
minimize integration area and to reduce latency to one cycle, but at the
cost of a reduced bandwidth due to an overclocking with respect to the final
data rate. This overclocking is needed to enable the required number of
converging iterations to be performed in the same conversion cycle.

As the number of analog blocks is reduced, SAR ADCs also exhibit lower
power consumption. However, the achievable practical resolution values are
limited by the non-linearity of the feedback DAC and still do not surpass
14 bits, according to the reported state-of-the-art designs [52].

1.2.5 QOversampling AYX ADC

The ADC types discussed above operate providing the output samples at the
data rate fs of two times the input-signal bandwidth. For this reason, they
are called Nyquist-rate ADCs. According to the Nyquist-Shannon sampling
theorem, f; must be at least as high as the Nyquist frequency fy, which is
defined as

fx =2-BW. (1.4)

If fs is increased with respect to fy, a feature is added to the ADC per-
formance called oversampling, introducing the oversampling ratio (OSRI)
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as [27]:

sk
OSR = * = - Fw (1.5)

Using (1.3) and (L.5)), the quantization-noise in-band power P; can be found
as

BW

P = / Se(f) df =

—BW

A2

12-OSR’ (16)

From (|1.6)), it can be seen that the oversampling feature allows to reduce
P, by 3 dB by each OSR doubling. For an oversampling ADC, this implies
a resolution increase of 0.5 bit/octave.

An additional advantage of oversampling is that the specifications of the
input continuous-time anti-aliasing filter are relaxed if compared to that of
Nyquist-rate ADCs. This is because there is no need for a sharp transition
band, which may also introduce phase distortion [53]. A drawback of over-
sampling is that, an overclocking is needed with respect to the final data
rate, as in the case of SAR ADCs, and this results in a reduced bandwidth.

The resolution of oversampling ADCs can be further improved through addi-
tional P; attenuation using an ADC architecture based on a AX¥-modulator
(AXM) loop, shown in Fig. Here, the analog version of d1, generated
by the feedback DAC, is subtracted from the sampled input signal and
processed by the discrete-time high-gain loop filter, so that most of the
quantization-noise power is shifted to the outside of the signal band and the
equivalent P; is attenuated. This processes is called noise shaping. The
noise transfer function (NTE]) of the modulator is usually of high-pass or
band-stop type, while the signal transfer function (STE]) is of all-pass type.
This difference plays the key role in increasing the resolution of AX-ADCs
and will be discussed in detail in the next chapter. It will be shown how
the basic-block imperfections have little or no impact on the A¥-ADC per-
formance, which serves as a determining factor in selecting this ADC type
as an object of research in this PhD thesis. A comparative study of the
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Figure 1.7 | General AX-ADC architecture.

state-of-the-art ADCs in Section will also show that, up to date, no
other ADC type can achieve better performance than that of AY ADCs.

As it can be seen in Fig. an additional digital circuit block called dec-
imator is needed to reduce the data-output rate of AXM to the Nyquist
frequency and to remove the quantization noise outside the band of inter-
est. This digital block requires some extra dynamic power, which is however
scaling down with CMOS technologies.

1.3 Low-Current versus Low-Voltage Design in Nano-
meter CMOS Technologies

The current trend of CMOS technologies adapting nanometer device lengths
suggests that ADCs will be implemented using nodes below 10 nm by the
year 2020 [54]. The digital parts of an ADC greatly benefit from this trend
as their sizes and response times are decreased. However, the analog parts
cannot fully take advantage of this scaling due to various arising issues.
First, a shrinking length makes CMOS devices more sensitive to its vari-
ations due to process and mismatch effects. This challenges the modeling
of nanometer CMOS devices and requires more design effort. Additional
issues arise from the voltage supply decrease, which must be applied when
scaling down the CMOS devices to prevent the transistor breakdown. On
the other hand, the device threshold voltage is not scaled at the same rate as
the supply voltage, resulting in a degradation of device characteristics and
a reduction of the internal signal full scale. This voltage-swing reduction



1.3. Low-Current versus Low-Voltage Design 13

directly affects the CMOS ADCs as their resolution depends on the noise
floor, which is due to different physical phenomena and does not decrease
with the technology downscaling. Therefore, the only means to reduce this
noise floor is an increased power consumption, making the research into new
low-power circuit topologies of substantial interest [55].

To improve the power efficiency and resolution of an ADC the maximum
attention must be paid to its most power-hungry and distorting blocks such
as OpAmps and switches in SC applications. In general, low-power de-
sign techniques can be classified into two different strategies: low-voltage
and low-current circuits. In the first approach, power savings are obtained
by scaling down the nominal supply voltage of the overall circuit. The
consequent reduction of available voltage room between power rails is then
compensated by specific circuit techniques, which try to optimize the alloca-
tion of internal signal headroom against device non-linearities. Examples of
low-voltage design strategies are: rail-to-rail OpAmps [56159], bulk-driven
OpAmps [59, 60], internal supply multipliers to drive critical switches |61
63], comparator-based OpAmps [64-70], and switched-OpAmps (SOAs) for
replacing critical switches [36]. In practice, low-voltage techniques only
achieve moderate power saving ratios, in the order of a single octave due
to technology limitations (e.g. MOSFET threshold voltage) or even to the
increase of current consumption (e.g. extra biasing circuits).

When stronger power reduction is needed, low-current circuit techniques
are mandatory. In this sense, the low-current OpAmp designs reported in
literature exploit Class-AB operation, like: telescopic differential pairs with
local common mode feedback (LCMFB) [31], dynamic biasing through RC
bias tees [32], hybrid Class-A/AB operation [33], cascaded self-biased invert-
ers [34] and adaptive biasing [35]. Unfortunately, most of the above circuit
techniques rely on multi-stage OpAmp architectures, with the consequent
power penalties imposed by frequency compensation, or their Class-AB per-
formance tends to suffer from strong technology sensitivity. In this PhD
thesis, low-current circuit techniques are explored in Chapter 3], focusing on
SC Class-AB OpAmps.
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1.4 State-of-the-Art Low-Power High-Resolution ADCs

The ADCs of different types and specifications cannot be directly com-
pared. For this reason, their comparison is performed by combining the
most important common parameters into a single figure of merit (EOM]).
The Walden FOM [71] is extensively used and defined as

P
FOMW = 5 5w - enos: .7
where P is the static power consumption and ENOB is the effective num-
ber of bits, which is derived from the signal-to-noise-plus-distortion ra-
tio (SNDRI) of the ADC in dB:

SNDR — 1.76
ENOB = =~ 1.
0 6.02 (18)

In comparing high-resolution ADCs, the Walden FOM is not appropriate
as it is based on a circuit power model where each quantization level adds a
constant amount of extra consumption, like in the flash-ADC architecture
of Fig. In our case, the best choice is the Schreier FOM [27], which also
takes into account the thermal-noise limits:

B
FOMS = SNDR + 101log (;}V) . (1.9)

The performance comparison of the state-of-the-art ADCs of different ar-
chitectures [52] is illustrated in Fig. [1.§ This type of performance analysis
will be used in Chapter [5] when comparing with the results of this PhD the-
sis. Other key circuit parameters not included in FOMS like silicon area,
calibration requirements or the use of the internal supply bootstrapping
will be also taken into account there. By now, it can be seen that the
SC AX architecture is of the best choice for high-resolution ADC designs.
Other qualitative parameters which are not included in Fig. such as
latency and area, are compared for all ADC groups in Table [51]. From
this comparison, it follows that, if a lower bandwidth and a higher latency
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Architecture  Resolution Bandwidth Latency Area
Flash Low High Low High
Folding Medium Medium-high  Low High
Pipeline Medium-high ~ Medium-high  High Medium
SAR Medium-high  Low-medium Low Low
AY High Low High Medium

Table 1.1 | Comparison of ADC architectures [51].

are allowed, as in the case of sensor applications, AY. remains the most
attractive ADC architecture.

1.5 Objectives and Scope

The initial working hypotheses accepted as a basis of the research activi-
ties in this PhD thesis can be summarized in the following statements of
expectation:

e Using a standard CMOS technology without special features, a low-
cost calibration-free state-of-the-art [ADC] can be obtained, featuring
low power consumption and high resolution.

o Employing the circuit topologies which are as simple as possible, saves
the design time and effort and can be invested in the research for their
improvement and adaptation to high-performance microelectronics.

o When designing low-power circuits, low-current design techniques are
preferred over low-voltage design techniques and can provide higher
power savings.

e A complex mixed-signal research can be conducted using open-source
tools only.

To test and demonstrate these hypotheses, the research work presented in
this PhD thesis is focused in obtaining a low-power high-resolution ADC
integrated in a standard CMOS technology, including the following points:
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e The advantage of the AXY.-architecture simplicity and the tolerance for
its basic block imperfections is taken.

o Switched-capacitor techniques are used to achieve a good matching
between the devices and to be dependent only on the external clock
jitter. Their side effects, as charge injection, are taken into account
and canceled.

e Low-current techniques are employed in the circuit research, taking
advantage of the weak- and moderate-inversion regions of the CMOS-
device operation, thus reducing the power consumption by orders of
magnitude at the device level.

o Alternative Class-AB OpAmps are investigated as active elements,
trying to use energy only for dynamic transitions, thus reducing the
power consumption at the circuit level.

e The circuits unused during a certain period of time are powered off,
thus reducing the power consumption at the system level and mini-
mizing the number of signal-path switching devices.

e The circuit reliability is improved by avoiding the use of bootstrapping
techniques, which may shorten the operation life of integrated devices.

e The open-source programs are used whenever it is possible, bringing
no limits in inspecting and modifying their code to meet special needs
of this research.

e Scientific multi-programming-language environment is developed to
remain independent from any closed computational environment.

In the scope of this thesis, low-power high-resolution AY modulators are
explored. The anti-aliasing input analog filter and the decimation output
digital filter are out of the scope of this work. As a core contribution,
an attempt to improve the analog integrated-circuit design field is made.
A high/FOM| modulator test vehicle is obtained using a standard CMOS
technology without clock bootstrapping nor calibration needs. Several ap-
plications, such as a high-precision industrial and scientific measurement or
high-quality audio recording and processing, can benefit from the presented
results.
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This chapter explores the basic variations of AYXM architectures from the
perspective of maximization of power efficiency and resolution at the system
level.

First, the analysis of a AXM basic structure based on only one integrator
stage is performed and the fundamental property of its signal-versus-noise
performance is discussed. Then, this structure is enhanced by introducing
additional integrators.

The signal-headroom specifications of the integrator outputs are relaxed by
introducing a feedforward path in the AYXM loop. This makes the design
of integrators to not require low-voltage circuit techniques. The design of
the AYXM quantizer is also simplified employing a single-bit implementa-
tion, which provides an inherent linearity and immunity to the quantizer
systematic offset.

The equivalent analytical and behavioral models are used to study the trade-
offs between the AYXM parameters and the effects of non-idealities. As a
result, the design effort is reduced. The behavioral simulation of AXM ar-
chitectures and the extraction of the most important parameters is discussed
in detail.

At the end of this chapter, the target specifications for the AXM imple-
mented in this PhD thesis are defined at the circuit level.

19
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2.1 Modulator Selection Methodology

2.1.1 First-Order AXM

The basic structure of a AXM is shown in Fig. The input signal Vi, (z)
and the output signal Vo, (2) are the Z-transforms of the time-domain sam-
pled input and output signals, respectively. The structure of Fig.[2.1]is called
the first-order AXM because only one integrator is used to implement the
transfer function Hp(z) of the discrete-time filter. Typically, taking into
account a one-sample delay of the integrator:

-1

Hi(2) = . (2.1)

As will be shown below, the number of integrators can be increased, steep-
ening the NTF and improving the resolution.

Vin(2) Hi(2) @ Voug(z)

DAC

Figure 2.1 | First-order AXM architecture.

Due to the quantization effects, the system of Fig. is non-linear. In
order to simplify its mathematical analysis, the quantizer and DAC blocks
are replaced by their equivalent linear models as shown in Fig. [27],
where Vg, is the quantization-error signal and a is the quantizer gain.

The characteristic equation of the AXM linear model of Fig. can be
found as:

Vour(2) = agH1(2) (Vin(2) = Vour (2)) + Van(2): (2:2)
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Figure 2.2 | Linear model of the first-order AXM of Fig.

Using (2.2)), Vout(2) can be found as a function of Viy(z) and Vgn(2):

1 1

Vout(2) = i (aqu(z))qVi (z) + qun(z)- (2.3)
Eq. can be grouped as
Vout(2) = STF(2)Vin(2) + NTF(2) Viu(2). (2.4)

Thus, from (2.3)) and (2.4), it follows that the STF of the AXM is

1
STF(z) = , 2.5
& T ) (2
and the corresponding NTF is
NTF(z) = B (2.6)
- 14+ aqu (Z) ' ’

At this point, the fundamental property of the signal-versus-noise selectivity
of A¥XMs can be seen from and . If the integrator is implemented
so that it has a high gain in the signal band, the transfer functions in this
band tend to: STF(z) — 1 and NTF(z) — 0. Therefore, increasing the gain
of the integrator improves the resolution of the AXM.
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2.1.2 Lth-order AXM.

Employing first-order AXMs, modest-resolution ADCs can be obtained [22].
To achieve high-resolution features, P; can be minimized only by means of
an excessive OSR increase, as the resolution improves at a moderate rate
of 1.5-bit/octave [53]. This problem is solved by introducing the additional
integrators Ho_y, in the filter loop as shown in the diagram of Fig. [2.3] for
an L™ order AXM. The gain coefficients aq_1, are included to prevent the
integrators from overloading and to ensure the loop stability. In this case,
the number of bits added to the resolution by doubling the OSR is given
by L+ 0.5 [27], making high-order AXMs attractive for high-resolution and
low-OSR ADCs. In practice, increasing the loop order, the loop stability
is weakened in front of gain-coefficient mismatch due to technology process
deviations. This hinders the implementation of the AXMs with a loop
order higher than 5 and requires careful robustness verification even for
lower-order AYXMs.

Vvout (Z)

Figure 2.3 | L*_order single-loop AXM architecture.

The multi-stage noise-shaping (MASH]) architectures are not discussed here
because they suffer from analog integrator non-idealities in a similar way as
the pipeline ADCs discussed in Chapter

2.1.3 Feedforward AXM

As illustrated in Fig. a feedforward path can be incorporated in the
basic AXM scheme of Fig. [2.1] to relax signal headroom specifications of the
integrator output [72].

Replacing the quantizer and DAC blocks by their equivalent linear models,
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DAC

Figure 2.4 | First-order feedforward AXM architecture.

as in Fig. 2.2] the analysis of Fig. [2.4] provides:

STF(z) = 1, (2.7)
NTF(z) = 1—l—aqul(z) (2.8)

Comparing with , it can be noted that the STF of the feedforward
AYM is improved, while the NTF of remains the same as in . The
main advantage of this AXM type is that its integrator only processes the
quantization-error signal, whose amplitude is smaller than that of the input
signal. Therefore, the integrator design becomes a less challenging task in
terms of low-voltage operation.

A similar approach of inserting additional integrator stages, as in Fig. [2.3]
can be applied to the first-order feedforward AXM of Fig.[2:4 The resulting
L™ order feedforward AXM is shown in Fig. In contrast with Fig. ,
a single negative feedback path is enough to ensure the loop stability, which
simplifies the feedback-DAC implementation. The feedforward-path coeffi-
cients ¢1_1, are incorporated for the summation-operation control before the
quantizer.

Given the same L' order, the feedforward AXM topology of Fig. is
more power efficient than that of Fig. [73]. This is due to two main
reasons: the relaxation of the specifications of the integrator amplifiers and
the reduction of the sampling components following the first integrator.
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DAC

Figure 2.5 | L"-order feedforward AXM architecture.

2.2 Single-Bit versus Multi-bit Quantization

The AXM architecture is selected for the ADC development in this PhD
thesis because of its robustness in achieving high-resolution features by in-
creasing the loop order, while needing moderate OSR values. Following the
discussion on the basic types of AXMs in the previous section, the feedfor-
ward variation in Fig. is chosen due to its power efficiency.

The power of the in-band noise P, can be further attenuated by increasing
the number of quantizer levels, whose ENOB is ideally added to the reso-
lution of the whole AXM. However, in circuit implementations where the
number of quantizer bits is higher than one, several issues appear. One of
them is the loop performance degradation caused by the non-linearity in
the multi-bit quantization and the feedback-DAC operation. This makes
multi-bit AYXMs to require additional techniques such as calibration or

dynamic element matching (DEM)]) [46], resulting in increased integration
area, manufacturing costs, power consumption and design effort. In con-
trast, single-bit AYXMs avoid these problems due to an inherent linearity of
the quantizer, as shown in Fig. for the transfer curve and the error func-
tion of a single-bit quantizer. Here, V is the analog input voltage without
a clearly defined full scale, if compared to the transfer curve of a multi-bit
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dq, €q

N

An example of the transfer curve and the error func-

Figure 2.6 tion of a single-bit quantizer.

quantizer of Fig. and dq is the quantized output. Only one quantization
step A is present and this is the source of an additional immunity to the
quantizer systematic offset [6]. Thus, the design of the quantizer can be re-
laxed because no preamplifier is needed to reduce the input-referred offset.
As a result, the speed of the single-bit quantizer can be increased, which is
especially important in feedforward AXMs.

The feedforward path introduces timing constraint issues, especially in multi-
bit implementations [74], where an active adder before the quantizer is
needed to adapt the quantizer input scale. If a single-bit quantizer is chosen,
the adder can be build using passive components, as the signal attenuation
is of low importance, following from the nature of single-bit quantization
discussed above.

Multi-bit AYXMs are useful in wide-band ADCs because they allow to reduce
the OSR values. However, in high-resolution designs this may cause an
undesired size increase of the sampler elements, whose sizing methodology
will be discussed in the next section and practical implementation will be
presented in Chapter [4

It can be concluded from this section that, when low integration area and
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power consumption are desired and lower bandwidth is acceptable, a single-
bit high-order feedforward AXM is of optimum choice in order to maximize
resolution.

2.3 Modeling of Circuit Non-ldealities

The transistor-level simulations of complete AYXM circuits tend to consume
an important amount of CPU time [75],[76]. If they are required at the initial
stages of the design, the development of a AXM takes longer and costs more
effort than in the case when equivalent analytical and behavioral-simulation
AYM models can be used instead. These models prove to be suitable in
selecting the AXM architecture and most important parameters to comply
with specifications. They can also be employed to model the circuit non-
idealities.

2.3.1 Quantization Noise

As it has been explained above, the mathematical analysis of a AYXM is
a complex task due to its non-linear nature. Other analytical difficulties
arise from the AXM dynamic properties because of the memory of the
integrators. To solve this problem, a behavioral simulation can be per-
formed in the discrete-time domain, which is well-suited for the modeling of
uniform-sampling systems such as SC AXM. Fig. shows a second-order
feedforward AYXM. If a single-bit quantizer is selected, the behavior of this
AXM can be modeled using a simple flow illustrated in Fig. Here, Vi
is employed as a sine-wave test signal of the frequency fin, which is nor-
mally chosen to be lower than BW/3 to allow evaluation of the distortion
at the second and third harmonics. Therefore, the number of samples to be
simulated ngamp is defined as

2-BW
fin

where nj, is the number of sine-wave periods of V;,. The[PSDlof the obtained
Vout sequence is estimated by the use of the Fast Fourier Transform (EET]).

Nsamp = Np - OSR , (2.9)
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Van(2) 2] Vous(2)

DAC

Figure 2.7 | Second-order feedforward AXM.

An example of the output spectrum of the AYXM high-level model of Fig.
with a; = 0.3, ag = 0.7, ¢; = 2 and ¢z = 1 from [77], is shown in Fig. 2.9
for a -6-dByg 13.28-kHz sinusoidal input at a 13.6-MHz fs and employing a
64-period np. The signal-to-quantization-noise ratio (SQNR) is calculated
in dB using

Py
SQNR = 10log —, (2.10)
F

where P is the signal power and F; is the in-band noise power. For the
case of Fig. 2.9 if a BW of 50 kHz is required, (2.10) provides an SQNR of
85.9 dB, and the OSR is 136 according to (|1.5)).

Iteratively, the SQNR is evaluated for a range of the Viy-amplitude values.
Fig. plots the results of this sweep for the same AYXM high-level model
of Fig. It can be seen that the maximum SQNR value SQNRpax is not
located at the full-scale input (0 dBgg). This is due to the intrinsic AXM-
loop overload. The dynamic range (DRI) of the AXM is evaluated as ratio
between the maximum input-signal power for which the SQNR is degraded
by -3 dB and the minimum detectable input-signal power [77]. Increasing
the feedback-DAC gain coefficient ag, shifts SQNRyax closer to the full-scale
input value of V;,. However it may result in the DR loss if the -3-dB SQNR
limit is surpassed.
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n =0,
Vi (0) = Viz(0) = Vain(0) = 0, Vain(0) = A/2.

n=n+1

‘ ‘/out(n) = _A/2

%{ Vin(n) = ag Vour (1) }e

Vii(n) = Vir(n — 1) + a1 (Vin(n) — Vin(n)),
Via(n) = Via(n — 1) + aaVir (n — 1).

tin(n) = V;n(n) +c1Vi (’I’L) + C2‘/12(n)

N = Neamp !

Yes

‘ PSD and SQNR evaluation of Vi

Flow diagram for the behavioral modeling of the

Figure 2.8 second-order feedforward AYM of Fig.
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Fieure 2.9 Output spectrum of the AXM high-level model of
gure 2. Fig. for a -6-dBpg 13.28-kHz sinusoidal input.
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Figure 2.10 Simulated SQNR versus input amplitude of the AXM

high-level model of Fig.
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The behavioral-simulation flow of Fig. can be enhanced to include the
effects of the AYXM component non-idealities as will be shown below. In
order to discern the effects of each non-ideality on the AYXM performance,
the non-idealities are modeled separately or in small groups derived from
the same AYXM component.

As it has been already explained in Chapter[I} SC implementation for AXMs
is preferred over continuous-time implementation in this PhD thesis since a
very robust ADC is persued. Thus, the discussed modeling will continue to
be concerned with SC AYXMs only. In order to maximize the noise rejection,
a fully-differential implementation of AXM circuits will be also assumed in
what follows.

2.3.2 Sampling Thermal Noise

The capacitors of a SC sampler act as a filter of the thermal noise produced
by the switch resistance [78]. This noise is limited in band by the time-
constant of the equivalent RC circuit and, thus, its total power does not
depend on the equivalent resistor value, but on the sampling capacitor value
Cs, the OSR and the absolute temperature 7. This imposes minimum-size
limits on the sampling capacitors, once the AXM OSR and resolution are
fixed by design. For a fully differential implementation, the input capacitor
value is [27]:

2kgT
== 2.11
* T V2.0SR (2.11)
Here, V2 is the maximum allowed noise power:
_ 12
V2= Vs (2.12)

0~ 10(SNR¢+SNRm)/10”

where VTZ is the maximum signal power, SNRy is the required AXM signal-
to-noise ratio (SNR]) and SNRy, is the safe SNR margin in dB.

The sizing of Cy; of the first integrator does not depend on the AYXM ar-
chitecture because Cy; is located outside the AYXM closed signal loop. Nev-
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ertheless, due to the noise suppression at each AXM stage, the sampling
capacitors of the following integrator stages ¢ > 1 can be scaled down ac-
cording to [73]:

7T2i—2 i 1
Cyi = Cs . . 2.13
"OSRE2(2i — 1) ,g a2 (2.13)

Fig. shows an example of the output spectrum of the AXM high-level
model of Fig. with and without sampling thermal noise, for the same
-6-dBrg 13.28-kHz sinusoidal input at a 13.6-MHz f;. It can be observed
that the high-frequency part of the spectrum is preserved, but, in the case
of accounting the sampling thermal noise, a noise floor is added to the low-
frequency portion of the spectrum. Increasing Cy lowers this noise floor

0 T T T 117 T T T 1717 T T T 1717 T T T T T 71717

Without thermal noise
——  With thermal noise

-50

—100

—150 |- -
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Power spectral density [dBrs]

—200 |- .

10 10* 10° 10°
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Output spectrum of the AXM high-level model of
Figure 2.11 | Fig.[2.7for a -6-dBpg 13.28-kHz sinusoidal input with
and without sampling thermal noise.
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moving the corner frequency (where the quantization and thermal noise are
of the same order) leftwards and downwards, but at the same time increases
the amount of charge to be transferred per sample and, hence, the total
power consumption. Thus, the optimum corner frequency is found in the
vicinity of the ADC BW frequency.

2.3.3 Component Mismatch

Integrated circuit components are subject to their characteristic modifica-
tions due to technology process variations. As a result, gain coefficients also
vary with respect to those defined by high-level design, and the stability of
a AYM is more difficult to ensure when increasing loop order.

It is proposed to verify the robustness of a AYXM using behavioral simulation.
Using the example of the second-order AXM of Fig. its stability can be
tested under different coefficient-mismatch conditions, as listed in Table[2.1]
For a given worst-case coefficient mismatch €nism, as there are 4 coefficients,
24 = 16 combinations are needed to include the minimum and maximum
values of each coefficient.

In each new case, the coefficient values a1, as,, c1;r and ¢z, are updated
according to the corresponding row of the Table and are used instead of
ai, az, ¢; and ¢y in the flow of Fig. 2.8l Thus, 16 input-amplitude sweeps
must be performed and the worst SQNRuax (SQNRmax worst) is provided as
a result. Fig. plots an example of this sweep for the AXM high-level
model of Fig. with €mism=b %. As a result, the obtained SQNRmax worst
is 83.5 dB. In the case of higher-order A¥XMs with an increased number of
coefficients, randomly chosen variations can be employed using Monte Carlo
simulations, which are also useful for the estimation of the integrated-circuit
manufacturing yield.

2.3.4 Integrator Settling Error

The settling error at the outputs of the integrators eg ety is due to several
non-idealities such as integrator amplifier finite gain, limited bandwidth
and slew rate. This error is treated here as a random noise and it has been
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SQNRax [dB]

Case air azr Cir Cor

0 ay as c1 c

1 G1min d2min  Cl,min  C2,min
2 Gl max a2min  Clmin  €2,min
3 G1min 42max Clmin  C2,min
4 A1 max a2max Clmin €2 min
S Q1 min a2min  Clmax C2,min
6 a1, max a2 min C1,max C2 min
7 A1,min  G2max Clmax €2 min
8 G1,max a2max Clmax €2 min
9 G1min d2min  Clmin C€2,max
10 Glmax a2min  Clomin  €2,max
11 A1 min 42max Clomin C€2max
12 Gl max a2max Clomin €2,max
13 Q1 min a2min  Clmax C€2,max
14 a1, max a2 min Cl,max €2 max
15 A1,min G2 max Cl,max €2 max
16 A1 max @2max Clmax €2 max

Table 2.1

Gain coefficients

generated for the mismatch-

sensitivity test of the second-order feedforward AXM
of Fig. The minimum and maximum coefficient
values are obtained from the nominal coefficient values

Femism, respectively.

83 Il Il Il Il Il Il Il Il Il Il Il Il Il Il Il
0O 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Mismatch Case
Simulated SQNR.x versus coefficient-mismatch
Figure 2.12 | cases of Table for the AXM high-level model of

Fig. with €mism=5 %.
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modeled using the behavioral-simulation flow proposed above by adding this
noise contribution at the outputs of the integrators. For the example of the
second-order AYXM of Fig. the modeling of the integrator outputs Vi1_o
will be modified with respect to that of Fig. as

Vii(n) = Vii(n — 1) 4+ a1 (Vin(n) — Vip(n)) + Ve(n),

Viz(n — 1) + a2Vir(n — 1) + Ve(n), (2.14)

=

[\

2
I

where V(n) is a random noise signal generated with uniform distribution
between —eget and egett. In Chapter [, it will be shown how this type of
modeling is used to determine the maximum egett allowed at the outputs of
the integrators, for which the required AXM performance is preserved.

2.4 External Non-ldealities

Several non-idealities extrinsic to the AXM circuit itself, but which degrade
its performance, must be taken into account when designing the biasing and
communicaton interface circuits.

Jitter noise is due to uncertainties in the sampling-clock transitions oj and
considerably degrades the performance of AXM ADCs if its resulting in-
band power P; injected at the input S/H is higher than the in-band noise
power of other intrinsic contributions. For given AXM OSR, BW and max-
imum input-signal power VTQ, Pj can be expressed as a function of oy [79]:

B

V2 (27 - BW - 0:)?
:Vg's(WWUJ)_ (2.15)

OSR

Eq. (2.15) is recalled in Chapter |5 to select the clock generator for the
laboratory setup, which is build to test the A¥X ADC developed in this PhD
thesis.

The real voltage sources employed as analog references for the feedback
DAC must present an in-band noise lower than that of the AXM intrinsic
contributions. Thus, the performance of the AYXM is not degraded. The
analog and digital supplies are preferred to be decoupled using separate
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rails. If large noise-decoupling capacitors cannot be integrated on chip,
they must be placed externally as close as possible to the AXM pins. The
generation of low-noise references and supply voltages for test purposes will
be discussed in Chapter |5 as well as the on-package noise decoupling.

2.5 Target Specifications

This PhD thesis targets the Schreier FOM expressed by (1.9). The AXM
BW is selected to 50 kHz to cover most of the practical smart-sensing ap-
plications. Therefore to achieve a high FOM, the SNDR is to be maximized
and the power consumption P to be minimized. The target ENOB is 16
bits, which corresponds to an SNDR of 98 dB according to , and the
wanted static power consumption is sought to be smaller than 10 mW.

Additional restrictions are self-imposed to reduce the AXM manufacturing
costs and integration area. They are:

1. Circuit integration using a standard CMOS technology only.

2. No bootstrapping or other techniques which may increase the opera-
tion voltages beyond the nominal supply levels of the target technol-

ogy.
3. No calibration during manufacturing process.

4. No digital post compensation when in normal operation.

In Chapter [3] the design of the integrator amplifier will be explored and it
will lead to the definition of the input full-scale for the entire AXM in the
following Chapter [4]

The minimum OSR is chosen to be 136, which sets the maximum sampling-
capacitor size allowed by the available integration area, according to (2.11)).

The second-order A¥XM of Fig. operated at an OSR of 136, provides
and SQNR of 85.9 dB, which is far from the target 98 dB plus a 15-dB
margin, which is commonly employed in industrial designs [27]. To improve
the resolution of this AYXM, values of three parameters can be increased:
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1. OSR.
2. Number of quantizer bits.

3. Loop order.

The OSR increase, conducting to high sampling frequencies, is limited as
the parasitics of the components also increase their contributions to the cir-
cuit non-idealities. This results in difficulties in achieving circuit operation
precision and is associated with the loss of power efficiency. The multi-bit
quantizer implementations are discarded because they introduce a number
of issues, discussed in Section Finally, the only way to improve the
AY.M resolution left is to increase the loop order. As it will be shown in
Chapter [ a forth-order single-bit feedforward architecture is capable of
achieving an SQNR of 117 dB operated at the same 136 OSR.
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Switched-Capacitor
AY.M Circuits |3

This chapter introduces novel CMOS circuits specifically developed for low-
power SC AXMs and other techniques used to achieve a high-precision op-
eration at the same time as a low-current consumption and a low sensitivity
to both technology and temperature deviations, which may undermine the
circuit reliability.

The first section contains a theoretical framework used in the circuit de-
velopment. The EKV [37] and ACM [38] MOSFET-model equations are
presented, covering all regions of the device operation. The ACM-model
equations are written using the EKV-model notation for the purpose of
unification.

The second section introduces a new family of Class-AB single-stage OpAmp
circuits based on variable-mirror amplifiers (VMAE) [29] using dynamic-
ratio current mirrors with a partial positive-feedback loop. The proposed ar-
chitecture is characterized by generating all Class-AB currents in the output
transistors only without affecting the polarization of the input differential
pair. It exhibits low sensitivity to technology and temperature variations.
Since it is based on a single-stage topology, the amplifier is autocompen-
sated by the load capacitors without the need for any extra compensation
devices.

37
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In the last section, the developed continuous-time Class-AB single-stage
OpAmp is transformed into a SOA for SC applications, focusing on the
operation precision. Issues such as charge injection at the switch level are
analyzed and solutions are proposed. Additional circuits for a fast on-off
operation and a high open-loop DC gain are presented.

3.1 Advanced Analog MOSFET Modeling

MOSFET modeling is a complex topic far beyond the scope of this thesis.
Thus, this section resumes the most important aspects of the employed
theoretical framework.

A several-decade process of slight changes in the existing MOSFET models
has yielded them inappropriate for the circuit design in the present due to
complex equations describing the MOSFET behavior, excessive number of
parameters and lack of physical meaning of these parameters [37, [38]. In
this sense, the EKV and ACM models are the result of a new approach to
the problem of the MOSFET modeling, connecting real physics with the
former semi-empirical models.

In modern analog circuits, biasing simple amplifier stages near the weak-
or moderate-inversion region leads to maximum voltage gain, low device
dissipation, and minimum total harmonic distortion [80]. The square-law
variation of the MOSFET drain current Ip with the gate-to-source volt-
age Vag has been traditionally used to describe the MOSFET behavior in
saturation and strong inversion [81]:

1 W
Ip= ilufcoxf (Vas — Vio)® (1 + AVps) - (3.1)
Here Vg is the threshold voltage, Vpg is the resulting drain-to-source volt-
age, A is the channel-length modulation, p is the mobility of charge carriers
in the channel, C,y is the oxide capacitance per unit area, W and L are the
effective width and length of the channel, respectively.

Because (3.1)) assumes Ip to be zero when Vg is less than Vi, it cannot
be employed in the weak- or moderate-inversion region. Even for small
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positive Vag — Vg values, it presents significant accuracy issues. The EKV
and ACM models solve these problems and offer other useful features such as
continuous transition from saturation to linear mode and symmetry between
the source and drain terminals. According to these all-region models,

Ip = Iy — IR, (3.2)

where Iy and IR is the forward and reverse saturation currents, respectively.
In order to numerically evaluate the level of inversion, the inversion coef-
ficients for the forward saturation ICy and the reverse saturation ICgr are
introduced and defined by

I
ICpg = 28 (3.3)
Ispec
Here, Igpec is the specific current
Lipec = 2npUT?, (3.4)

where n is the slope factor, g = ,LLCOX% is the transfer parameter, and Ut
is the thermal voltage defined by

kT
o

Ur (3.5)

Here, kg = 1.38 x 10723 J/K is the Boltzmann constant, 7" is the absolute
temperature, and ¢ = 1.6 x 107 C is the elementary positive charge.

If ICkr > 1, it is said that the forward- or reverse-saturation component
is in strong inversion; if ICpr ~ 1, it is in moderate inversion; and, if
ICpr < 1, it is in weak inversion.
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3.1.1 Strong Inversion

The EKV model expresses (3.2]) for the MOSFET device in linear mode and
strong inversion,where Vo > Vg and the channel is fully depleted, as

Forward component Reverse component
ID = % [ (VG — VTO — nVS)2 — (VG — VTO - nVD)2
n
=3 |Ve = Vo - 3 1+ V)| (15 - %), (36)

where Vg, Vg, Vp are the gate-, source- and drain-terminal voltages referred
to the substrate, respectively. Eq. (3.6) clearly identifies the forward and
reverse components.

In forward saturation, the reverse current Ig can be neglected, thus, from

(3.2), Ip = Ir. Consequently, (3.6) becomes

Ip = % (Vo — Vg — nVg)?2. (3.7)

3.1.2 Weak Inversion

Similarly, for the device in linear mode and weak inversion, where no channel
is formed and the diffusion of carriers is the only means providing a relatively
small current, the EKV model provides

Va—Vro _Ys _p
Ip = Ipece " (e U —e Ur |, (3.8)

Eq. (3.8) accepts Vi values lower than Vg, producing valid results in the
weak-inversion region. In forward saturation, (3.8) is simplified as

Va—Vro _ Vs
Ip = Ijpece "PT e UT. (3.9)

The forward-saturation inversion coefficient from (3.3) is reduced to

Ip

Ispec

IC = (3.10)
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3.1.3 All-Region Approximation

Although and provide good approximation in the strong- and
weak-inversion regions, they fail to cover the moderate-inversion region,
where many devices can find the best trade-off between their parameters.
The ACM model deals with this issue and offers an expression, which relates
the MOSFET terminal voltages and inversion coefficients in all regions of
MOSFET operation [82] [83]. It is reported here using the EKV notation as

Vo —Vro—nVsp
i - ./1+4ICF,R—2+1n(./1+4ICF,R—1) (3.11)

In manual analysis of complex circuits, the use of may may result in
cumbersome equations, however it proves useful in simple-circuit research
such as biasing of the OpAmp cascode transistors, which will be discussed
in the next section.

3.2 Variable-Mirror Amplifier Family

This section introduces a new family of Class-AB OpAmp circuits, which
are based on single-stage topologies with variable current mirrors called
variable-mirror amplifiers (VMAs) [29]. The proposed topology allows in-
vesting all Class-AB dynamic peak currents in the output transistors only.
In addition to the inherent power savings, this single-stage design approach
avoids the need for any internal compensation, resulting in low-current and
low-area overheads, multi-decade load-capacitance capability, and compat-
ibility with SOA fast on-off operation in low-voltage SC circuits. From the
manufacturing and operation-condition viewpoints, the proposed topology
does not introduce any dependency on technology-parameter and tempera-
ture variations. This is of special interest when designing in deep-submicron
CMOS technologies. The introduced Class-AB principle can be extended
to a wide range of device operating conditions.
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3.2.1 Single-Stage Class-AB Architecture

The proposed VMA architecture is shown in Fig. 3.1l All MOSFET bulk
terminals are connected to their respective supply rail and are hidden for
simplicity. The input transconductor consists of two complementary differ-
ential pairs, splitting the input signal into two paths for a separate Class-AB
control of NMOS and PMOS output transistors. The dynamic current mir-
rors, boxed in Fig. are the core of the novel OpAmp. They can be
understood as fully-differential V., and V¢, voltage-controlled current am-
plifiers, where the differential input current is represented by the (finp, finn)
pair, while the differential output current is represented by the (Zonp, Ionn)
pair (for the NMOS paths). Their gain is dynamically and symmetrically
changed by a cross-coupled partial positive local feedback, which is created
by introducing the V., dependence on Ijn, and the Ve, dependence on Ijyp.

To improve the open-loop voltage gain Agpen, cascode transistors are in-
serted in the OpAmp output branches. The optimum biasing of these
stacked devices for a maximum output voltage full scale will be discussed in
Section Finally, for fully-differential applications, the control of the
common-mode feedback (CMEDB]) is introduced through the tail bias current
of the NMOS-input transconductor (Iepm ), whose SC implementation will
be presented in Section

The VMA architecture of Fig. features two main advantages. First,
there is no need for Miller-compensation capacitors, resulting in silicon-
area reduction and operation-speed improvement at the same time. Second,
only the output-branch transistors are actually draining high-peak Class-AB
currents, while the rest of the OpAmp devices are operated in Class-A, with
the consequent benefits in terms of dynamic-to-static power consumption
ratios.

For simplicity, the equations only for the NMOS paths will be discussed
below. The PMOS-path behavior is symmetric, and its equations can be
easily derived using the same methodology from the developed NMOS-path
analysis. All transistors enclosed in a box are matched devices and use the
same unitary element, but owning specified multiplicities, like the transistors
with the multiplicities A and B in Fig.
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B_ ‘/cn(-[inna Iinp) K ‘/cp(Iinp; Iinn) _B

Proposed Class-AB single-stage OpAmp architecture

Figure 3.1 for the VMA family.

For all circuits presented in this section, the A-sized transistors are supposed
to be in saturation, and the B- and C-sized transistors are supposed to be
operated in linear mode. The analysis of each circuit will be performed twice
using two different assumptions: the first, supposing all transistors operat-
ing in strong inversion; and the second, supposing all transistors operating
in weak inversion. This approach will help to predict the circuit behavior
in the intermediate moderate-inversion region, which will be of interest in
the next chapter.

In the case of the NMOS positive path, the desired Class-AB behavior of
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the variable-gain current mirrors boxed in Fig. [3.1] is

_ _ _ S . .
Toutp =0 Vep = Vip Ionp = Iinp = “41 Bias point,

Ionp < Iinp
Iowtp 20 Vep Z Vip Class-AB operation.
Ionp > Iinp
(3.12)

Eq. can be interpreted as follows. For the bias point, when there
is no Iyugp-current demand at the output, the static power consumption
is expected to be minimized. Thus, the output branch should be placed
in the same low-current Class-A region as the input branch. This can be
accomplished by driving the controlled voltage source V¢, closer to the volt-
age drop Vip, setting the bias point of the VMA output-branch component
Ionp to Itail/2 automatically by the 1 : 1 geometrical ratio. On the contrary,
when Ioyu¢p, is required, this equality must be broken, so that, depending on
the polarity of Ioutp, the Class-AB operation can attenuate or boost Ionp
with respect to the input-branch counterpart Ii,p.

Supposing all transistors of Fig. to be biased in strong inversion, (3.7))
can be used to find the input-branch currents I, and Iiny:

Linp = A% (Vep — Vo — ”ch)2 )

(3.13)
Iinn = A% (‘/gn - VTO - n‘/cn)2 ;
and, the output-branch currents I,n, and lonn:
Ionp = %% (Vgp - VT0)2 )
(3.14)

Iopn = m% (Vgn - VT0)2 .

Solving (3.13) and (3.14)), the output currents Ion, and Ion, are found as
the desired functions of the controlled voltage sources V, and V., and the
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input currents [i,, and finy,:

2
)

Ionp = AL-iB <\/ #ch + v Iinp)

2
Tonn = ALiB (\/ #‘/cn + v Iinn) .

Eq. demonstrates that V., and Vi, can be effectively used to perform
the requested Class-AB current boosting and attenuation, as well as the
setting of the output bias points. Although a dependence of on the
process parameters n and [ is observed, it can be canceled by proper V,
and V¢, implementations, two types of which will be studied in the next
sections.

(3.15)

On the other hand, if all transistors of Fig. are supposed to be biased
in weak inversion, (3.9) can be employed to find Ii,p and Tiny:

Vep—Vrg _ Vep
Iinp:AIspece "t e UTa

(3.16)
Ven—Vr0 _ Ven
Iinn :AIspece mUr e Ut
and, Ionp and Iony:
Vep—VT0
A-B —nUp
Ionp = mlspece mor
(3.17)
Ven—Vro
A-B —nUp
Tonn = mlspece nUT

Solving (3.16) and (3.17)), the output currents Ion, and Ion, are also found
as the functions of Vip, Ven, Linp and Lipn:

Vep

B
Ionp - me Ur Iinpa

(3.18)

Ven

B
Tonn = A+B°¢ UT Tinn-
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Eq. shows that V., and V¢, can be still used to perform the requested
Class-AB current boosting and attenuation, as well as the setting of the
output bias points. Despite the exhibited dependence of on the op-
eration temperature (Ur = kBTT), it will be proved in the next sections that

specific Vep- and Vi,-source implementations can compensate it.

3.2.2 Type-l Current Amplifier

Fig. presents the first proposal of a Class-AB circuit for the VMA archi-
tecture of Fig. The cross-coupled matched pair of B-sized transistors is
introduced here to supply the local positive feedback, which is responsible
for emphasizing Class-AB behavior. However, in order to prevent the excess
of the positive-feedback gain, which may latch the OpAmp circuit, the ad-
ditional crossed C-sized transistor is incorporated, providing some amount
of local negative feedback. In practice, the optimum balance between the
positive and negative feedback can be simply achieved by the design of the
device matching ratios B and C. Finally, the required gate-bias voltage Vy;as
of the C-sized transistor is directly obtained from the matched composite
diode-connected load biased with a current equal to Iiaj.

[) [} [} [}
(i? Itail Ionn Iinn Iinp Ionp

A | Vi

V’gn A bias A V’gp
I T R
© Ven ici Vep
]j:_vbias

Type-I Class-AB current amplifier for the VMA ar-
chitecture of Fig.

Figure 3.2

The A- and B-sized transistors connected in series in the output branches
can be simplified and viewed as a single transistor in saturation with the



3.2. Variable-Mirror Amplifier Family 47

equivalent multiplicity D defined by
D=—-. (3.19)

Similarly, for the diode-connected load:

A-B-C

= - = 2
A+B+C (3:20)

Thus, supposing all transistors in Fig. to be biased in strong inversion,

(3.14) is rewritten here as

Ionp - D% (Vgp - VT0)2 )

(3.21)
Ionn - D% (Vgn - VT0)2 )
and using (3.7)), Itai is expressed by
B 2
Itail - E% (Vbias - VTO) . (322)

For the input branches, lin, and lin, are defined by (3.13]) and also as the
sums of the currents flowing through the B- and C-sized transistors in linear
mode, which can be found using (3.6)):

n
Iinp :Bﬂ |:Vgn - VTO - 2‘/(:p] ‘/cp

n
+ CB {Vbias - VTO - 5 (ch + ‘/cn)] (ch - Vcn) )
(3.23)

2
+ C/B |:Vbias - VTO - % (V;:p + ‘/cn):| (%n - V;;p) .

n
Ty =B [vgp Vo - V] Ven
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Solving the set of equations formed by (3.13)), (3.21), (3.22) and (3.23)),
the characteristic equation inluding the input and output currents can be
derived:

1 1 i
Tinp =B (2 D \/ Dt ) (\/ =P — “p)
I tall onp onn mp mn
+C[2 b
( \/ onp onn - 1np \/ in )

Ion Ionn Iy Iony Ilnn
Iinn =B |2 P
wD " 5)((E
+C (2 Itall onn \/ inn \/ mp)
(\/ onn onp Tinn 1np)

Although is a non-explicit equation, it demonstrates that the transfer
function between the output currents Io,, and Ion, and the input currents
Iinp and Iiyy is independent from the technology parameters n and /3, which
have previously appeared in , since now only the currents and the
geometrical factors are left.

(3.24)

If the transistors in Fig. 3.2 are biased in weak inversion, (3.17)) is rewritten

here using (3.19) as

Vep —V10
Ionp :DIspece "o,

(3.25)

Ven—V10
Ionn = ])Ispece nUr
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and, employing (3.9) and (3.20)), Itaj is expressed by

Vbias —VT0

Liail = ELpece "0 (3.26)

For the input branches, [in, and i, are defined by (3.16) and also as the
sums of the currents flowing through the B- and C-sized transistors in linear

mode using (3.8):

Ven—V1o _Vep
Iinp =Blgpece 0T (1 —e UT>

Vbias —VT0 _Vep _Ven
+ Clgpece "Vt e Yr —e Ut |,

(3.27)

Vep—V10 _ Ven
Iinn =Blgpece 0T 1—e Ur

Vbias—VT0 _Yen _Yep
+ Clgpece YT e Ur —e Ur |,

Solving the set of equations formed by (3.16]), (3.25)), (3.26) and (3.27),
the characteristic equation including the input and output currents can be

derived:
B D I, C-D Inp  Tinn
Lpp ==Igpn |1 — =2 Liai P _
R °nn< AIonp> TAE (Ionp Tonn )’

B D L C-D 1; I
Iinn ey N 1- =2 inn T ai inn  finp )
D onp ( AIOnn) * A-E il <Ionn IOnp)

(3.28)

Eq. is also non-explicit. However, it reveals that the transfer function
between the output currents Ion, and Ionn and the input currents Ijn, and
Iinn is no longer dependent on the thermal voltage U, and thus on the
temperature, as it has been the case in (3.18)).

The maximum Class-AB output current I,y of the type-I VMA can be
found for all inversion levels by analyzing one of two completely unbalanced
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o
T Iinp ~ Itail Ionp ~ Imax
tail

—1 W ias
b A Ver [A

Y T~ L [
‘/;n C VvCP

A

B

C

C al ]
BI—V

Circuit used for I .y evaluation of the Type-I Class-
Figure 3.3 | AB current amplifier of Fig. The dimmed circuit
parts are treated as inexistent.

input conditions. The circuit illustrated in Fig. is derived from Fig.
for the case of the positive-path Iin, ~ Iiai and its analysis yields:

D
T =~ (1 + c) Toail. (3.29)

An excessive positive local feedback in the circuit of Fig. [3.2may result in the
VMA instability, or even a self-latch if enough differential input amplitude is
applied. In order to prevent this unwanted behavior, the built-in smoother
of Fig. is proposed. This mechanism injects the low-level common-mode
currents I, into the input branches. Due to this minimum bias level
(ZIinpn=>Imin), the cut-off state is avoided in both sides of the differential
structure and the VMA transient operation is smoothed.

At this point, the desired Class-AB functionality is achieved using the pro-
posed type-I circuit. The possibility of an alternative Vjy,q tuning opens this
topology for the exploration of further enhancements. However, it needs ad-
ditional bias circuits for the V4,5 and, optionally, I, generation. These
blocks increase the quiescent currents and lower the VMA power efficiency.
The power consumption of the Vj,s-generation circuit can be reduced by
scaling down its polarization current and, proportionally, the width of the
A-, B- and C-sized devices conneted in series, as the strict matching is not
necessary.
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Irnin

(% Liain | Tonn
N | Ve | qfa Ve Ao | Ve |
L A I8 i [
Clr Ven C Vep
L]t [
Br—v

Type-I current amplifier with an additional Class-AB
smother.

Figure 3.4

Further research into type-I circuit improvement has been performed, trying
to overcome the necessity for additional biasing blocks and yielding the type-
II circuit presented in the next section.

3.2.3 Type-ll Current Amplifier

Fig. introduces the second proposal of a Class-AB current amplifier for
the boxed parts of Fig. Here, the C-sized negative-feedback transis-
tor of Fig. is replaced by two split counterparts in Fig. [3.5] which are
autobiased and also prevent the VMA self-latch. Thus, no extra reference
circuits are needed and the power efficiency is slightly improved at the cost
of a non-electrically-tunable circuit.

In order to comply with the required behavior expressed by for the
bias point, the B-sized output transistors of Fig. is replaced by the
(B+C)-sized counterparts in Fig. Thus, under no differential input
current, the equalities Vi, = Vin = Vop = Ven and Ionp = Tonn = Tinp = linn
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o [e]

Ionn Iinn Iinp Ionp

Ven A A V.
e e[
Ven Vep
Vin Vip

Type-II Class-AB current amplifier for the VMA ar-
chitecture of Fig.

Figure 3.5

are achieved. The A- and (B+C)-sized transistors connected in series in
the output branches can be simplified and viewed as a single transistor in
saturation with the equivalent multiplicity F defined by

A(B+C)

“ALBIC (3:30)

Thus, taking into account the output-transistor substitution B—+B+C and
supposing all transistors to be biased in strong inversion in Fig. (3.14])
is rewritten here as

Ionp = F% (‘/gp - VvTO)2 )
(3.31)
_nB 2
Ionn - F% (van - VTO) .

For the input branches, Ii,, and iy, are defined by 1) and also as the
sums of the currents flowing through the B- and C-sized transistors operat-
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ing in linear mode, which can be found using (3.6)):
n n
Iinp :Bﬁ (Vgn - VTO - 2ch> ch + Cﬂ <Vgp - VTO - 2‘/;:p) V;:pg

n n
Lo =B (Vgp Vo - 2Vcn) Vir + CB (Vgn Vo — 2Vcn) Vo,
(3.32)

Solving the set of equations formed by (3.13)), (3.31) and (3.32)), the char-
acteristic equation including the input and output currents can be derived:

3 o i Ionn Ionp B Ionp _ Iinp
oo ) - (- )
Ionp_ Iinp
F A )’

. i Ionp Tonn Tonn Tinn
S A e O =
Ionn_ Tinn
F A

Eq. (3.33) is a non-explicit equation. Nevertheless, it demonstrates that
the independence from both the technology parameters n and 8 and from
the operative temperature of the current transfer function is preserved.

(3.33)

The analytical expressions of can be solved numerically. To verify
the results, the Iinp-finn DC sweep of the circuit in Fig. is simulated,
employing long-channel transistors biased in strong inversion with ICp=16.
Fig. plots the analytical and simulated Class-AB normalized current
transfer curves for different B/C ratios. It demonstrates the flexibility of the
proposed current mirror when designing a VMA with a particular Class-AB
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Figure 3.6

right), using A=B+C=8 and all transistors biased in
strong inversion.

modulation index. In practice, a wide range of OpAmp responses can be
chosen, from strong Class AB to almost Class A, by changing the relative
weights between the A, B and C variables.

If the transistors in Fig. [3.5] are biased in weak inversion, and taking into
account the output-transistor substitution B—B+C, (3.17) is rewritten here

using (3.30) as

Vep—VT0
_ U
Ionp = FIspece e,

(3.34)

Ven—Vo
Ionn = FIspece nUr

For the input branches, [in, and i, are defined by (3.16) and also as the
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sums of the currents flowing through the B- and C-sized transistors in linear

mode using (3.8):

Ven —Vrg _Vep Vep— V1o _Yep
Linp =Blypece” "UT (1 —e UT> + Clypece” "0 (1 —e UT> :

Vep—V10 _Ven Ven—Vro _ Ven
Iinn =Blgpece "Ur (1 —e Ur ) + Clgpece Ut (1 —e Ur ) .
(3.35)

Solving the set of equations formed by (3.16]), (3.34)) and (3.35)), the char-
acteristic equation including the input and output currents can be derived:

B C F Ly
Iinp = (Flonn + FIonp> (1 - KI p) )
onp

B C F I
Iinn = <FIonp + FIonn> <1 - AI:::I> .

(3.36)

Again, is also non-explicit. However, it reveals that the transfer
function between the output currents Io,, and Ion, and the input currents
Iinp and [iyy is independent from the thermodynamic voltage U, and thus
from the temperature.

Like for the strong inversion, can be solved numerically. To verify
the results, the liyp-Iinn DC sweep of the circuit in Fig. @ is simulated,
employing long-channel transistors biased in weak inversion with ICp=0.01.
Fig. [3.7] plots the analytical and simulated Class-AB normalized current
transfer curves for the same conditions as in Fig. It can be seen that
the circuit design flexibility is maintained.

The results presented above prove that the desired Class-AB performance
for the VMA devices in the strong- and weak-inversion regions is achieved.
Consequently, it can be deduced that the performance in the intermediate
moderate-inversion region will be conserved, as will be demonstrated in the
next chapter. Here, the maximum output current of the type-II VMA can
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right), using A=B+C=8 and all transistors biased in
weak inversion.

be approximated for all inversion-level regions in the same way as for the
type-I VMA, completely unbalancing the input. The circuit illustrated in
Fig. is derived from Fig. for the case of the positive-path Iinp ~ Iiail
and its analysis provides:

145
Imax = 7Altail > Itaila (337)
1+ 57¢c

where it can be seen that I, is greater than Ii,; and the Class-AB behavior
is present for any sizing. Also, a good agreement is obtained between
and the analytical and simulated transfer curves for different B/C ratios,
which have been presented in Fig. and Fig. 3.7

This type-II current amplifier is selected for the development of the AXM-
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~ o
Iinp ~ Tiail IOHP ~ Imax
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Circuit used for I,,x evaluation of the Type-II Class-
Figure 3.8 | AB current amplifier of Fig. The dimmed circuit
parts are treated as inexistent.

integrator SOA, which will be presented in Section

3.2.4 Full-Scale Cascode Biasing

Probably, the main disadvantage of using a single-stage approach for the
proposed VMA-family architecture is the limited open-loop gain Agpen. As
shown in Fig. the cascode transistors are used for the purpose of in-
creasing Agpen and, thus, reducing the AXM-integrator settling error, as al-
ready discussed in the previous chapter. However, these additional stacked
transistors also decrease the VMA output voltage full scale. In order to
minimize this loss, the transistors should be biased at the edge of satura-
tion. Traditional bias circuits used for this purpose are relatively complex,
resulting in area or power consumption increase, and are not valid for all
MOSFET inversion levels, hindering the design process. As illustrated in
the basic example of Fig. the cascode-bias circuit implementation based
on [83] solves these issues by using a diode-connected transistor as the bias
circuit with a specific sizing rule. Here, the transistor M1 can be viewed as
a saturated equivalent of the A- and B-sized transistors connected in series
in the output branches for the type-I current amplifier in Fig. or the
A- and (B+C)-sized transistors in series for the type-II current amplifier in
Fig. The gate of the cascode transistor M2 is biased by the voltage V4,
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Cascode series/parallel-association biasing circuit:

Figure 3.9 folded (top) and unfolded (bottom) views.

generated by the diode-connected M3.

Using (3.11)), the analysis of the circuit in Fig. Wprovides the characteristic
equation including the inversion coefficients IC;_3 of M1-3 [83]:

VI+4IC; — 1
1+4IC3 — 1+ 4IC; — V1 +4IC; +1In | Y2
VI+4ICs — V1 +4IC; — V1 + 1+n< Y o

=In(4) -1+ ‘g“Tl (3.38)
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where A1 = g—% is the M1 intrinsic gain and Vi1 = Vg — Viat1 is the M1-

saturation-voltage safety margin. Choosing A; = 100 and V1 = 2Ur,

(3.42)) is simplified as

V1+41C3 -1

144IC3 — /1 44ICo — /1 +4IC; +In | —x——
V1+41C3 — V1 +4IC; — V1 + 1+n<ﬁ+4102_1

) =5.6. (3.39)

Solving (3.39) numerically, IC3 can be found. Assuming an independence
from the M2-3 Vpg, which