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#### Abstract

In this paper, we construct a method to find approximate solutions to fractional differential equations involving fractional derivatives with respect to another function. The method is based on an equivalence relation between the fractional differential equation and the VolterraStieltjes integral equation of the second kind. The generalized midpoint rule is applied to solve numerically the integral equation and an estimation for the error is given. Results of numerical experiments demonstrate that satisfactory and reliable results could be obtained by the proposed method.
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## 1 Introduction

Fractional differential equations are a generalization of ordinary differential equations, where integer-order derivatives are replaced by fractional derivatives. Over the last decade, these equations have attracted a lot of attention from researchers from different areas, since frac-

[^0]tional derivatives provide an excellent tool for the description of memory and hereditary properties of various materials and processes (Atanackovic and Stankovic 2009; Carpinteri and Mainardi 2014; Demir et al. 2012; Kulish and Lage 2002; Meerschaert 2011; Podlubny 1999; Rezazadeh et al. 2018; Tariq et al. 2018; Vazquez 2005). Several types of fractional derivatives have been suggested to describe more accurately real-world phenomena, each one with their own advantages and disadvantages (Djida et al. 2017; Kilbas et al. 2006; Osman 2017; Osman et al. 2019; Podlubny 1999; Rezazadeh et al. 2019). A more general unifying perspective to the subject was proposed in Agrawal (2010), Klimek and Lupa (2013), Malinowska et al. (2015), by considering fractional operators depending on general kernels. In this work, we follow the special case of this approach that was developed in Almeida (2017a, b), Almeida et al. (2018, 2019), Garra et al. (2019), Kilbas et al. (2006), Yang and Machado (2017). Namely, we focus on nonlinear fractional differential equations involving a Caputo-type fractional derivative with respect to another function, called $\psi$-Caputo derivative. These types of equations have been successfully used to model the world population growth (Almeida 2017a, b) and gross domestic product (Almeida 2017b). On the other hand, it is well known that fractional differential equations often have to be solved numerically (Arqub and Maayah 2018; Arqub and Al-Smadi 2018a, b; Diethelm 2010; Ford and Connolly 2006; Lubich 1985; Morgado et al. 2013; Sousa and Oliveira 2019). Therefore, knowing the usefulness of the $\psi$-Caputo fractional derivative, an important issue is to discuss the numerical methods for differential equations with this derivative.

Motivated by the above discussion, in this paper, we provide a numerical scheme to solve fractional differential equations with the $\psi$-Caputo derivative. The main idea is to rewrite the considered equation as the Volterra-Stieltjes integral equation and then apply the generalized midpoint rule that was developed by Asanov et al. (2011b). Regarding integral equations, the best general reference is the handbook by Polyanin and Manzhirov (2008). Results on nonclassical Volterra integral equations of the first kind can be found in Apartsyn (2003). In Asanov (1998), problems of regularization, uniqueness and existence of solutions for Volterra integral and operator equations of the first kind are studied. Some properties of Voltera and Volterra-Stieltjes integral operators are given in Bukhgeim (1999), and Banas and Regan (2005). In Banas et al. (2000) and Federson and Bianconi (2001), quadratic integral equations of Urysohn-Stieltjes type and their applications are investigated. Various numerical solution methods for integral equations are presented in Asanov et al. (2011a, b), Asanov and Abdujabbarov (2011), Asanov et al. (2016), Delves and Walsh (1974), Federson et al. (2002). In particular, the generalized trapezoid rule and the generalized midpoint rule to evaluate the Stieltjes integral approximately by employing the notion of derivative of a function by means of a strictly increasing function (Asanov et al. 2011a, b; Asanov 2001), the generalized trapezoid rule for linear Volterra-Stieltjes integral equations of the second kind (Asanov et al. 2016), and the generalized midpoint rule for linear Fredholm-Stieltjes integral equations of the second kind (Asanov and Abdujabbarov 2011).

The paper is organized as follows. First, in Sect. 2, we review some necessary concepts and results on fractional calculus. In Sect. 3, we state an initial value problem with the $\psi$-Caputo fractional derivative of order $\alpha>1$ and prove several results concerning this problem which will be needed in the forthcoming sections. Then, in Sect. 4, using the generalized midpoint rule, we exhibit a numerical procedure to solve the Volterra-Stieltjes integral equation that corresponds to the given fractional differential equation. An upper bound formula for the error in our approximation is derived. Results of numerical experiments are presented in Sect. 5. We verify the accuracy and analyse the stability of the numerical scheme. Section 6 provides conclusions and suggestions for future work and thus completes this work.

## 2 Preliminaries on fractional calculus

Let $\alpha>0$ be a real number and $x:[a, b] \rightarrow \mathbb{R}$ a function. Given another function $\psi \in$ $C^{1}[a, b]$ such that $\psi$ is increasing and $\psi^{\prime}(t) \neq 0$, for all $t \in[a, b]$, the $\psi$-Riemann-Liouville fractional integral of $x$, of order $\alpha$, is defined as

$$
I_{a+}^{\alpha, \psi} x(t)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t} \psi^{\prime}(\tau)(\psi(t)-\psi(\tau))^{\alpha-1} x(\tau) \mathrm{d} \tau,
$$

where $\Gamma(\cdot)$ is the Gamma function, i.e., $\Gamma(z)=\int_{0}^{\infty} t^{z-1} e^{-t} \mathrm{~d} t, z>0$. The $\psi$-RiemannLiouville fractional derivative of $x$, of order $\alpha$, is defined as

$$
D_{a+}^{\alpha, \psi} x(t)=\left(\frac{1}{\psi^{\prime}(t)} \frac{\mathrm{d}}{\mathrm{~d} t}\right)^{n} I_{a+}^{n-\alpha, \psi} x(t)
$$

where $n=[\alpha]+1$. The other important definition, which will be used in this work, is the $\psi$-Caputo fractional derivative of $x$ of order $\alpha$ :

$$
{ }^{C} D_{a+}^{\alpha, \psi} x(t)=D_{a+}^{\alpha, \psi}\left[x(t)-\sum_{k=0}^{n-1} \frac{x_{\psi}^{[k]}(a)}{k!}(\psi(t)-\psi(a))^{k}\right],
$$

where

$$
n=[\alpha]+1 \quad \text { for } \alpha \notin \mathbb{N}, \quad n=\alpha \text { otherwise },
$$

and

$$
x_{\psi}^{[k]}(t)=\left(\frac{1}{\psi^{\prime}(t)} \frac{\mathrm{d}}{\mathrm{~d} t}\right)^{k} x(t) .
$$

We see at once that, if $\alpha=m \in \mathbb{N}$, then the $\psi$-Caputo fractional derivative coincides with the ordinary derivative

$$
{ }^{C} D_{a+}^{m, \psi} x(t)=x_{\psi}^{[m]}(t),
$$

while if $\alpha \in \mathbb{N}$ and $x \in C^{n}[a, b]$, then

$$
{ }^{C} D_{a+}^{\alpha, \psi} x(t)=\frac{1}{\Gamma(n-\alpha)} \int_{a}^{t} \psi^{\prime}(\tau)(\psi(t)-\psi(\tau))^{n-\alpha-1} x_{\psi}^{[n]}(\tau) \mathrm{d} \tau .
$$

Important relations between the two fractional operators are as follows (Almeida et al. 2018):

1. If $x \in C[a, b]$, then

$$
{ }^{C} D_{a+}^{\alpha, \psi} I_{a+}^{\alpha, \psi} x(t)=x(t) .
$$

2. If $x \in C^{n-1}[a, b]$, then

$$
I_{a+}^{\alpha, \psi C} D_{a+}^{\alpha, \psi} x(t)=x(t)-\sum_{k=0}^{n-1} \frac{x_{\psi}^{[k]}(a)}{k!}(\psi(t)-\psi(a))^{k}
$$

## 3 Fractional differential equations

In this section, we consider the following nonlinear fractional differential equation with the $\psi$-Caputo derivative:

$$
\begin{equation*}
{ }^{C} D_{a+}^{\alpha, \psi} x(t)=F(t, x(t))+f(t), \quad t \in[a, b], \tag{1}
\end{equation*}
$$

subject to the initial conditions

$$
\begin{equation*}
x(a)=x_{a}, \quad x_{\psi}^{[k]}(a)=x_{a}^{k}, \quad k=1, \ldots, n-1, \tag{2}
\end{equation*}
$$

where

1. $1<\alpha \notin \mathbb{N}$ and $n=[\alpha]+1$,
2. $x_{a}$ and $x_{a}^{k}$, for $k=1, \ldots, n-1$, are fixed reals,
3. $F:[a, b] \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous and $F(t, 0)=0$, for all $t \in[a, b]$,
4. $f:[a, b] \rightarrow \mathbb{R}$ is continuous.

Regarding the existence and uniqueness of solutions for nonlinear fractional differential equation with the $\psi$-Caputo derivative of type (1), we refer the reader to Almeida et al. (2018). For stability results, we suggest the work of Almeida et al. (2019).

We shall prove some preparatory results providing a basis for the later development of a numerical method for solving the initial value problem (1) and (2). First, let us recall that problem (1) and (2) can be rewritten as the Volterra-Stieltjes integral equation, i.e., a Volterra-type integral equation involving the Riemann-Stieltjes integral.
Theorem 1 Almeida et al. (2018) A function $x \in C^{n-1}[a, b]$ is a solution to problem (1) and (2) if and only if $x$ satisfies the following Volterra-Stieltjes integral equation:

$$
\begin{equation*}
x(t)=I_{a+}^{\alpha, \psi} F(t, x(t))+g(t), \quad t \in[a, b], \tag{3}
\end{equation*}
$$

where

$$
\begin{align*}
I_{a+}^{\alpha, \psi} F(t, x(t)) & =\frac{1}{\Gamma(\alpha)} \int_{a}^{t}(\psi(t)-\psi(\tau))^{\alpha-1} F(\tau, x(\tau)) \mathrm{d} \psi(\tau), \\
g(t) & =\sum_{k=0}^{n-1} \frac{x_{a}^{k}}{k!}(\psi(t)-\psi(a))^{k}+I_{a+}^{\alpha, \psi} f(t), \quad t \in[a, b] . \tag{4}
\end{align*}
$$

In what follows we assume that:
(H1) Function $F$ is Lipschitz with respect to the second variable, that is, there exists a positive constant $L$ such that

$$
\left|F\left(t, x_{1}\right)-F\left(t, x_{2}\right)\right| \leq L\left|x_{1}-x_{2}\right|, \quad \forall t \in[a, b], \quad \forall x_{1}, x_{2} \in \mathbb{R} .
$$

(H2) There exist nonnegative constants $L_{1}$ and $\beta \in(0,1]$ such that

$$
\left|F\left(t_{1}, x\right)-F\left(t_{2}, x\right)\right| \leq L_{1}\left|t_{1}-t_{2}\right|^{\beta}|x|, \quad \forall t_{1}, t_{2} \in[a, b], \quad \forall x \in \mathbb{R} .
$$

Lemma 1 Let $\alpha>1$ and $s_{1}, s_{2} \in[c, d]$, where $0 \leq c<d$. Then, $\left|s_{1}^{\alpha}-s_{2}^{\alpha}\right| \leq c_{0}\left|s_{1}-s_{2}\right|$, where $c_{0}=\alpha d^{\alpha-1}$.

Proof The proof follows from the mean value theorem. Let $\sigma(t)=t^{\alpha}, t \in[c, d]$. Then,

$$
\left|s_{1}^{\alpha}-s_{2}^{\alpha}\right| \leq \sup _{t \in(c, d)}\left|\sigma^{\prime}(t)\right| \cdot\left|s_{1}-s_{2}\right| \leq \alpha d^{\alpha-1}\left|s_{1}-s_{2}\right| .
$$

For a given function $\varphi \in C[a, b]$, let $\|\cdot\|_{C}$ denote the usual norm:

$$
\|\varphi\|_{C}=\sup _{t \in[a, b]}|\varphi(t)| .
$$

Lemma 2 Let $\alpha>1, f \in C[a, b]$, and $x \in C[a, b]$ be the solution to Eq. (3). Then, under assumption (H1) it holds that

$$
\begin{equation*}
\|x\|_{C} \leq L_{0}\|g\|_{C}, \tag{5}
\end{equation*}
$$

where

$$
L_{0}=\exp \left\{\frac{L(b-a)}{\Gamma(\alpha)}(\psi(b)-\psi(a))^{\alpha-1}\left\|\psi^{\prime}\right\|_{C}\right\},
$$

and $g$ is defined by (4).
Proof Since $F(t, 0)=0$, it follows that

$$
|F(\tau, x(\tau))|=|F(\tau, x(\tau))-F(\tau, 0)| \leq L|x(\tau)| .
$$

Hence, by (3), we obtain

$$
|x(t)| \leq \frac{L}{\Gamma(\alpha)}(\psi(b)-\psi(a))^{\alpha-1}\left\|\psi^{\prime}\right\|_{C} \int_{a}^{t}|x(s)| \mathrm{d} s+\|g\|_{C}, \quad t \in[a, b] .
$$

Applying the Grönwall inequality we get (5).
Lemma 3 Let $\alpha \in(1,2), s_{1}, s_{2} \in[c, d]$, where $0 \leq c<d, p>1$ such that $p(2-\alpha)<1$, and $\frac{1}{p}+\frac{1}{q}=1$. Then,

$$
\left|s_{1}^{\alpha-1}-s_{2}^{\alpha-1}\right| \leq c_{1}\left|s_{1}-s_{2}\right|^{\frac{1}{q}},
$$

where

$$
c_{1}=(\alpha-1)\left(\frac{1}{1-p(2-\alpha)}\right)^{\frac{1}{p}}\left(d^{1-p(2-\alpha)}-c^{1-p(2-\alpha)}\right)^{\frac{1}{p}}
$$

Proof Let $s_{1}, s_{2} \in[c, d]$, with $s_{2}>s_{1}$. Then, by the Hölder inequality,

$$
\begin{aligned}
s_{2}^{\alpha-1}-s_{1}^{\alpha-1} & =(\alpha-1) \int_{s_{1}}^{s_{2}} \frac{1}{\tau^{2-\alpha}} \mathrm{d} \tau \leq(\alpha-1)\left(\int_{s_{1}}^{s_{2}} \tau^{-p(2-\alpha)} \mathrm{d} \tau\right)^{\frac{1}{p}}\left(\int_{s_{1}}^{s_{2}} \mathrm{~d} \tau\right)^{\frac{1}{q}} \\
& =c_{1}\left|s_{2}-s_{1}\right|^{\frac{1}{q}}
\end{aligned}
$$

Theorem 2 Let $\alpha>1$ and $x \in C[a, b]$ be the solution to Eq. (3). Then, under assumption (H1), it holds that

$$
\left|x\left(t_{2}\right)-x\left(t_{1}\right)\right| \leq c_{2}\left|t_{2}-t_{1}\right|, \quad \forall t_{1}, t_{2} \in[a, b],
$$

where

$$
\begin{aligned}
c_{2}= & \frac{\left\|\psi^{\prime}\right\|_{C}}{\Gamma(\alpha)}(\psi(b)-\psi(a))^{\alpha-1}\left[L_{0} L\|g\|_{C}+\|f\|_{C}\right] \\
& +\sum_{k=1}^{n-1} \frac{\left|x_{a}^{k}\right|}{(k-1)!}(\psi(b)-\psi(a))^{k-1}\left\|\psi^{\prime}\right\|_{C}
\end{aligned}
$$

and $L_{0}$ as defined in Lemma 2.

Proof Let $\alpha>1$ and $t_{2}>t_{1}$, where $t_{1}, t_{2} \in[a, b]$. Then, by Eqs. (3) and (4) and Lemma 2, we have

$$
\begin{aligned}
\left|x\left(t_{2}\right)-x\left(t_{1}\right)\right| \leq & \frac{L_{0} L\|g\|_{C}}{\Gamma(\alpha)} \int_{a}^{t_{1}}\left[\left(\psi\left(t_{2}\right)-\psi(\tau)\right)^{\alpha-1}-\left(\psi\left(t_{1}\right)-\psi(\tau)\right)^{\alpha-1}\right] \mathrm{d} \psi(\tau) \\
& +\frac{L L_{0}\|g\|_{C}}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}}\left(\psi\left(t_{2}\right)-\psi(\tau)\right)^{\alpha-1} \mathrm{~d} \psi(\tau) \\
& +\sum_{k=1}^{n-1} \frac{\left|x_{a}^{k}\right|}{k!}\left[\left(\psi\left(t_{2}\right)-\psi(a)\right)^{k}-\left(\psi\left(t_{1}\right)-\psi(a)\right)^{k}\right] \\
& +\frac{\|f\|_{C}}{\Gamma(\alpha)} \int_{a}^{t_{1}}\left[\left(\psi\left(t_{2}\right)-\psi(\tau)\right)^{\alpha-1}-\left(\psi\left(t_{1}\right)-\psi(\tau)\right)^{\alpha-1}\right] \mathrm{d} \psi(\tau) \\
& +\frac{\|f\|_{C}}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}}\left(\psi\left(t_{2}\right)-\psi(\tau)\right)^{\alpha-1} \mathrm{~d} \psi(\tau) .
\end{aligned}
$$

Computing the integrals and applying the mean value theorem, we get

$$
\begin{aligned}
\left|x\left(t_{2}\right)-x\left(t_{1}\right)\right| \leq & \frac{L_{0} L\|g\|_{C}}{\alpha \Gamma(\alpha)}\left[\left(\psi\left(t_{2}\right)-\psi(a)\right)^{\alpha}-\left(\psi\left(t_{1}\right)-\psi(a)\right)^{\alpha}-\left(\psi\left(t_{2}\right)-\psi\left(t_{1}\right)\right)^{\alpha}\right. \\
& \left.+\left(\psi\left(t_{2}\right)-\psi\left(t_{1}\right)\right)^{\alpha}\right]+\frac{\|f\|_{C}}{\alpha \Gamma(\alpha)}\left[\left(\psi\left(t_{2}\right)-\psi(a)\right)^{\alpha}\right. \\
& \left.-\left(\psi\left(t_{1}\right)-\psi(a)\right)^{\alpha}-\left(\psi\left(t_{2}\right)-\psi\left(t_{1}\right)\right)^{\alpha}+\left(\psi\left(t_{2}\right)-\psi\left(t_{1}\right)\right)^{\alpha}\right] \\
& +\sum_{k=1}^{n-1} \frac{\left|x_{a}^{k}\right|}{(k-1)!}(\psi(b)-\psi(a))^{k-1}\left\|\psi^{\prime}\right\|_{C}\left(t_{2}-t_{1}\right) .
\end{aligned}
$$

Finally, by Lemma 1 (with $d=\psi(b)-\psi(a))$ and the mean value theorem, we obtain

$$
\begin{aligned}
\left|x\left(t_{2}\right)-x\left(t_{1}\right)\right| \leq & \frac{L_{0} L\|g\|_{C}}{\Gamma(\alpha)}(\psi(b)-\psi(a))^{\alpha-1}\left\|\psi^{\prime}\right\|_{C}\left(t_{2}-t_{1}\right) \\
& +\frac{\|f\|_{C}}{\Gamma(\alpha)}(\psi(b)-\psi(a))^{\alpha-1}\left\|\psi^{\prime}\right\|_{C}\left(t_{2}-t_{1}\right) \\
& +\sum_{k=1}^{n-1} \frac{\left|x_{a}^{k}\right|}{(k-1)!}(\psi(b)-\psi(a))^{k-1}\left\|\psi^{\prime}\right\|_{C}\left(t_{2}-t_{1}\right) .
\end{aligned}
$$

Theorem 3 Let $x \in C[a, b]$ be the solution to Eq. (3), $G=\{(t, \tau): a \leq \tau \leq t \leq b\}$ and

$$
\begin{equation*}
k(t, \tau)=\frac{1}{\Gamma(\alpha)}(\psi(t)-\psi(\tau))^{\alpha-1} F(\tau, x(\tau)) \tag{6}
\end{equation*}
$$

Under assumptions (H1) and (H2) the following hold:

1. If $\alpha>2$ and $\beta=1$, then

$$
\begin{equation*}
\left|k\left(t, \tau_{1}\right)-k\left(t, \tau_{2}\right)\right| \leq c_{3}\left|\tau_{1}-\tau_{2}\right|, \tag{7}
\end{equation*}
$$

for all $\left(t, \tau_{1}\right),\left(t, \tau_{2}\right) \in G$, where

$$
\begin{aligned}
c_{3}= & \frac{1}{\Gamma(\alpha)}(\psi(b)-\psi(a))^{\alpha-2} \\
& \times\left[\left(L_{0} L_{1}\|g\|_{C}+L c_{2}\right)(\psi(b)-\psi(a))+(\alpha-1) L L_{0}\|g\|_{C}\left\|\psi^{\prime}\right\|_{C}\right] .
\end{aligned}
$$

2. If $\alpha \in(1,2), p>1$ with $p(2-\alpha)<1, \frac{1}{p}+\frac{1}{q}=1$, and $\gamma=\min \left\{\beta, \frac{1}{q}\right\}$, then

$$
\begin{equation*}
\left|k\left(t, \tau_{1}\right)-k\left(t, \tau_{2}\right)\right| \leq c_{4}\left|\tau_{1}-\tau_{2}\right|^{\gamma}, \tag{8}
\end{equation*}
$$

for all $\left(t, \tau_{1}\right),\left(t, \tau_{2}\right) \in G$, where

- for $\beta \geq \frac{1}{q}$

$$
\begin{aligned}
c_{4}= & \frac{1}{\Gamma(\alpha)}\left[L_{0} L_{1}(\psi(b)-\psi(a))^{\alpha-1}(b-a)^{\beta-\frac{1}{q}}\|g\|_{C}\right. \\
& +L c_{2}(\psi(b)-\psi(a))^{\alpha-1}(b-a)^{1-\frac{1}{q}} \\
& \left.+L L_{0}(\alpha-1)\left(\frac{1}{1-p(2-\alpha)}\right)^{\frac{1}{p}}(\psi(b)-\psi(a))^{\frac{1}{p}(1-p(2-\alpha))}\|g\|_{C}\left\|\psi^{\prime}(t)\right\|_{c}\right]
\end{aligned}
$$

- for $\beta<\frac{1}{q}$

$$
\begin{aligned}
c_{4}= & \frac{1}{\Gamma(\alpha)}\left[L_{0} L_{1}(\psi(b)-\psi(a))^{\alpha-1}\|g\|_{C}\right. \\
& +L c_{2}(\psi(b)-\psi(a))^{\alpha-1}(b-a)^{1-\beta}+L L_{0}(\alpha-1)\left(\frac{1}{1-p(2-\alpha)}\right)^{\frac{1}{p}} \\
& \left.\times(\psi(b)-\psi(a))^{\frac{1}{p}(1-p(2-\alpha))}\|g\|_{C}\left\|\psi^{\prime}\right\|_{C}(b-a)^{\frac{1}{q}-\beta}\right] .
\end{aligned}
$$

Proof Observe that, for all $\left(t, \tau_{1}\right),\left(t, \tau_{2}\right) \in G$, we have

$$
\begin{align*}
k\left(t, \tau_{2}\right)-k\left(t, \tau_{1}\right)= & \frac{1}{\Gamma(\alpha)}\left[\left(\psi(t)-\psi\left(\tau_{2}\right)\right)^{\alpha-1}-\left(\psi(t)-\psi\left(\tau_{1}\right)\right)^{\alpha-1}\right] F\left(\tau_{2}, x\left(\tau_{2}\right)\right) \\
& +\frac{1}{\Gamma(\alpha)}\left(\psi(t)-\psi\left(\tau_{1}\right)\right)^{\alpha-1}\left[F\left(\tau_{2}, x\left(\tau_{2}\right)\right)-F\left(\tau_{1}, x\left(\tau_{2}\right)\right)\right] \\
& +\frac{1}{\Gamma(\alpha)}\left(\psi(t)-\psi\left(\tau_{1}\right)\right)^{\alpha-1}\left[F\left(\tau_{1}, x\left(\tau_{2}\right)\right)-F\left(\tau_{1}, x\left(\tau_{1}\right)\right)\right] \tag{9}
\end{align*}
$$

Applying Lemmas 1 and 2, and Theorem 2, we can assert that

$$
\begin{align*}
& \left|\frac{1}{\Gamma(\alpha)}\left(\psi(t)-\psi\left(\tau_{1}\right)\right)^{\alpha-1}\left[F\left(\tau_{2}, x\left(\tau_{2}\right)\right)-F\left(\tau_{1}, x\left(\tau_{2}\right)\right)\right]\right| \\
& \quad \leq \frac{L_{0} L_{1}}{\Gamma(\alpha)}(\psi(b)-\psi(a))^{\alpha-1}\|g\|_{C}\left|\tau_{1}-\tau_{2}\right|^{\beta},  \tag{10}\\
& \left|\frac{1}{\Gamma(\alpha)}\left(\psi(t)-\psi\left(\tau_{1}\right)\right)^{\alpha-1}\left[F\left(\tau_{1}, x\left(\tau_{2}\right)\right)-F\left(\tau_{1}, x\left(\tau_{1}\right)\right)\right]\right| \\
& \quad \leq \frac{L c_{2}}{\Gamma(\alpha)}(\psi(b)-\psi(a))^{\alpha-1}\left|\tau_{1}-\tau_{2}\right|, \tag{11}
\end{align*}
$$

and

$$
\begin{align*}
& \left|\frac{1}{\Gamma(\alpha)}\left[\left(\psi(t)-\psi\left(\tau_{2}\right)\right)^{\alpha-1}-\left(\psi(t)-\psi\left(\tau_{1}\right)\right)^{\alpha-1}\right] F\left(\tau_{2}, x\left(\tau_{2}\right)\right)\right| \\
& \quad \leq \frac{L L_{0}(\alpha-1)}{\Gamma(\alpha)}(\psi(b)-\psi(a))^{\alpha-2}\left\|\psi^{\prime}\right\| C\|g\|_{C}\left|\tau_{1}-\tau_{2}\right|, \quad \alpha>2 . \tag{12}
\end{align*}
$$

If $\alpha>2$ and $\beta=1$, then taking into account (10)-(12), from (9) we obtain (7). On the other hand, if $\alpha \in(1,2), p>1, p(2-\alpha)<1, \frac{1}{p}+\frac{1}{q}=1$, then by Lemmas 2 and 3, and Theorem 2 it follows that

$$
\begin{align*}
& \left|\frac{1}{\Gamma(\alpha)}\left[\left(\psi(t)-\psi\left(\tau_{1}\right)\right)^{\alpha-1}-\left(\psi(t)-\psi\left(\tau_{2}\right)\right)^{\alpha-1}\right] F\left(\tau_{2}, x\left(\tau_{2}\right)\right)\right| \\
& \quad \leq \frac{L L_{0}}{\Gamma(\alpha)}(\alpha-1)\left(\frac{1}{1-p(2-\alpha)}\right)^{\frac{1}{p}}(\psi(b)-\psi(a))^{\frac{1}{p}(1-p(2-\alpha))}\|g\|_{C}\left\|\psi^{\prime}\right\|_{C}\left|\tau_{1}-\tau_{2}\right|^{\frac{1}{q}} \tag{13}
\end{align*}
$$

In this case, taking into account (10)-(11) and (13), from (9) we obtain (8).

## 4 Numerical method and error analysis

The purpose of this section is to construct a method to find approximate solutions to fractional initial value problems of type (1) and (2). We use an equivalence relation between problem (1), (2) and integral equation (3). Then, the approximation routine is based on the generalized midpoint rule that was first developed by Asanov et al. (2011b). They proposed an approximation of the Stieltjes integral with the use of the notion of the derivative of a function with respect to the strictly increasing function (see Asanov 2001). The generalized midpoint rule summarizes the midpoint rule (Kalitkin 1978), and here we use this method to solve numerically the integral equation (3).

For $n \in \mathbb{N}$, let

$$
h=\frac{b-a}{2 n}, \quad t_{k}=a+k h, \quad k=0,1,2, \ldots, 2 n
$$

We substitute $t=t_{k}, k=0,1,2, \ldots, 2 n$ into integral equation (3) and examine the following system of equations:

$$
\left\{\begin{array}{l}
x\left(t_{0}\right)=g\left(t_{0}\right), \quad t_{0}=a  \tag{14}\\
x\left(t_{1}\right)=\int_{a}^{t_{1}} k\left(t_{1}, \tau\right) \mathrm{d} \psi(\tau)+g\left(t_{1}\right) \\
x\left(t_{2 i}\right)=\int_{a}^{t_{2 i}} k\left(t_{2 i}, \tau\right) \mathrm{d} \psi(\tau)+g\left(t_{2 i}\right), \quad i=1, \ldots, n \\
x\left(t_{2 j+1}\right)=\int_{a}^{t_{2 j+1}} k\left(t_{2 j+1}, \tau\right) \mathrm{d} \psi(\tau)+g\left(t_{2 j+1}\right), \quad j=1, \ldots, n-1,
\end{array}\right.
$$

where $k(t, \tau)$ is defined by (6). Using the generalized midpoint rule for integrals in system (14) we get

$$
\left\{\begin{array}{l}
\int_{a}^{t_{2 i}} k\left(t_{2 i}, \tau\right) \mathrm{d} \psi(\tau)=\sum_{m=1}^{i} k\left(t_{2 i}, t_{2 m-1}\right)\left[\psi\left(t_{2 m}\right)-\psi\left(t_{2 m-2}\right)\right] \\
\quad+\sum_{m=1}^{i} R_{m}^{(2 n)}(x, i), \quad i=1, \ldots, n \\
\int_{a}^{t_{1}} k\left(t_{1}, \tau\right) \mathrm{d} \psi(\tau)=k\left(t_{1}, t_{0}\right)\left[\psi\left(t_{1}\right)-\psi\left(t_{0}\right)\right]+R_{0}^{(0)}(x) \\
\int_{a}^{t_{2 j+1}} k\left(t_{2 j+1}, \tau\right) \mathrm{d} \psi(\tau)=\int_{a}^{t_{1}} k\left(t_{2 j+1}, s\right) \mathrm{d} \psi(s)+\int_{t_{1}}^{t_{2 j+1}} k\left(t_{2 j+1}, \tau\right) \mathrm{d} \psi(\tau)  \tag{15}\\
=k\left(t_{2 j+1}, t_{0}\right)\left[\psi\left(t_{1}\right)-\psi\left(t_{0}\right)\right]+R_{j}^{(0)}(x)+\sum_{m=1}^{j} k\left(t_{2 j+1}, t_{2 m}\right) \\
\quad \times\left[\psi\left(t_{2 m+1}\right)-\psi\left(t_{2 m-1}\right)\right]+\sum_{m=1}^{j} R_{m}^{(2 n-1)}(x, j), \quad j=1, \ldots, n-1,
\end{array}\right.
$$

where

$$
\left\{\begin{array}{l}
R_{0}^{(0)}(x)=\int_{a}^{t_{1}}\left[k\left(t_{1}, \tau\right)-k\left(t_{1}, t_{0}\right)\right] \mathrm{d} \psi(\tau)  \tag{16}\\
R_{j}^{(0)}(x)=\int_{a}^{t_{1}}\left[k\left(t_{2 j+1}, \tau\right)-k\left(t_{2 j+1}, t_{0}\right)\right] \mathrm{d} \psi(\tau), \quad j=1, \ldots, n-1 \\
R_{m}^{(2 n)}(x, i)=\int_{t_{2 m-2}}^{t_{2 m}}\left[k\left(t_{2 i}, \tau\right)-k\left(t_{2 i}, t_{2 m-1}\right)\right] \mathrm{d} \psi(\tau), \quad m=1, \ldots, i \\
R_{m}^{(2 n-1)}(x, j)=\int_{t_{2 m-1}}^{t_{2 m+1}}\left[k\left(t_{2 j+1}, \tau\right)-k\left(t_{2 j+1}, t_{2 m}\right)\right] \mathrm{d} \psi(\tau), \quad m=1, \ldots, j .
\end{array}\right.
$$

If $\alpha>2$ and $\beta=1$, then on the strength of Theorem 3 for $R_{m}^{(2 n)}(x, i)$ and $R_{m}^{(2 n-1)}(x, j)$ we obtain the following estimates:

$$
\left\{\begin{array}{l}
\left|R_{m}^{(2 n)}(x, i)\right| \leq c_{3} h\left[\psi\left(t_{2 m}\right)-\psi\left(t_{2 m-2}\right)\right], \quad m=1, \ldots, i  \tag{17}\\
\left|R_{m}^{(2 n-1)}(x, j)\right| \leq c_{3} h\left[\psi\left(t_{2 m+1}\right)-\psi\left(t_{2 m-1}\right)\right], \quad m=1, \ldots, j,
\end{array}\right.
$$

where $i=1,2, \ldots, n, j=1,2, \ldots, n-1$ (cf. Corollary 2 in Asanov et al. 2011b). Then taking into account (16) and (17), we have

$$
\left\{\begin{array}{l}
\left|\sum_{m=1}^{i} R_{m}^{(2 n)}(x, i)\right| \leq c_{3} h\left[\psi\left(t_{2 i}\right)-\psi(a)\right], \quad i=1, \ldots, n  \tag{18}\\
\left|R_{0}^{(0)}(x)\right| \leq c_{3} h\left[\psi\left(t_{1}\right)-\psi(a)\right] \\
\left|R_{j}^{(0)}(x)\right| \leq c_{3} h\left[\psi\left(t_{1}\right)-\psi(a)\right] \\
\left|\sum_{m=1}^{j} R_{m}^{(2 n-1)}(x, j)\right| \leq c_{3} h\left[\psi\left(t_{2 j+1}\right)-\psi\left(t_{1}\right)\right], \quad j=1, \ldots, n-1 .
\end{array}\right.
$$

If $\alpha \in(1,2), p>1$ with $p(2-\alpha)<1, \frac{1}{p}+\frac{1}{q}=1, \gamma=\min \left\{\beta, \frac{1}{q}\right\}$, then on the strength of Theorem 3, for $R_{m}^{(2 n)}(x, i)$ and $R_{m}^{(2 n-1)}(x, j)$, we obtain the following estimates:

$$
\left\{\begin{array}{l}
\left|R_{m}^{(2 n)}(x, i)\right| \leq c_{4} h^{\gamma}\left[\psi\left(t_{2 m}\right)-\psi\left(t_{2 m-2}\right)\right], \quad m=1, \ldots, i  \tag{19}\\
\left|R_{m}^{(2 n-1)}(x, j)\right| \leq c_{4} h^{\gamma}\left[\psi\left(t_{2 m+1}\right)-\psi\left(t_{2 m-1}\right)\right], \quad m=1, \ldots, j,
\end{array}\right.
$$

for $i=1,2, \ldots, n, j=1,2, \ldots, n-1$ (cf. Corollary 2 in Asanov et al. 2011b). Then, taking into account (16) and (19), we have

$$
\left\{\begin{array}{l}
\left|\sum_{m=1}^{i} R_{m}^{(2 n)}(x, i)\right| \leq c_{4} h^{\gamma}\left[\psi\left(t_{2 i}\right)-\psi(a)\right], \quad i=1, \ldots, n  \tag{20}\\
\left|R_{0}^{(0)}(x)\right| \leq c_{4} h^{\gamma}\left[\psi\left(t_{1}\right)-\psi(a)\right] \\
\left|R_{j}^{(0)}(x)\right| \leq c_{4} h^{\gamma}\left[\psi\left(t_{1}\right)-\psi(a)\right] \\
\left|\sum_{m=1}^{j} R_{m}^{(2 n-1)}(x, j)\right| \leq c_{4} h^{\gamma}\left[\psi\left(t_{2 j+1}\right)-\psi\left(t_{1}\right)\right], \quad j=1, \ldots, n-1 .
\end{array}\right.
$$

Combining relations (6) and (15) we can rewrite (14) as

$$
\left\{\begin{array}{l}
x\left(t_{0}\right)=g\left(t_{0}\right), \quad t_{0}=a  \tag{21}\\
x\left(t_{1}\right)=\frac{1}{\Gamma(\alpha)}\left(\psi\left(t_{1}\right)-\psi\left(t_{0}\right)\right)^{\alpha-1} F\left(t_{0}, x\left(t_{0}\right)\right)\left[\psi\left(t_{1}\right)-\psi\left(t_{0}\right)\right]+g\left(t_{1}\right)+R_{0}^{(0)}(x) \\
x\left(t_{2 i}\right)=\frac{1}{\Gamma(\alpha)} \sum_{m=1}^{i}\left(\psi\left(t_{2 i}\right)-\psi\left(t_{2 m-1}\right)\right)^{\alpha-1} F\left(t_{2 m-1}, x\left(t_{2 m-1}\right)\right) \\
\quad \times\left[\psi\left(t_{2 m}\right)-\psi\left(t_{2 m-2}\right)\right]+g\left(t_{2 i}\right)+\sum_{m=1}^{i} R_{m}^{(2 n)}(x, i), \quad i=1, \ldots, n \\
x\left(t_{2 j+1}\right)=\frac{1}{\Gamma(\alpha)}\left(\psi\left(t_{2 j+1}\right)-\psi\left(t_{0}\right)\right)^{\alpha-1} F\left(t_{0}, x\left(t_{0}\right)\right)\left(\psi\left(t_{1}\right)-\psi\left(t_{0}\right)\right) \\
\quad+\frac{1}{\Gamma(\alpha)} \sum_{m=1}^{j}\left(\psi\left(t_{2 j+1}\right)-\psi\left(t_{2 m}\right)\right)^{\alpha-1} F\left(t_{2 m}, x\left(t_{2 m}\right)\right)\left[\psi\left(t_{2 m+1}\right)-\psi\left(t_{2 m-1}\right)\right] \\
\quad+g\left(t_{2 j+1}\right)+R_{j}^{(0)}(x)+\sum_{m=1}^{j} R_{m}^{(2 n-1)}(x, j), \quad j=1, \ldots, n-1 .
\end{array}\right.
$$

Omitting

$$
\sum_{m=1}^{i} R_{m}^{(2 n)}(x, i), R_{0}^{(0)}(x), R_{j}^{(0)}(x), \sum_{m=1}^{j} R_{m}^{(2 n-1)}(x)
$$

in equations of system (21) and writing the sought solution $x$ at the nodes $t_{k}$, we get the system of equations in terms of $x_{k}$ :

$$
\left\{\begin{array}{l}
x_{0}=g\left(t_{0}\right), \quad t_{0}=a  \tag{22}\\
x_{1}=\frac{1}{\Gamma(\alpha)}\left(\psi\left(t_{1}\right)-\psi\left(t_{0}\right)\right)^{\alpha-1} F\left(t_{0}, x_{0}\right)\left[\psi\left(t_{1}\right)-\psi\left(t_{0}\right)\right]+g\left(t_{1}\right) \\
x_{2 i}=\frac{1}{\Gamma(\alpha)} \sum_{m=1}^{i}\left(\psi\left(t_{2 i}\right)-\psi\left(t_{2 m-1}\right)\right)^{\alpha-1} F\left(t_{2 m-1}, x_{2 m-1}\right) \\
\quad \times\left[\psi\left(t_{2 m}\right)-\psi\left(t_{2 m-2}\right)\right]+g\left(t_{2 i}\right), \quad i=1, \ldots, n \\
x_{2 j+1}=\frac{1}{\Gamma(\alpha)}\left(\psi\left(t_{2 j+1}\right)-\psi\left(t_{0}\right)\right)^{\alpha-1} F\left(t_{0}, x_{0}\right)\left(\psi\left(t_{1}\right)-\psi\left(t_{0}\right)\right) \\
\quad+\frac{1}{\Gamma(\alpha)} \sum_{m=1}^{j}\left(\psi\left(t_{2 j+1}\right)-\psi\left(t_{2 m}\right)\right)^{\alpha-1} F\left(t_{2 m}, x_{2 m}\right)\left[\psi\left(t_{2 m+1}\right)-\psi\left(t_{2 m-1}\right)\right] \\
\quad+g\left(t_{2 j+1}\right), \quad j=1, \ldots, n-1,
\end{array}\right.
$$

where $x_{0}=x(a)$ and $x_{i} \approx x\left(t_{i}\right)$, for $i=1,2, \ldots, 2 n$.
Now, we make the truncation error and convergent order analysis for the proposed numerical scheme. Let $x$ be the solution to integral equation (3). As before, an approximation for $x\left(t_{k}\right)$ at a node $t_{k}$ is denoted by $x_{k}$.

Theorem 4 Let $\alpha>2$ and $\beta=1$. Under assumptions (H1) and (H2) it holds that

$$
\begin{equation*}
\left|x\left(t_{k}\right)-x_{k}\right| \leq c_{6} h, \quad k=0,1, \ldots, 2 n, \tag{23}
\end{equation*}
$$

as $n \rightarrow \infty$, where

$$
c_{6}=c_{3}[\psi(b)-\psi(a)] e^{c_{5}(b-a)}, \quad c_{5}=\frac{L}{\Gamma(\alpha)}(\psi(b)-\psi(a))^{\alpha} .
$$

Proof Let the error be denoted by

$$
z_{k}=x\left(t_{k}\right)-x_{k}, \quad k=0,1, \ldots, 2 n .
$$

Taking into account (21) and (22), we have

$$
\left\{\begin{array}{l}
z_{0}=0 \\
z_{1}=R_{0}^{(0)}(x) \\
z_{2 i}=\frac{1}{\Gamma(\alpha)} \sum_{m=1}^{i}\left(\psi\left(t_{2 i}\right)-\psi\left(t_{2 m-1}\right)\right)^{\alpha-1}\left[F\left(t_{2 m-1}, x\left(t_{2 m-1}\right)\right)\right.  \tag{24}\\
\left.\quad-F\left(t_{2 m-1}, x_{2 m-1}\right)\right]\left(\psi\left(t_{2 m}\right)-\psi\left(t_{2 m-2}\right)\right)+\sum_{m=1}^{i} R_{m}^{(2 n)}(x, i), \quad i=1, \ldots, n \\
z_{2 j+1}=\frac{1}{\Gamma(\alpha)} \sum_{m=1}^{j}\left(\psi\left(t_{2 j+1}\right)-\psi\left(t_{2 m}\right)\right)^{\alpha-1}\left[F\left(t_{2 m}, x\left(t_{2 m}\right)\right)\right. \\
\left.\quad-F\left(t_{2 m}, x_{2 m}\right)\right]\left(\psi\left(t_{2 m+1}\right)-\psi\left(t_{2 m-1}\right)\right) \\
\quad+R_{j}^{(0)}(x)+\sum_{m=1}^{j} R_{m}^{(2 n-1)}(x, j), \quad j=1, \ldots, n-1 .
\end{array}\right.
$$

From this, by (18), we conclude that

$$
\left\{\begin{array}{l}
\left|z_{1}\right| \leq R(h)  \tag{25}\\
\left|z_{k}\right| \leq R(h)+c_{5} h \sum_{j=1}^{k-1}\left|z_{j}\right|, \quad k=2, \ldots, 2 n,
\end{array}\right.
$$

where

$$
\begin{equation*}
R(h)=c_{3}[\psi(b)-\psi(a)] h . \tag{26}
\end{equation*}
$$

Now, let us consider the system

$$
\begin{equation*}
\epsilon_{k}=R(h)+c_{5} h \sum_{j=1}^{k-1}\left|\epsilon_{j}\right|, \quad k=2, \ldots, 2 n \tag{27}
\end{equation*}
$$

and $\epsilon_{1}=R(h)$ as an initial condition. It is easily seen that $\left|z_{k}\right| \leq \epsilon_{k}$ for $k=1, \ldots, 2 n$. Indeed, this can be verified by mathematical induction as follows: for $k=1$ it is obvious. Let $\left|z_{j}\right| \leq \epsilon_{j}$ for $j=1, \ldots, k-1$. Then, by inequality (25), we get

$$
\left|z_{k}\right| \leq R(h)+c_{5} h \sum_{j=1}^{k-1} \epsilon_{j}=\epsilon_{k} .
$$

Observe that $\epsilon_{j}, j=1, \ldots, 2 n$, given by

$$
\epsilon_{j}=R(h)\left[1+c_{5} h\right]^{j-1},
$$

satisfy system (27). In fact, using the inequality

$$
(1+\gamma)^{k-1}-1=\gamma \sum_{j=1}^{k-1}(1+\gamma)^{j-1}, \quad k \geq 2,
$$

and taking $\gamma=c_{5} h$ we obtain

$$
\begin{aligned}
R(h)+c_{5} h \sum_{j=1}^{k-1} \epsilon_{j} & =R(h)\left\{1+c_{5} h \sum_{j=1}^{k-1}\left(1+c_{5} h\right)^{j-1}\right\} \\
& =R(h)\left\{1+\left[\left(1+c_{5} h\right)^{k-1}-1\right]\right\}=\epsilon_{k}, \quad k \geq 2 .
\end{aligned}
$$

Consequently, we get the following estimates:

$$
\begin{equation*}
\left|z_{k}\right| \leq R(h)\left(1+c_{5} h\right)^{k-1}, \quad k=1, \ldots, 2 n . \tag{28}
\end{equation*}
$$

Using the fact that $(1+t)^{\frac{1}{t}}$ is increasing and approaches the number $e$ as $t \rightarrow 0^{+}$we get

$$
\left(1+c_{5} h\right)^{k-1} \leq\left(1+c_{5} h\right)^{\frac{b-a}{h}}=\left[\left(1+c_{5} h\right)^{\frac{1}{c_{5} h}}\right]^{c_{5}(b-a)} \leq e^{c_{5}(b-a)}
$$

for $k \leq \frac{b-a}{h}$. This together with (26) and (28) gives (23).
Theorem 5 Let $\alpha \in(1,2), p>1$ with $p(2-\alpha)<1$,

$$
\frac{1}{p}+\frac{1}{q}=1, \gamma=\min \left\{\beta, \frac{1}{q}\right\}, \quad \gamma_{0}=\frac{L}{\Gamma(\alpha)}(\psi(b)-\psi(a))^{\alpha}<1 .
$$

Under assumptions (H1) and (H2) it holds that

$$
\begin{equation*}
\left|x\left(t_{k}\right)-x_{k}\right| \leq c_{7} h^{\gamma}, \quad k=0,1, \ldots, 2 n, \tag{29}
\end{equation*}
$$

as $n \rightarrow \infty$, where

$$
c_{7}=\frac{c_{4}}{1-\gamma_{0}}[\psi(b)-\psi(a)] .
$$

Proof Using the conditions of Theorem 5 and the estimates (20), from (24) we obtain following inequalities for $z_{k}$ :

$$
\left\{\begin{array}{l}
\left|z_{1}\right| \leq c_{4} h^{\gamma}[\psi(b)-\psi(a)]  \tag{30}\\
\left|z_{2 i}\right| \leq \frac{L}{\Gamma(\alpha)}(\psi(b)-\psi(a))^{\alpha-1} \sup _{k=1, \ldots, 2 i-1}\left|z_{k}\right| \sum_{m=1}^{i}\left[\psi\left(t_{2 m}\right)-\psi\left(t_{2 m-2}\right)\right] \\
\quad+c_{4} h^{\gamma}\left[\psi\left(t_{2 i}\right)-\psi(a)\right], \quad i=1, \ldots, n \\
\left|z_{2 j+1}\right| \leq \frac{L}{\Gamma(\alpha)}(\psi(b)-\psi(a))^{\alpha-1} \sup _{k=2, \ldots, 2 j}\left|z_{k}\right| \sum_{m=1}^{j}\left[\psi\left(t_{2 m+1}\right)-\psi\left(t_{2 m-1}\right)\right] \\
\quad+c_{4} h^{\gamma}\left[\psi\left(t_{2 j+1}\right)-\psi\left(t_{1}\right)\right], \quad j=1, \ldots, n-1 .
\end{array}\right.
$$

Set $\|z\|=\sup _{k=0, \ldots, 2 n}\left|z_{k}\right|$. Then, by (30), we have $\left|z_{2 i}\right| \leq \frac{L}{\Gamma(\alpha)}(\psi(b)-\psi(a))^{\alpha-1}\|z\|\left[\psi\left(t_{2 i}\right)-\psi(a)\right]+c_{4} h^{\gamma}\left[\psi\left(t_{2 i}\right)-\psi(a)\right], \quad i=1, \ldots, n$,备 springer $\mathcal{A D}$
and

$$
\begin{aligned}
\left|z_{2 j+1}\right| \leq & \frac{L}{\Gamma(\alpha)}(\psi(b)-\psi(a))^{\alpha-1}\|z\|\left[\psi\left(t_{2 j+1}\right)-\psi(a)\right] \\
& +c_{4} h^{\gamma}\left[\psi\left(t_{2 j+1}\right)-\psi\left(t_{1}\right)\right], \quad j=1, \ldots, n-1 .
\end{aligned}
$$

Hence

$$
\|z\| \leq \frac{L}{\Gamma(\alpha)}(\psi(b)-\psi(a))^{\alpha}\|z\|+c_{4} h^{\gamma}[\psi(b)-\psi(a)],
$$

what finishes the proof.

## 5 Numerical examples

In the following examples, to show the efficiency of the proposed numerical method, we approximate the solutions for some fractional differential equations of order $\alpha>1$. In all examples, corresponding systems of algebraic equations of type (22) are solved using the command $f$ solve in Maple. In tables, we present the absolute error

$$
E=\max _{i=0,1, \ldots, 2 n}\left|x_{i}-x\left(t_{i}\right)\right|,
$$

and the elapsed CPU time in seconds of the proposed numerical scheme (22).
Example 1 Consider the following fractional differential equation:

$$
\begin{equation*}
{ }^{C} D_{0+}^{5 / 2, \psi} x(t)=\frac{x^{3}(t)}{1+x^{2}(t)}-\frac{1}{2}, \quad t \in[0,1], \tag{31}
\end{equation*}
$$

with the initial conditions and kernel

$$
\begin{equation*}
x_{0}=1, x_{0}^{1}=x_{0}^{2}=0 \quad \text { and } \quad \psi(t)=t+t \sqrt{t}, \tag{32}
\end{equation*}
$$

respectively. Therefore, in integral equation (3) we have $\alpha=\frac{5}{2}$ and

$$
F(t, x)=\frac{x^{3}}{1+x^{2}}, \quad g(t)=1-\frac{1}{2 \Gamma\left(\frac{7}{2}\right)}(t+t \sqrt{t})^{\frac{5}{2}} .
$$

In this case, conditions (H1) and (H2) are satisfied for $L=9 / 8, L_{1}=0$, and $\beta=1$. Note that, the exact solution to (31) and (32) is $x(t)=1, t \in[0,1]$. The exact and numerical solutions for $n=20,40,60$, as well as the evolution of the error, are shown in Fig. 1. The maximum of absolute error for different values of $n$ and the elapsed CPU time in seconds are displayed in Table 1. As expected, as $n$ increases, the error decreases.

Example 2 Consider the following fractional differential equation:

$$
\begin{equation*}
{ }^{C} D_{0+}^{3 / 2, \psi} x(t)=\frac{x^{5}(t)}{\left(1+x^{2}(t)\right)^{2}}-\frac{243}{100}, \quad t \in[0,1], \tag{33}
\end{equation*}
$$

with the initial conditions and kernel

$$
\begin{equation*}
x_{0}=3, \quad x_{0}^{1}=0 \quad \text { and } \quad \psi(t)=2 t+t^{\frac{4}{3}} \tag{34}
\end{equation*}
$$

respectively. Therefore, in integral equation (3) we have $\alpha=\frac{3}{2}$ and

$$
F(t, x)=\frac{x^{5}}{\left(1+x^{2}\right)^{2}}, \quad g(t)=3-\frac{243}{100 \Gamma\left(\frac{5}{2}\right)}\left(2 t+t^{\frac{4}{3}}\right)^{\frac{3}{2}} .
$$





$$
\cdots \cdots n=20--n=40-\cdot n=60
$$

Fig. 1 Comparison of the exact and numerical solutions (left), and errors (right) in Example 1

Table 1 Maximum of the absolute error and elapsed CPU time in seconds for the numerical scheme (Example 1)

| $n$ | 20 | 40 | 60 |
| :--- | :--- | :--- | :--- |
| $E$ | 0.000419022 | 0.000101614 | 0.000044441 |
| Time | 0.375 | 3.046 | 10.000 |



$\cdots \cdots n=20--n=40-\cdots n=60$

Fig. 2 Comparison of the exact and numerical solutions (left), and errors (right) in Example 2

In this case, conditions (H1) and (H2) are met for $L=125 / 108, L_{1}=0$, and $\beta=1$. Note that the exact solution to (33) and (34) is $x(t)=3, t \in[0,1]$. The exact and numerical solutions for $n=20,40,60$, as well as the evolution of the error, are shown in Fig. 2. The maximum of absolute error for different values of $n$ and the elapsed CPU time in seconds are displayed in Table 2.

Example 3 Consider the following fractional differential equation:

$$
{ }^{C} D_{0+}^{3 / 2, \psi} x(t)=x(t)+1, \quad t \in[0,5],
$$

Table 2 Maximum of the absolute error and elapsed CPU time in seconds for the numerical scheme (Example 2)

| $n$ | 20 | 40 | 60 |
| :--- | :--- | :--- | :--- |
| $E$ | 0.172337940 | 0.059299298 | 0.031882101 |
| Time | 0.453 | 3.515 | 11.718 |




Fig. 3 Comparison of the exact and numerical solutions (left), and errors (right) in Example 3

Table 3 Maximum of the absolute error and elapsed CPU time in seconds for the numerical scheme (Example 3)

| $n$ | 20 | 40 | 60 |
| :--- | :--- | :--- | :--- |
| $E$ | 0.002572167258 | 0.000904114 | 0.000490134258 |
| Time | 0.046 | 0.203 | 0.515 |

with the initial conditions and kernel

$$
x_{0}=0, \quad x_{0}^{1}=0, \quad \psi(t)=\sqrt{t+1},
$$

respectively. Therefore, in integral equation (3) we have $\alpha=\frac{3}{2}$ and

$$
F(t, x)=x, \quad g(t)=\frac{(\sqrt{t+1}-1)^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)}
$$

Once ${ }^{C} D_{0+}^{3 / 2, \psi} E_{3 / 2}(\psi(t)-\psi(0))^{3 / 2}=(\psi(t)-\psi(0))^{3 / 2}$, where $E_{3 / 2}(\cdot)$ denotes the MittagLeffler function of order $\alpha=3 / 2$, we conclude that the solution to this problem is $x(t)=$ $E_{3 / 2}(\psi(t)-\psi(0))^{3 / 2}-1, t \in[0,5]$. The exact and numerical solutions for $n=20,40,60$, as well as the evolution of the error, are shown in Fig. 3. The maximum of absolute error for different values of $n$ and the elapsed CPU time in seconds are displayed in Table 3.

In the next examples, we analyse the stability of the proposed numerical method.
Example 4 Consider the two fractional differential equations with initial conditions:

$$
\begin{equation*}
{ }^{C} D_{0+}^{3 / 2, \psi} x(t)=x(t)+1, \quad t \in[0,5], \quad x_{0}=0, x_{0}^{1}=0 \tag{35}
\end{equation*}
$$



Fig. 4 Comparison of functions $X$ and $E$, for $\mu=0.1$ (left) and $\mu=0.2$ (right) in Example 4

Table 4 Approximate values of $\bar{x}(5)$, where $\bar{x}$ is the solution to (36), for different values of $\mu$ and $n$ in Example 4

| $\bar{x}(5)$ | $n=20$ | $n=40$ | $n=60$ |
| :--- | :--- | :--- | :--- |
| $\mu=0.1$ | 2.232897331 | 2.230742939 | 2.230209768 |
| $\mu=0.2$ | 2.527240325 | 2.524599595 | 2.523947221 |
| $\mu=0.3$ | 2.821583318 | 2.818456250 | 2.817684672 |

and

$$
\begin{equation*}
{ }^{C} D_{0+}^{3 / 2, \psi} x(t)=x(t)+1, \quad t \in[0,5], \quad x_{0}=\mu, \quad x_{0}^{1}=0 . \tag{36}
\end{equation*}
$$

The kernel is given by $\psi(t)=\sqrt{t+1}$ and $\mu$ is a real number. Let $x$ and $\bar{x}$ be solutions of (35) and (36), respectively. In this case, $F(t, x)=x$ for both equations and function $g$ is given by

$$
g(t)=\frac{(\sqrt{t+1}-1)^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)} \text { and } g(t)=\mu+\frac{(\sqrt{t+1}-1)^{\frac{3}{2}}}{\Gamma\left(\frac{5}{2}\right)}
$$

respectively. By the Grönwall inequality (cf. Almeida et al. 2019; Sousa and Oliveira 2019), we conclude that

$$
|x(t)-\bar{x}(t)| \leq|\mu| E_{3 / 2}\left((\sqrt{t+1}-1)^{3 / 2}\right), \quad t \in[0,5] .
$$

Consider the two functions

$$
X: t \mapsto|x(t)-\bar{x}(t)| \quad \text { and } \quad E: t \mapsto|\mu| E_{3 / 2}\left((\sqrt{t+1}-1)^{3 / 2}\right) .
$$

In Fig. 4, we present the plots for two values of $\mu$. It can be observed that the proposed numerical scheme preserves the underlying structural stability of the initial value problem, with respect to small perturbation of the initial conditions.

In Table 4, we display approximate values of $\bar{x}(5)$ for different values of $\mu$ and $n$.


Fig. 5 Numerical solutions of Eq. (37) for $n=40$ and with respect to perturbations of parameters: $\mu_{1}$ (left), $\mu_{2}$ (center) and $\mu_{3}$ (right). (Example 5)

Example 5 Let us now consider the following fractional differential equation:

$$
\begin{equation*}
{ }^{C} D_{0+}^{3 / 2+\mu_{3}, \psi} x(t)=\sin \left(\left(\mu_{1}-1\right) x(t)\right)+x(t)+\mu_{1}, \quad t \in[0,5] \tag{37}
\end{equation*}
$$

with initial conditions

$$
x_{0}=\mu_{2}, \quad x_{0}^{1}=0,
$$

where $\mu_{1}, \mu_{2}, \mu_{3} \in \mathbb{R}$ are three parameters. Let $\psi(t)=\sqrt{t+1}$. In this case, we have

$$
F(t, x)=\sin \left(\left(\mu_{1}-1\right) x\right)+x, \quad g(t)=\mu_{2}+\frac{\mu_{1}(\sqrt{t+1}-1)^{\frac{3}{2}+\mu_{3}}}{\Gamma\left(\frac{5}{2}+\mu_{3}\right)}
$$

To analyse the stability of the numerical method, we consider perturbations of parameters $\mu_{1}, \mu_{2}, \mu_{3}$. First, we fix $\mu_{2}=0=\mu_{3}$ and we analyse the numerical solutions of the two following equations:

$$
\begin{align*}
& { }^{C} D_{0+}^{3 / 2, \psi} x(t)=\sin \left(\left(\mu_{1}-1\right) x(t)\right)+x(t)+\mu_{1}, \quad t \in[0,5], \quad x_{0}=0, \quad x_{0}^{1}=0  \tag{38}\\
& { }^{C} D_{0+}^{3 / 2, \psi} x(t)=x(t)+1, \quad t \in[0,5], \quad x_{0}=0, \quad x_{0}^{1}=0 \tag{39}
\end{align*}
$$

Table 5 Numerical results for equations (38) and (39), with $n=40$, in Example 5

Table 6 Numerical results for equations (40) and (41), with $n=40$, in Example 5

Table 7 Numerical results for Eqs. (42) and (43), with $n=40$, in Example 5

| $\mu_{1}-1$ | $\max _{i}\left\|x\left(t_{i}\right)-\bar{x}\left(t_{i}\right)\right\|$ |
| :--- | :--- |
| -0.2 | 0.503263941 |
| -0.1 | 0.260315080 |
| 0.1 | 0.278317099 |
| 0.2 | 0.574119985 |


| $\mu_{2}$ | $\max _{i}\left\|x\left(t_{i}\right)-\bar{x}\left(t_{i}\right)\right\|$ |
| :--- | :--- |
| 0.1 | 0.3018276927 |
| 0.2 | 0.587713310 |
| 0.3 | 0.881569965 |
| 0.4 | 1.175426619 |


| $\mu_{3}$ | $\max _{i}\left\|x\left(t_{i}\right)-\bar{x}\left(t_{i}\right)\right\|$ |
| :--- | :--- |
| 0.1 | 0.103558302 |
| 0.2 | 0.207116085 |
| 0.3 | 0.309937744 |
| 0.4 | 0.411352999 |

for $\mu_{1} \in\{0.8,0.9,1,1.1,1.2\}$. Let $x$ and $\bar{x}$ be solutions of (38) and (39), respectively. Figure 5 (left) shows $x$ for different values of $\mu_{1}$ and $n=40$. In Table 5, we display $\max _{i}\left|x\left(t_{i}\right)-\bar{x}\left(t_{i}\right)\right|$. Next, we assume that $\mu_{1}=1, \mu_{3}=0$, and consider numerical solutions to equations:

$$
\begin{array}{ll}
{ }^{C} D_{0+}^{3 / 2, \psi} x(t)=x(t)+1, & t \in[0,5], \\
x_{0}=\mu_{2}, & x_{0}^{1}=0  \tag{41}\\
{ }^{C} D_{0+}^{3 / 2, \psi} x(t)=x(t)+1, & t \in[0,5],
\end{array} x_{0}=0, \quad x_{0}^{1}=0, ~ l
$$

for $\mu_{2} \in\{0,0.1,0.2,0.3,0.4\}$. Let $x$ and $\bar{x}$ be solutions of (40) and (41), respectively. Numerical results, for different values of $\mu_{2}$, are presented in Fig. 5 (center) and Table 6.

Finally, we fix $\mu_{1}=1, \mu_{2}=0$, and analyse numerical solutions to equations:

$$
\begin{align*}
& { }^{C} D_{0+}^{3 / 2+\mu_{3}, \psi} x(t)=x(t)+1, \quad t \in[0,5], \quad x_{0}=0, \quad x_{0}^{1}=0,  \tag{42}\\
& { }^{C} D_{0+}^{3 / 2, \psi} x(t)=x(t)+1, \quad t \in[0,5], \quad x_{0}=0, \quad x_{0}^{1}=0, \tag{43}
\end{align*}
$$

for $\mu_{3} \in\{0,0.1,0.2,0.3,0.4\}$. Let $x$ and $\bar{x}$ be solutions of (42) and (43), respectively. Numerical results, for different values of $\mu_{3}$, are presented in Fig. 5 (right) and Table 7.

## 6 Conclusions

Recently, the Caputo derivative with respect to a kernel function $\psi$ was proposed and applied to some real-world processes (Almeida 2017a, b; Voyiadjis and Sumelka 2019). As usual, an important issue is to develop numerical methods for fractional differential equations with
this new type of derivative. In this paper, such a numerical scheme is presented and its error bound is investigated. The idea is based on an equivalence relation between the fractional differential equation with $\psi$-Caputo derivative and the Volterra-Stieltjes integral equation. To the latter equation, the generalized midpoint rule is applied. The numerical simulations show that the proposed numerical scheme preserves the underlying structural stability of the initial value problem, with respect to small perturbation of the initial data, and satisfactory and reliable results could be obtained. It means that the approximation routine presented in (Asanov et al. 2011b) for Stieltjes integral can also be successfully applied to solve fractional differential equations, where the fractional derivative operator depends on an increasing function. Nevertheless, as mentioned in Introduction, there exist various numerical methods for integral equations. Therefore, we expect that some of those methods could be adopted for fractional differential equations with $\psi$-Caputo derivative. This important issue will be considered in a forthcoming paper.

Acknowledgements R. Almeida is supported by Portuguese funds through the CIDMA -Center for Research and Development in Mathematics and Applications, and the Portuguese Foundation for Science and Technology (FCT-Fundação para a Ciência e a Tecnologia), within project UID/MAT/04106/2013. A. B. Malinowska is supported by the Bialystok University of Technology Grant S/WI/1/2016.

Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made.

## References

Agrawal OP (2010) Generalized variational problems and Euler-Lagrange equations. Comput Math Appl 59(5):1852-1864
Almeida R (2017a) A Caputo fractional derivative of a function with respect to another function. Commun Nonlinear Sci Numer Simul 44:460-481
Almeida R (2017b) What is the best fractional derivative to fit data? Appl Anal Discrete Math 11:358-368
Almeida R, Malinowska AB, Monteiro MTT (2018) Fractional differential equations with a Caputo derivative with respect to a kernel function and their applications. Math Methods Appl Sci 41:336-352
Almeida R, Malinowska AB, Odzijewicz T (2019) On systems of fractional differential equations with the $\psi$-Caputo derivative and their applications. Math Methods Appl Sci. https://doi.org/10.1002/mma. 5678
Apartsyn AS (2003) Nonclassical linear Volterra equations of the first kind. VSP, Utrecht
Arqub OA, Al-Smadi M (2018a) Atangana-Baleanu fractional approach to the solutions of Bagley-Torvik and Painlevé equations in Hilbert space. Chaos Solitons Fractals 117:161-167
Arqub OA, Al-Smadi M (2018b) Numerical algorithm for solving time-fractional partial integrodifferential equations subject to initial and Dirichlet boundary conditions. Numer Methods Partial Differ Equ 34:1577-1597
Arqub OA, Maayah B (2018) Numerical solutions of integrodifferential equations of Fredholm operator type in the sense of the Atangana-Baleanu fractional operator. Chaos Solitons Fractals 117:117-124
Asanov A (1998) Regularization, uniqueness and existence of solutions of Volterra equations of the first kind. VSP, Utrecht
Asanov A (2001) The derivative of a function by means of an increasing function. Manas J Eng 1:18-64 (in Russian)
Asanov A, Abdujabbarov MM (2011) Solving linear Fredholm-Stieltjes integral equations of the second kind by using the generalized midpoint rule. J Math Syst Sci 5:459-463
Asanov A, Chelik MH, Chalish A (2011a) Approximating the Stieltjes integral by using the generalized trapezoid rule. Matematiche 66(2):13-21
Asanov A, Chelik MN, Abdujabbarov MM (2011b) Approximating the Stieltjes integral using the generalized midpoint rule. Matematika 27(2):139-148
Asanov A, Hazar E, Eroz M, Matanova K, Abdyldaeva E (2016) Approximate solution of Volterra-Stieltjes linear integral equations of the second kind with the generalized trapezoid rule. Adv Math Phys 2016:1-6

Atanackovic TM, Stankovic B (2009) Generalized wave equation in nonlocal elasticity. Acta Mech 208(12): 1-10

Banas J, Regan OO (2005) Volterra-Stieltjes integral operators. Math Comput Model Dyn Syst 1(2-3):335-344
Banas J, Rodrigues JR, Sadarangani K (2000) On a class of Urysohn-Stieltjes quadratic integral equations and their applications. J Comput Appl Math 113(1-2):35-50
Bukhgeim AL (1999) Volterra equations and inverse problems. VSP, Utrecht
Carpinteri A, Mainardi F (2014) Fractals and fractional calculus in continuum mechanics, vol 378. Springer, Wien
Delves LM, Walsh J (1974) Numerical solution of integral equations. Oxford University Press, Oxford
Demir DD, Bildik N, Sinir GB (2012) Application of fractional calculus in the dynamics of beams. Bound Value Probl 2012(135):1-13
Diethelm K (2010) The analysis of fractional differential equations: an application-oriented exposition using differential operators of Caputo type. Lecture notes in mathematics. Springer, Berlin
Djida JD, Atangana A, Area I (2017) Numerical computation of a fractional derivative with non-local and non-singular kernel. Math Model Nat Phenom 12(3):4-13
Federson M, Bianconi R (2001) Linear Volterrra-Stieltjes integral equations in the sense of the KurzweilHenstock integral. Arch Math 37(4):307-328
Federson M, Bianconi R, Barbanti L (2002) Linear Volterra integral equations. Acta Math Appl Sin 18(4):553560
Ford NJ, Connolly JA (2006) Comparison of numerical methods for fractional differential equations. Commun Pure Appl Anal 5(2):289-306
Garra R, Giusti A, Mainardi F (2018) The fractional Dodson diffusion equation: a new approach. Ricerche Mat 67(2):899-909
Kalitkin NN (1978) Calculus of approximations. Nauka, Moscow (in Russian)
Kilbas AA, Srivastava HM, Trujillo JJ (2006) Theory and applications of fractional differential equations. North-Holland Mathematics Studies, vol 204. Elsevier Science B.V., Amsterdam
Klimek M, Lupa M (2013) Reflection symmetric formulation of generalized fractional variational calculus. Fract Calc Appl Anal 16(1):243-261
Kulish VV, Lage JL (2002) Application of fractional calculus to fluid mechanics. J Fluids Eng 124(3):803-806
Lubich C (1985) Fractional linear multistep methods for Abel-Volterra integral equations of the second kind. Math Comput 45:463-469
Malinowska AB, Odzijewicz T, Torres DFM (2015) Advanced methods in the fractional calculus of variations, Springer briefs in applied sciences and technology. Springer, Cham
Meerschaert MM (2011) Fractional calculus, anomalous diffusion, and probability. Fractional dynamics. World Scientific Publishing Co. Pte. Ltd., Singapore, pp 265-284
Morgado ML, Ford NJ, Lima PM (2013) Analysis and numerical methods for fractional differential equations with delay. J Comput Appl Math 252:159-168
Osman MS (2017) Multiwave solutions of time-fractional $(2+1)$-dimensional Nizhnik-Novikov-Veselov equations. Pramana J Phys 88(4):67
Osman MS, Rezazadeh H, Eslami M (2019) Traveling wave solutions for (3+1) dimensional conformable fractional Zakharov-Kuznetsov equation with power law nonlinearity. Nonlinear Eng 8(1):559-567
Podlubny I (1999) Fractional differential equations. Academic, San Diego
Polyanin AD, Manzhirov AV (2008) Handbook of integral equations, 2nd edn. Hall/CRC Press, Boca Raton
Rezazadeh H, Osman MS, Eslami M, Ekici M, Sonmezoglu A, Asma M, Biswas A (2018) Mitigating Internet bottleneck with fractional temporal evolution of optical solitons having quadratic-cubic nonlinearity. Optik 164:84-92
Rezazadeh H, Osman MS, Eslami M, Mirzazadeh M, Zhou Q, Badri SA, Korkmaz A (2019) Hyperbolic rational solutions to a variety of conformable fractional Boussinesq-like equations. Nonlinear Eng 8(1):224-230
Sousa JVC, Oliveira EC (2019) A Gronwall inequality and the Cauchy-type problem by means of $\psi$-Hilfer operator. Differ Equ Appl 11:87-106
Tariq KU, Younis M, Rezazadeh H, Rizvi STR, Osman MS (2018) Optical solitons with quadratic-cubic nonlinearity and fractional temporal evolution. Mod Phys Lett B 32(26):1850317
Vazquez L (2005) A fruitful interplay: from nonlocality to fractional calculus, nonlinear waves: classical and quantum aspects. NATO Sci Ser II Math Phys Chem 153:129-133
Voyiadjis GZ, Sumelka W (2019) Brain modelling in the framework of anisotropic hyperelasticity with time fractional damage evolution governed by the Caputo-Almeida fractional derivative. J Mech Behav Biomed Mater 89:209-216

Yang XJ, Machado JA (2017) A new fractional operator of variable order: application in the description of anomalous diffusion. Phys A 481:276-283

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.


[^0]:    Communicated by José Tenreiro Machado.

    Agnieszka B. Malinowska
    a.malinowska@pb.edu.pl

    Avyt Asanov
    avyt.asanov@manas.edu.kg
    Ricardo Almeida
    ricardo.almeida@ua.pt
    1 Department of Mathematics, Kyrgyz-Turkish Manas University, Customs of the Kyrgyz Republic, 720038 Bishkek, Kyrgyzstan
    2 Department of Mathematics, Center for Research and Development in Mathematics and Applications (CIDMA), University of Aveiro, 3810-193 Aveiro, Portugal
    3 Faculty of Computer Science, Bialystok University of Technology, 15-351 Białystok, Poland

