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We show that for a quantum system coupled to both vibrational and electromagnetic environ-
ments, enforcing additivity of their combined influences results in non-equilibrium dynamics that
does not respect the Franck-Condon principle. We overcome this shortcoming by employing a col-
lective coordinate representation of the vibrational environment, which permits the derivation of a
non-additive master equation. When applied to a two-level emitter our treatment predicts decreasing
photon emission rates with increasing vibrational coupling, consistent with Franck-Condon physics.
In contrast, the additive approximation predicts the emission rate to be completely insensitive to
vibrations. We find that non-additivity also plays a key role in the stationary non-equilibrium model
behaviour, enabling two-level population inversion under incoherent electromagnetic excitation.

The Franck-Condon (FC) principle [Il 2] is an in-
valuable tool in the study of solid-state and molecular
emitters. The principle states that electronic transi-
tions of an emitter occur without changes to the motions
of its nuclei or those of its environment. As a result,
transition rates become dependent on the overlap be-
tween vibrational configurations in the initial and final
states, which are generally displaced from one another
[see Fig. [[[(a)]. This picture provides an intuitive start-
ing point for studying the complex interactions between
the electronic and vibrational degrees of freedom of an
emitter and its environment, for example through rate
equations derived from Fermi’s Golden Rule [T} 2].

Faithfully representing the full non-equilibrium dy-
namics of such systems requires moving beyond rate
equations and instead employing an explicitly time-
dependent approach. This should be non-perturbative
in the electron-vibrational coupling and thus capable
of capturing the dynamical influence of vibrational dis-
placement on the electronic states. Examples include po-
laron [3, 4] and collective coordinate [5H7] master equa-
tions, hierarchical equations of motion [8HI0], path inte-
grals [TTHI3], and tensor network methods [T4H16]. Nev-
ertheless, it is interactions with the electromagnetic en-
vironment that ultimately give rise to the observed elec-
tronic (e.g. optical) transitions. Our focus is thus on the
important question of how to incorporate electromag-
netic interactions into the dynamical formalism, such
that they respect the non-perturbative nature of the vi-
brational coupling.

Given that interactions with the electromagnetic field
in free space are weak, it is often assumed that the
Markovian dynamics they generate can be added to the
equations of motion unmodified due to the presence of
vibrations [I7H30]. Though justifiable in certain circum-
stances [22] [B1H34], additivity is in general a stringent
requirement [33H37] that can break down even if all en-
vironments are weakly coupled to the system [35]. In
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FIG. 1. (a) Illustration of the vibronic energy structure

commonly associated to the Franck-Condon principle. Vi-
brational coupling leads to the formation of manifolds corre-
sponding to the ground and excited electronic configurations,
with transition probabilities proportional to the overlap of
the displaced and undisplaced vibrational states. (b), (c)
Schematics of the collective coordinate (CC) mapping. In
the additive case (b) the electromagnetic field (shaded) is
sensitive only to the two-level emitter (TLE), whereas in the
non-additive case (c) it is sensitive to the full augmented
system (TLE4CC).

fact, we shall show below that the dynamics obtained
in this manner can exhibit fundamental flaws, such as
disregarding the FC principle. In certain cases, both
the vibrational and electromagnetic environments may
be treated non-perturbatively [38] [39], but this comes at
an inevitable cost in terms of computational effort and
complexity within the formalism.

Here we seek to retain both the simplicity of the
Markovian description of the electromagnetic interac-
tions and a non-perturbative treatment of the electron-
vibrational coupling, but without the undesirable addi-
tivity restriction. This is made possible through a collec-
tive coordinate (CC) transformation [5] [7, 40, 4], which
incorporates non-perturbative effects of the vibrational



environment into an enlarged (augmented) system [see
Fig. [[[b),(c)]. This in turn enables a Markovian mas-
ter equation to be derived in the eigenbasis of the aug-
mented system space, rather than that of the original
bare emitter, by tracing out the electromagnetic envi-
ronment and residual vibrational modes [7]. On doing
so we find that electromagnetic transitions become sen-
sitive to the non-perturbative vibrational dynamics cap-
tured by the CC mapping, and our procedure thus re-
tains the non-additive effects crucial to obtaining quan-
tum dynamics that are consistent with the FC principle
[Fig. [[c)]. If instead we enforce additivity [Fig. [[[b)],
the resulting electronic decay dynamics becomes inde-
pendent of the electron-vibrational coupling. We show
that capturing non-additivity is also vital for accurately
representing the stationary non-equilibrium behaviour
within our model. Specifically, under incoherent electro-
magnetic excitation the non-additive interplay between
the electromagnetic field and vibrations directly enables
electronic population inversion for situations impossible
within the additive approach.

Before examining non-equilibrium dynamics explicitly,
we can illustrate the shortcomings of an additive ap-
proximation through arguments based on a simple Fermi
Golden Rule calculation. We consider a two-level molec-
ular emitter (a monomer) with electronic excited state
le) and ground state |g), separated by an energy € (i =1
throughout). Coupling to the electromagnetic field in-
duces transitions between the electronic states, which
are also assumed to couple with strength 1 to a single
(harmonic) vibrational mode of frequency €2, leading to
the formation of a displaced manifold associated to the
excited electronic configuration. This is the situation
depicted qualitatively in Fig. [[[a), though our consid-
erations here and throughout the rest of the paper also
apply in the case of continuum phonon environments,
where the discrete mode would be identified as the CC
post mapping (see below).

We assume for the purpose of calculating the
rate that shortly after excitation the system has re-
laxed to thermal equilibrium in the excited state
manifold, peq Y m Pm l€;m) (e, m|, where p, =
e~ m/ksT | >om e~"Y/kBT with temperature T, and the
displaced vibrational basis is denoted |m) = D(n/Q) |m)
for vibrational Fock state |m) and displacement operator
D(«). From Fermi’s Golden Rule the electronic excited
to ground state decay rate is then [I]

Temrg = D pud (Bwinn) [(mln)[*. (1)

n,m

There are two principal components to this expression.
One is the overlap between vibrational configurations,
|(m| n)?, which is known as the FC factor. The other
is the electromagnetic spectral density J(w). This de-
scribes the system-field coupling strength weighted by
the electromagnetic density of states, and should be sam-
pled at all energy differences between relevant states in

the excited and ground manifolds, Awy, . In the ad-
ditive approximation, however, the electromagnetic field
coupling is treated in isolation from the vibrational in-
teractions, and the electromagnetic spectral density is
then incorrectly sampled only at the single frequency e
corresponding to the bare electronic ground and excited
state splitting. The expression for the emission rate

then reduces to ey = Jo > |<0} | = Jo, where
Jo = J(€) and we have used Zn [n){n| = 1. Thus, in
the additive case the FC factor vanishes, and the transi-
tion rate loses its dependence on the electron-vibrational
coupling. Note that this reasoning can be used to show
that the flat spectral density approximation commonly
used in quantum optics theory [42] also fails in regimes
of strong coupling to vibrational modes.

We now develop a microscopic description in order to
establish the extent to which non-additivity can influ-
ence the quantum dynamics of electron-vibrational mod-
els beyond the heuristic arguments outlined above. Our
Hamiltonian is written as H = Hg + H; + Hg, with
system Hamiltonian Hg = €le){e|. The electronic con-
figuration of the emitter molecule is directly influenced
by both vibrational and electromagnetic environments,
such that Hy = Hf'® + HFM. Within the harmonic ap-
proximation the electron-vibrational coupling is written

Z gk (2)

where by, is the annihilation operator for the k" phonon
mode and the second term shifts the excited state due to
the reorganisation energy associated to vibrational dis-
placement. The coupling to the phonon environment
is characterised by its spectral density, for which we
take the common form J(v) = >, |gk|?6(v — vx) =
avdyv/ [(v? —18)? + v*12]. Here o and v define the
coupling strength and peak position, respectively, and ~y
controls whether J(v) is narrow (underdamped) or broad
(overdamped) [6, [43]. In addition to the phonon envi-
ronment, we also have an explicit coupling to the elec-
tromagnetic field, given by HF¥M = —d - E in the dipole
approximation, where d is the emitter dipole operator
and E is the electric field operator [44H46]. Ignoring po-
larisation degrees of freedom and working in the rotating
wave approximation, this then takes the form

HM =N (fiolas + f7od)), (3)

l

HPH = |®ngb +bi) +|e)

where 0 = |g)(e] and a; is the annihilation opera-
tor for the I*® mode of the electromagnetic field. The
spectral density for the light-matter coupling is defined
as J(w) SulfiPd(w — w) = (2re®) Tow? [44-
46], where T'g is the spontaneous emission rate for the
two-level emitter in the absence of phonons. Finally,
Hp = HEM + HEY = > wlajal +> kaLbk is the sum
of the internal Hamiltonians for the electromagnetic and
vibrational environments.



Applying a CC mapping to the phonon bath allows
us to incorporate its influence on the electronic dynam-
ics non-perturbatively, and in particular to capture the
resulting dynamical generation of electron-vibrational
correlations [Bl 6L [40, [41]. Our Hamiltonian maps as
H = Hg + H; + Hg — H{ + H* + H'™ + Hf + HEM,
which leaves the light-matter coupling unchanged. Here,
we have introduced the transformed Hamiltonians

Hé = Hs +nle)e| (bT + b+ ma/2n) + Q' (4)
h2
i T 2 'm
=" +10) Zh ftem)+ (b +b);ﬁm,
(5)
HE =" el cm, (6)

where b+ bl = 3, gk(b,TC + bg)/n defines creation and
annihilation operators for the CC, ¢,, is the annihila-
tion operator for the m*™ mode of the residual environ-
ment to which it couples, and we have expressed the
reorganisation energy as Y., gi /vy = fooo dvJ(v)/v =
ma/2. The CC parameters can be written in terms of
the quantities defining the vibrational spectral density:
n? = mayy/2 and Q = vy [6]. Coupling between the
augmented emitter-CC system and the residual phonon
environment is described by an Ohmic spectral density
Jr(v) = X, |hm|?6(v — 0y) = /2719 [6], and en-
sures that the vibrational environment still acts as a
continuum of modes after the mapping. As in the sin-
gle mode case discussed earlier, the coupling to the CC
leads to the formation of two vibronic manifolds associ-
ated to the ground and excited electronic configurations.
The coupling to the residual environment induces tran-
sitions within each vibronic manifold. This leads both to
broadening and to dynamical relaxation of the phonon
environment, which typically occurs on a sub-picosecond
timescale.

From the mapped Hamiltonian we derive a second-
order Born-Markov master equation by tracing over the
residual environment and the electromagnetic field [45],
both of which are assumed to remain in thermal equi-
librium at temperatures Tg and Txy, respectively. The
resulting master equation can be written d;p(t) = L[p(t)]
with Liouvillian [47):

Llp(t)] = —i [Hg, p(t)] + Kr[p()] + Kemlp®)l,  (7)

where p(t) is the reduced state of the augmented emitter-
CC system. Here, g is a superoperator representing the
action of the residual phonon environment [6]:

Krlp(t)] =[S, p(t)¢] + [¢Tp(t), 5], (8)
with § = b + b and

%:JR k) [coth<2,jT)+1} Sjk 13Xkl
(9)

where the eigenbasis of the augmented system is defined
through Hg [v;) = ; [¢;), giving \jr = ¥; — ¢, and
Sik = (¥;| S |vr). We solve for the eigenvalues ; and
eigenstates |1;) numerically, taking the basis {|g),le)}
for the TLE and a Fock (number) state basis for the CC.

The effects of the electromagnetic field interaction are
contained within Kgy. Importantly, the augmented
emitter-CC system Hamiltonian, H{, is treated (numer-
ically) exactly within the formalism. This is crucial
in capturing non-additive effects of the electromagnetic
and vibrational environments, as it means that when
we move the electromagnetic interaction Hamiltonian
[Eq. (B)] into the interaction picture, we do so with
respect to the full augmented system Hamiltonian H{
[Eq. ] The mapping thus ensures that the electromag-
netic environment is sensitive to the underlying eigen-
structure of both the electronic and vibrational states.
The superoperator representing the dynamical influence
of the electromagnetic environment then takes the form:

Kenlo(t)] = — [0 x1p(0)] — [0, xep ()] + hc.,  (10)
where we have introduced the rate opera-
tors X1 >k Okl (Aje) [05) (| and X2 =

>k Ol (Ajk) [€0k) (1], with transition rates given by
L' (A =7TA)(n(A) +1) and Ty(A) = 7T (A\)n(N), for
field occupation number n(\) = (exp{\/kgTem} — 1)7*
and o = (¥;|0|Yr). From these expressions, it is
evident that the interaction between the system and
the electromagnetic field is dependent on the eigen-
structure of the augmented system, and thus on the
emitter-vibrational coupling through the identification
of the CC, and its coupling to the electronic system.
We therefore refer to this theory as being non-additive.

In contrast, within the additive approach Kgyr is de-
rived without reference to the vibrational coupling. In
the present setting, this amounts to neglecting the mod-
ification of the system eigenstructure due to vibrational
interactions encoded in the mapped system Hamilto-
nian H{, and instead moving the electromagnetic in-
teraction Hamiltonian [Eq. (3))] into the interaction pic-
ture with respect to the original system Hamiltonian
Hg. This results in the standard Lindblad dissipa-
tor common in quantum optics theory: Kgm[p(t)] =
L2 (n(€) + 1)L, [p(t)] + Sen(e)L 1 [o(t)]; where Lo[p] =
20p0" — {070, p}. Tt is thus clear that within the ad-
ditive approximation the electromagnetic field superop-
erator loses its explicit dependence on the vibrational
environment. For vanishing electromagnetic interactions
(To — 0), the additive and non-additive theories become
equivalent and the problem reduces to the independent
boson model, for which an exact solution can be ob-
tained. We verify that the CC master equation agrees
with this exact solution for a range of parameters in the
Supplemental Material.

We are now in a position to investigate the impact
of non-additive effects on the dynamics of our model
system. We begin by considering the decay of an
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FIG. 2. (a) Emitter population dynamics from the additive
(dots) and non-additive (solid) theories for increasing vibra-
tional coupling strength e ‘o = 0.025, 0.05, 0.1, 0.15, 0.2,
and 0.25. The non-additive theory shows a steady reduc-
tion of the decay rate for increasing coupling, whereas within
the additive theory the rate remains constant (i.e. all dotted
curves lie on top of each other). (b) Excited to ground state
emission rate against vibrational coupling strength from the
additive (dashed) and non-additive (solid) theories in units
of the bare decay rate I';. Parameters: ¢ = 8065 cm™!,
vo = 400 em™, v = 80 cm™!, Ty' = 100 ps, and Tr =
Tem = 300 K.

emitter initialised in its excited state with the collec-
tive coordinate in a thermal state set by the resid-
ual bath temperature Tg: p(0) = |e){(e| ® pup, where
Pth = eXp(—QbTb/kBTR)/tr[exp(—QbTb/kBTR)]. This
approximates a canonical thermal state of the original
vibrational Hamiltonian in the unmapped representa-
tion at the same temperature, and is thus consistent
with rapid (vertical) excitation of the system whereby
the electronic state changes suddenly but the vibrational
states remain unchanged [47]. The vibrational environ-
ment will subsequently relax towards the displaced ther-
mal state associated to the excited state manifold, cap-
tured dynamically within our approach.

Fig. (a) shows the emitter excited state population
dynamics predicted by the additive (dotted) and non-
additive (solid) theories for increasing electron-phonon
coupling at ambient temperature. Both theories give rise
to exponential decay, with the rate in the additive theory
remaining constant across all electron-phonon coupling
strengths. The non-additive theory, in contrast, displays
a monotonic decrease in the decay rate with increasing
phonon coupling. This can be seen explicitly in Fig. b),
where we extract the decay rates directly from the mas-
ter equation. Specifically, the excited to ground state
transition rate can be written as

Fe—>g = Z <gvn| ‘C[pX(O)] |gvn> ) (11)

n

with the Liouvillian taken to be additive or non-additive
depending on which case is under investigation. Here
we must modify the initial state to account for the
aforementioned rapid residual bath induced relaxation
of the CC to a displaced thermal state prior to emission:
px(0) = |e){e|@e X psreX, where X = Q7 1n(bT —b). As
expected, the rate from the additive theory displays no
variation with phonon coupling strength, in line with the
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FIG. 3. (a) Steady-state emitter population as a function

of the electron-phonon coupling strength for the additive
(dashed) and non-additive (solid) theories. The electromag-
netic field temperatures are Tgm = 6000 K (blue, lower),
12000 K (orange, middle), and 60000 K (red, upper). (b)
Steady-state emitter population with varying temperature
for « = 0.3¢ from the additive (dashed) and non-additive
(solid) theories. In the additive theory the stationary pop-
ulation asymptotically approaches 0.5 (grey line) and never
displays an inversion, in contrast to the non-additive treat-
ment. Other parameters are as in Fig.

simple Golden Rule calculation discussed previously but
at odds with the FC principle. This again highlights
deficiencies with the phenomenological additive treat-
ment of the electromagnetic field. Conversely, the non-
additive theory shows a steady reduction of the emission
rate as a function of phonon coupling, consistent with
FC physics. As the displacement between the ground
and excited state manifolds increases linearly with the
electron-phonon coupling strength, this reduces the over-
lap between the vibrational states and thus suppresses
electromagnetic transitions.

It is important to stress that discrepancies between
the additive and non-additive treatments in our model
extend further than spontaneous emission processes. For
example, we now consider situations in which the emit-
ter is driven incoherently via thermal occupation of the
electromagnetic environment, which constitutes an im-
portant building block of widely used models for natural
and artificial solar energy conversion. Fig. (a) shows the
steady state population of the electronic excited state as
a function of electron-phonon coupling strength, where
the additive treatment once again displays no variation,
simply matching the equilibrium distribution expected
in the absence of vibrations. The non-additive treat-
ment, on the other hand, shows a monotonic increase in
the steady state population of the excited state mani-
fold. Most strikingly, at large coupling strengths there
emerges a steady state population inversion. In the ab-
sence of phonons, such an inversion would be impos-
sible, with emission and absorption processes balancing
each other in equilibrium. This remains true in the pres-
ence of phonons when the electromagnetic field is treated
additively, as highlighted in Fig. (b) Here, the addi-
tive theory approaches, but never exceeds, a maximum
steady state population (cTo) = 0.5 in the limit of very
large temperatures. In contrast, within the non-additive
theory, cooperative effects between the electromagnetic



and vibrational environments lead to non-equilibrium
stationary states that display substantial levels of pop-
ulation inversion. That such effects should be possible,
even for continuum environments, is made clear from
the CC mapping. Within the non-additive theory the
electromagnetic field has access to the full vibrational
structure of the emitter, providing the necessary states
to drive a population inversion. This points to a crucial
difference between non-additive and additive treatments,
where disregarding the eigenstructure of the combined
electronic and vibrational system misses key aspects of
the non-equilibrium physics.

In summary, we have demonstrated that for models of
electronic systems strongly coupled to vibrational envi-
ronments, including the electromagnetic field in an ad-
ditive manner can lead to dynamics inconsistent with
the FC principle. By developing a dynamical formal-
ism based on collective coordinate mappings, we cap-
ture the impact of non-additive effects to recover both
transient and stationary non-equilibrium behaviour con-
sistent with FC physics. Furthermore, we find that for
common model assumptions on the forms of vibrational
and electromagnetic couplings, non-additive phenomena
enable steady-state population inversion under incoher-
ent electromagnetic excitation conditions. Our findings
open up a number of avenues for further exploration in
both natural and artificial light harvesting, for exam-
ple whether non-additive effects may be harnessed to
enhance work extraction in models of quantum heat en-
gines and solar energy conversion devices.
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Supplemental Material
Further details of the master equation derivation

Non-Additive

In this supplement we outline further details of the master equations used in the main text. We begin by considering
the non-additive case, whereby, after the collective-coordinate (CC) mapping, our interaction Hamiltonian is given
by the sum of residual phonon bath and electromagnetic field coupling terms [Egs. (3) and (5) in the main text],
Hi=S®B+5%Y B2 /im+ Y., Aa ® Ey. Here, S =b" +band B=Y", hp(cl, + ¢n) describe the CC-residual
bath interaction, while 4y = o', Ay =0, E1 =), figy and B2 = Y, fl"a;f define the coupling of the two-level emitter
(TLE) to the electromagnetic field. We now move into the interaction picture with respect to the augmented system
Hamiltonian describing the coupled TLE and CC, H = Hg + ne){e| (bf + b+ ma/2n) + QbTb, plus the residual and

electromagnetic bath Hamiltonians HE = dom UmC e and HEM = > wla;al, respectively. This gives

Hy(t) = S(t) ® B(t) +S(t)22:];i +) " Aa(t) @ Eqlt), (12)

m

where S(t) = etfstSe st A, (t) = st Aye st B(t) = 3 hp(ch et 4 ce™™nt), By = 3, fige™ ™" and
Ey =31 a;ei"”t. Within the interaction picture, we then follow the standard procedure to derive a Redfield master
equation, tracing out the residual and electromagnetic environments within the Born-Markov approximations [45].
Moving back into the Schrodinger picture, the resulting master equation may be written in the general form

Oip(t) = L[p(t)] = —i[Hs, p(t)] + Kr[p(t)] + Kemlp(t)], (13)

where p(t) is the reduced density operator of the augmented system, from which either the TLE or CC dynamics may
be obtained by tracing out the relevant degrees of freedom. The superoperators Kr and Kgy encode, respectively,
the influence of the residual bath and the electromagnetic field interactions on the augmented system dynamics.
Note that due to the Born-Markov approximations there are no mixed terms between the residual phonon bath
and the electromagnetic field in the master equation above. Nevertheless, our master equation is still non-additive
with respect to the original phonon environment and the electromagnetic field due to the CC mapping, which
incorporates non-perturbative vibrational effects into the enlarged augmented system Hamiltonian H{ used to move
into the interaction picture. This results in an electromagnetic superoperator that has explicit dependence on the
form and strength of the system-vibrational coupling, as we shall see below.
Starting with the influence of the residual phonon environment, we find

w2, p(o)] - [ T ar[8,[S(=m), p(0)]]C () - / T[S (S e O (). (14)

ﬂm 0

Krlo(t)] = =iy
with residual bath correlation functions defined as
1

Cy(r) = §<B(T)B + B(-7)B), (15)

where the expectation value is taken with respect to a thermal state at temperature Tg. These can be found given
the form of B(t) above to be

w
2ksTr

Cy(r) = /0 OodeR(w)coth< )coswr and C_(r) = /0 " dwJn(w) sinwr. (16)
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Here, we have defined the residual bath spectral density Jr(v) = Y., |hm|?6(v — Dyy,) as in the main text. We
now decompose the system operators into the eigenbasis of the augmented TLE-CC Hamiltonian, H{ |¢;) = v; |1;),
giving S(t) = >_ ;. Sjreirt [1ih i Yaby|, where Sj = (¥;] S [thx) and Ajr. = 1) — 1. Inserting this decomposition into
Eq. and exchanging the order of integration over time and frequency, we can now perform the integral over 7
using the Sokhotski-Plemelj theorem, fooo dre®™ = () £iP(1/¢), where P stands for the Cauchy principal value.
After some algebra, and neglecting imaginary contributions as justified in Refs. [B] [6], we find that the residual bath
superoperator may be written

Kr[p()] =[S, p(t)¢] + [¢To(t), 5], (17)
with

=550 oot (2 ) 1) S0 . (19)

as given in the main text.
Next, we consider the superoperator for the electromagnetic field, which can be written

Koy / dr (o (=r)p(0)] Cualr) + [p(0)o(~7)." ()] Caa(~7)
. (19

= [ar ([ (=1p(0)] Cas(r) + )0 (1), 0(0)] Crzl-7)).

0

Here, the bath correlation functions are defined as Cuo/ (7) = (Eo(7)E.) with the expectation value taken with
respect to a thermal state at temperature Tgy. This gives

Cia(1) = /de(w)(n(w) +1)e”™™ and Oy (1) = /de(w)n(w)ei“’T, (20)
0 0

where we have defined the electromagnetic field spectral density J(w) = >, |fi|*6(w — w;) and the field occupation
number n(w) = (exp{w/kpTem} — 1)7!, again as in the main text.

For the non-additive treatment of the electromagnetic field interactions we again decompose the system operators
into the eigenbasis of the augmented TLE-CC Hamiltonian such that o(t) = 3, 0, ekt 1) (Y|, where o), =
(¥j| o |9r). Inserting this decomposition into Eq. and exchanging the order of the time and frequency integrals,
we perform the integral over 7 using the SOkhOtka Plemelj theorem as before. Again, after some algebra and
neglecting small imaginary terms, we find

Kemlp(t)] = — [0, x1p(t)] — [0, x2p(t)] + h. c., (21)
with rate operators
X1 =3 ol () [9) (¥l (22)
ik
X2 = Y ol (g [9) (W1, (23)
ik

where I')(A) = 7 (A)(n(A) + 1) and T'+(A) = 7J(A)n(A) as in the main text. Note that these non-additive rate
operators account for the full eigenstructure of the electronic and CC degrees of freedom.

Additive

Within the additive master equation the description of the residual phonon bath is unchanged, as Kr[p(t)] has
no dependence on the electromagnetic field coupling. However, the electromagnetic field superoperator Kgn[p(t)] is
altered significantly, as it is no longer sensitive to the (non-perturbative) vibrational coupling.

Specifically, to get Krm[p(t)] in the additive case, one should completely ignore the presence of vibrations when
moving the relevant system operators o and o' into the interaction picture. This results in o(t) = e*Hstge st =



1.0
0.51
/b: 0.0 B eeoge00eesoBegacas. oeq
-0.5 ae™'=0.15
ae~'=0.25
ae”'=0.5
-1.0 T . - . .
0 2 4 6 8 10 12
Time (fs) Time (fs)

FIG. 4. Two-level system coherence dynamics ((oz) = peg(t) + pge(t) and (oy) = i(peg(t) — pge(t))) as a function of time for
the independent boson model in the strong-coupling regime: exact solution (dots) and collective coordinate master equation
(solid curves). Parameters: ¢ = 8065 cm™', vp = 400 cm™', v = 80 cm™ !, and T = 300 K.

oe~* and ot (t) = efstole Hst = gteieT where Hg = € |e) (e|. The impact is a simplification of the rate operators
to

X{% =Ty (e)o, (24)
and

X5 =T(e)a’, (25)
which when inserted into Eq. results in the standard Lindblad form common in quantum optics theory:

Kemp(t)] = %(n(e) + DLo[p(t)] + 5 n(e) Lot [p(1)], (26)

with Lo[p] = 20p0t — {010, p}.

Independent boson model: comparison of the collective coordinate master equation and exact solutions

In the absence of coupling to an optical environment (I'y = 0), the model outlined in the manuscript reduces to
the independent boson model

HBM — (e + Z ii) le)(e] + |e)(e] ® ng(bL + b)) + Zwkbzbk, (27)
K k

k

which is exactly solvable [45], for example via a polaron transformation of the form H' = UTHU, where U =
le){e| 1, D(—gr/wk) + |g)(g|]. This removes the interaction term, permitting a partial trace to be taken over the
phonon modes, which we consider here to be initialised in the thermal state

ppu(0) = exp (— Z wkbzbk/kBTR> /tr [exp (— Zwkblbk/kBTR>
k k

with total initial density matrix x(0) = ps(0)ppu(0). Since the interaction term in Eq. commutes with the
system Hamiltonian, within the independent boson model the phonon bath causes no transitions between electronic
eigenstates and thus the system populations are static, pyq(t) = pgqg(0) and pee(t) = pec(0), where p;;(t) = (i|ps(t)|)
for i,5 € {g,e} are system density matrix elements. The system coherences do evolve, and are governed by

Peg(t) = Peg(o)eiieteir(t) and Pge(t) = (Pey(t))*a (29)

, (28)




where the decoherence function is defined as

() = — /ODO dw? ) coth<2k°;T) (1 cos(wt)). (30)

w2

The dynamics of these exact solutions can be compared to the collective coordinate master equation used in the main
manuscript by simply setting the electromagnetic coupling I'y to zero in the latter. In Fig. [l above we compare the
two approaches using the same parameters as in Fig. 2 of the manuscript (though with I’y = 0) and find that the
collective coordinate master equation matches the exact solution well into the strong phonon-coupling regime. The
initial condition for the two-level system is taken to be ps(0) = 3(|e) + |g))(e| + (g]). For the exact solution, the
environment is initialised in the thermal state ppy(0) of Eq. , as stated before, while for the collective coordinate
master equation the CC is initialised in the thermal state py, = eXp(—QbTb/kJBTR)/tr [exp(—QbTb/kBTR)] with the
residual environment held in thermal equilibrium at temperature Tr throughout the dynamics.
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